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Abstract

The detection of delaminations in composite laminates using automated thermographic
scanning is a quite challenging task. The set-up parameters are not only dependent on
the equipment, but on the inspected component as well. In this work, a methodology is
discussed to use Finite Element (FE) model updating to automatically establish the most
suitable inspection parameters for a given combination of the structure and the investigated
delamination depths. The optimised results are compared using binary Probability of
Detection analysis and are benchmarked with parameter sets retrieved by an expert using
the regular trial & error approach. The results show an improvement of the accuracy and
scanning speed which significantly increases as the POD decreases and the complexity of
the samples increases.
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1. Introduction

Active thermography is a broadly used technology to inspect large, carbon fibre reinforced
plastic (CFRP) components for flaws in a fast way [1, 2, 3]. To receive accurate results on
large samples, the thermal camera has to be repositioned over the structure in a way each
surface is inspected with sufficient accuracy with an equal heat excitation and time resolution
considering directional emissivity [4, 5, 6]. To perform these sequential experiments in a
robust, repetitive way, NASA developed a type of line Scan thermography (LST) whereby
a robotised movement is used to reposition both the heating device as the infrared thermal
camera in tandem [6, 7, 8]. Those ideas are based on the ideas of Maldague in 1993 [9]
and on the work of Lindberg in 1968. Lindberg proposed the idea of a prism line-scanner
for high speed thermography, at that time mono-detectors were used so even though the
camera was not moving the laser heated the surface point-by-point and a reconstruction was
performed to recover a complete image of the inspected surface [10]. In recent research, for
the heating device, a thin line radiative heater is used and the acquired image sequence is
processed to result in a pseudo-static representation of the full surface over time, to evaluate
the subsurface integrity [1, 6]. The NASA developed and patented technology of the 1990s,
as described by Cramer et al. has since been used by more and more industrial branches for
inspection of metallic and composite components [8, 11]. There exists a similar technique
with analogue problems, called the thermal-photocopier for which this work delivers similar
insights [12]. The main difference with LST is that the camera remains fixed and only the
heat source is moving.

Automatic scanning using a robotic arm is seen as an interesting way for Non-destructive
Testing (NDT) of large and complex shaped components [6]. The programming of the
inspection path, speed, excitation power and acquisition rate is a difficult task which is
highly dependent on the inspected sample geometry and material properties [6, 13]. This
parameter optimisation is mostly done manually by a highly qualified inspector using
experience and trial and error which is a time-consuming task for complex structures as
the heat deposition and scanning speed should match the heat diffusion in the material
[13]. Within this work, it is shown that using numerical model updating within the field of
active thermography inspection can facilitate the set-up of the measurements by predicting
the most ideal setup parameters. The optimised results are compared using a Probability
Of Detection analysis to compare with the work flow by trial and error followed by a skilled
inspector.

The use of Finite Element (FE) models is well integrated into the design of large
structures, but in uttermost cases, the use of the FE models remains in the design stage.
FE model updating can be used to optimise the complex parameter set of the LST set-up
by correlating the numerical results with NDT data. These methods are widely used in
modal vibration inspection [14, 15, 16], but their usage is limited in thermal optimisation
problems [17, 18] due to the difficulties in estimating the diffusivity.

The optimisation of LST set-up parameters using FE model optimisation is similar
to the FE model updating techniques as described by Marwala [19] for modal analysis.
There are a few differences with the well-known FE model optimisation routines for shape
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or model performance optimisations due to the complex interdependency between the
experimental limitations (e.g. the experimental setup), for example, the camera sensitivity
and the heat distribution of the excitation source. This results in a different manner of
defining the objective function and solver choice described in Section 2.3.1. Besides, an
extreme non-linear behaviour of the response to limited parameter differences and the
different mathematical definition of thermal modes with respect to modal modes [20] results
in the need for an accurate investigation of those influences.

The accuracy and the efficiency of an NDT technique, are mostly evaluated by using a
Probability Of Detection (POD) analysis to determine the acceptance of a certain technique
or to compare two distinguished technologies [21]. Probability of Detection (POD) is a
statistical method used to estimate the proportion of defects of a given size that can be
detected by a particular technique. It requires a large amount of samples having defects
ranging from non-detectable to minimum detectable sizes and larger. PoD is often used to
evaluate the reliability of a particular NDE method (x-rays, ultrasounds, Eddy currents,
thermography, etc.), or a processing technique (principal components, Fourier transform,
etc.), to detect a certain type of flaw (cracks, delaminations, impact damage, corrosion
loss, etc.), at a given depth (or depth range) either manually or automatically. It has been
utilised for years to validate the performance and reliability of NDE techniques such as
ultrasounds and Eddy current techniques. In the case of infrared thermography, only a few
POD studies can be found in the literature [22, 23, 24, 25]. In this study, the number of
targets (defects of different sizes and depths) is rather limited (25 per side, which gives a
total amount of 50 defects to detect). Nevertheless, POD analysis in this work is performed
in order to receive an objective comparison between the optimised detection results and
the results received by an experienced LST inspector and a randomly chosen parameter set.
The amount of literature related to POD analyses of active thermography and especially for
LST techniques is limited [21]. Due to the importance of the parameter optimisation, the
implementation of statistical methods for the evaluation of the accuracy of the experimental
set-up is provided in this manuscript. To perform an accurate POD analysis, a great amount
of defective samples are required, with known defects ranging from non-detectable to good
detectable size/depth ratios (D/d), also called aspect ratios [21, 26]. In this work, the
discrete hit/miss evaluation technique is used on the same test sample that was employed
by Duan et al. to deliver comparable results [21].

2. Materials & Methods

2.1. Experimental set-up

The experimental inspections were performed on a CFRP sample, widely described in
literature [27, 28], with a thickness of 2 mm with 25 Teflon square inserts with lateral
sizes D = 3, 5, 7, 10 and 15 mm placed between each consecutive ply at different depths,
varying of 0.2 < d < 1 mm from the front side and 1 < d < 1.8 mm from the rear side,
and locations as shown in Fig. 1. The specimen is tested from both sides which result
in a total of 50 inspected flaws with different aspect ratios varying from 3/1.8 to 15/0.2).
The sample is built from 10 unidirectional prepreg carbon fibre plies consisting of Hexcel
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Figure 1: Technical drawing of the CFRP inserts. Figure 2: Experimental set-up of the dynamic line
scan.

AS4/3501-6, 300 AW with 31% remaining resin after cure. The stacking within the sample
follows a symmetric [0 90]5·s order. The test sample is fabricated using standard autoclave
curing cycle. The sample is inspected using an inspection tool consisting of a FLIR A65sc
microbolometric LWIR 7.5− 14µm camera with a spatial resolution of 640x512 pixels for
the data acquisition and an IR Heater of 30 cm with a total power of maximum 1500W as
a heat source. The inspection tool is attached to a 6 degree of freedom FANUC LR Mate
200iD 7L robotic arm and makes use of consecutive linear scan paths starting from the
same side of the sample. A photograph of the experimental set-up is shown in Fig. 2.

2.2. Numerical model description

The numerical model was developed using COMSOL Multiphysics 5.0 software based on
the Finite Element technique. The model simulates the moving heat source of the LST set-
up over the inspected test sample using multibody dynamics combined with heat transfer.
The heat conductivity through the different material layers is simulated to implement
the anisotropic behaviour of the lateral heat diffusion. A constant Newtonian non-linear
method is used with a modernised implementation of the DAE solver within the heat
transfer routine. This solver is based on the backwards differentiation formulas [29]. Linear
tetrahedral Lagrange elements are used to simulate the behaviour of the material on the
moving thermal heat source. The model consists of 41 406 elements with an average growth
rate of 2.2 and an average element quality of 0.565. The model consists of a stacking of
different layers for each CFRP ply with thermal anisotropic properties dependent on the
fibre orientation of the ply. The different layer properties are estimated using a model
where each ply consist of uniform carbon fibres with only one longitudinal conductivity
and one different transversal in-plane conductivity. Between each ply, a thin epoxy layer is
modelled to simulate the practical, not ideal contact layer between each carbon ply with
the third variable conductivity coefficient, perpendicular to the plies. With this stacking
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Figure 3: Overview of a subsection of the 3D mesh on the test sample with the different plies schematically
represented by different colors.

recipient a quasi-isotropic laminate is represented. A detailed picture of the 3D mesh with
the different layers is shown in Figure 3.

� 5 CFRP layer of 0.25mm thick with a global fibre orientation of 0◦C, in figure in blue
represented.

� 5 CFRP layer of 0.25mm thick with a global fibre orientation of 90◦C, in figure in
green represented.

Figure 4: Simulation result of the optimised numer-
ical model (scale in degC). Figure 5: Spatial simulation result during LST simu-

lation where the detection of the defects on different
depths is visualised.

The essence of mesh convergence is acknowledged within this research and might result in
significant errors within the updating routine. The computed model within this manuscript
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is checked on mesh convergence with a minimum acceptance rate of 95% accuracy on
temperature level when the mesh is changed. It is found that the elements can be made
rather large within this constraint for thermal simulations. The geometrical complexity by
simulating the thin teflon inserts force the use of a smaller mesh which is more robust with
respect to mesh convergence due to the minimal element quality needed in the area close
to the simulated defects. A representation of the performed mesh convergence is shown
with respect to temperature on a probe point on a certain time stamp in Figure 6. A red
asterisk shows the used mesh within the optimisation routine.
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Figure 6: Mesh convergence analysis on 3D mesh.

2.2.1. Modelling of the excitation source

The tubular carbon excitation source results in a non homogeneous spatial distributed
heat excitation which is shown in Figure 7. This spatial distribution is implemented in the
excitation source modelling to correlate the spatial heat distribution on the inspected test
sample according to the distribution in the X-axis. The narrow distribution in the Y-axis is
transposed to the temporal distribution due to the lateral movement of the heat source.
The movement of the heat source is simulated using a moving mesh for the radiating heat
source with a horizontal speed perpendicular to the inspected surface which is equal to
the robot speed around the global world coordinate system. The world coordinate system
itself is placed similarly in the numerical model as for the robot used in the experimental
measurements.
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Figure 7: Spatial temperature distribution of the heat source.

2.2.2. Physical boundary conditions

For the heat transfer module in the simulation model, it is important to implement
surface to surface radiance between the moving heat source and the upper surface of the
test sample. Besides the radiative energy exchange between the heat source and the sample,
the cooling mechanisms: convection and ambient radiation were also taken into account.
A representation of the overall numerical model is shown in Figure 4 that corresponds to
the time when the heat source has moved for 80 seconds and already passed the inspected
plane.

The governing differential equation is a combined heat transfer equation with conduction,
convective cooling and radiation of an external heat source, formulated in Eq.( 1), Eq.( 2)
and Eq.( 3) where ρ is the density, Cp is the heat capacity at constant pressure, T is
the absolute surface temperature, κ is the thermal conductivity, t is the time, Q(t) is the
time dependent heat source, h is the coefficient of convection and σ is the constant of
Stefan-Boltzmann [30, 31].

ρCp
∂T

∂t
+∇ · (−κ∇T ) = Q with T (x, y, z, 0) = T∞ = 292.88[K] (1)

~n(k∇T ) = h(T∞ − T ) (2)

~n(k∇T ) = ε · σ · (T 4
∞ − T 4) (3)

A few assumptions are made:

� The air velocity is assumed to be zero allowed by the laboratory conditions.

� The lay-up of the CFRP laminate is considered quasi-isotropic with structured fibre
angles in a woven pattern.
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Table 1: Material properties within the numerical model [32, 33, 34].

Parameter Conductivity
klong(W/m ·
K)

Conductivity
ktrans(W/m ·
K)

Specific heat
capacity CFRP
Cp[J/(Kg.K)]

Density
CFRP
ρ[kg/m3]

Heat transfer
coefficient
W/(m2.K)

Emissivity

Carbon 60 4.2 1000 1580 10 0.85
Teflon 0.265 0.265 950 2175 10 0.92

� The test sample is opaque and behaves like an ideal grey body as a result of the mate
epoxy surface.

The physical properties used in the numerical model are shown in Table 1.
The accuracy of the material properties within the used test sample is validated within

previous work on the test sample as provided in [35]. Using a similar optimisation routine,
the material properties of the test sample are estimated with respect to the known simulated
defect depths, represented by the teflon inserts. Therefore the inspection is validated with a
standard pulsed thermography inspection. The accuracy of prediction of the defect depths
is related to the accuracy of modelling the thermal diffusivity α in the test sample which
gives a clear indication on the uncertainty of the used material properties. This is shown
in Figure 8 where the importance of precise material properties within the numerical
model is provided. The numerical model using standard material properties delivers the
worst estimation of defect depths, especially when the defect depth increases. Due to the
optimisation of the material properties, the accuracy is significantly increased.
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Figure 8: Depth estimation using standard pulsed thermography data on the CFRP test sample, the
numerical model with standard material properties and the numerical model with optimised material
properties.
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2.3. Optimisation routine

The adaptive response surface optimisation routine is used to optimise numerical models
with lots of data points and the time reducing by the algorithm increases as the number of
parameters increases [14]. The routine is designed to handle multiple-output time series
data [18]. The optimisation procedure can be divided into the following steps:

1. Starting reference simulation points is running and a correct object function is built
of the difference between the FE model and the optimal target values defined in the
objective function.

2. The FE model is replaced by a spline-based meta-model of response surfaces to
decrease the optimisation time but remains an accurate approximation.

3. The optimisation routine is run on the specific object function to find the minimum
for the meta-model. There is made use of an optimisation routine according to a
genetic algorithm computation to find the optimum fast for the complex numerical
model. Thereby the amount of FE solutions is further reduced.

4. The estimated parameter values are used as input parameters for an improved FE
model that corrects the meta-model.

5. Only the points closer to the minimum are used to form the response surface (pan &
zoom function).

The response model which is optimised is not built from a pre-defined number of
design experiments, but is adapted and refined during the optimisation routine by the pan
and zoom command [18]. The method automatically calculates the parameter influence
sensitivity and sequentially resolves multiple sets with first the major influencing parameters
with fixed parameter values for the minor influencing parameters. Succeeding, the second
parameter set is optimised and finally an influence check is performed for all parameter
sets until the results converge.

2.3.1. Objective function declaration

For the optimisation of the line scan thermography system, the declaration of the
objective function is essential and closely related to the optimised experimental parameters.
The most important parameters that influence the efficiency and accuracy of the thermal
line scanning are:

� Robot speed u along the scanning direction;

� Excitation power P;

� Distance between heat source and the test sample d.

These parameters have implicit dependencies on the following parameters, which results
in the complex objective function declaration:

� Image acquisition rate;

� Field of View (FOV);
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� Scanning path;

� Minimum defect resolution.

It should be noted that these parameter values are highly dependent on the material
properties of the structure under inspection.

The FOV is used to determine for each time instance which part of the inspected structure
is visible using basic optical formulation represented in Eq.(4), with D the perpendicular
distance between the camera and the structure. The scanning time is computed and
minimised using basic path planning in combination with the robot speed u. This is
combined with the computation of the minimal and maximal time instances, each point
should be visibly related to the depth estimation of a possible defect according to Eq. (5),
where α is the thermal diffusivity (m2/s), C1 a constant equal to 1.8 [27], fb the blind
frequency (Hz) and µ the diffusivity length (m). Therefore, the structure is divided into
layers, related to the effective material layers defects are located. Reported experimental
values of the constant C1 are: C1 = 1 when using amplitude data [36], and in the range
1.5 < C1 < 2 [36, 37, 38, 39, 40, 41] when working with the phase. The value C1 = 1.8 is
typically adopted [37, 38] following the research work by Thomas et al., 1980 [42]. The
phase is therefore of more interest in NDT than the amplitude, since it provides deeper
probing capabilities than the amplitude. Thereby, the inspection routine is optimised for
the material and structure thickness of the specific structure.

x = 2 ·D · tan(
HFOV

2
) (4)

z = C1

√
α

π · fb
= C1 · µ (5)

These preparing criteria are combined with the objective function in which the total
scanning time is minimised and the relative temperature difference between sound area and
possible defective area is maximised. An important limit in the objective function is the
maximum surface temperature of the structure which is dependent on the inspected material
and which can overrule the objective function value to ignore certain unsafe inspection
configurations. For the CFRP test sample, the maximum allowed surface temperature on
which the surface in the numerical model is exposed to, is set to 323K. By implementing
this boundary condition in the optimisation routine, a precaution is implemented to keep
the non-destructive intention of the inspection routine.

2.4. Probability of Detection

A Probability of Detection (POD) analysis is performed to receive an objective compar-
ison between the optimised detection results and the results received by an experienced
LST inspector and a randomly chosen parameter set. A discrete hit/miss response is used
in accordance with the work of Duan et al. [21]. The data is organised in a way that
a defect is either detected (hit = 1) or not (miss = 0). The defect characterization is
performed in relation to the aspect ratio using the log-odd model and a linear least square
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weighted special maximum likelihood method to estimate the model parameters [21]. The
experimental and numerical results are first post-processed using Principal Component
Thermography (PCT) to improve the defect detection capabilities [43, 21]. In relation to
the work of Duan et al., there is used a region surrounding, but not containing, each defect
as sound area. The size of the sound area is chosen in relation to the inspected defect
with an equal surface. This comparison is used to perform an objective evaluation of the
hit/miss criteria.

3. Results & Discussion

In the following section, the results of the optimisation routine are compared with the
set-up parameters defined by an expert in dynamic line scan thermography and several
iterative defined set-up parameter sets. The optimisation routine is validated on three
different datasets performed on the CFRP006 sample. A representation of the Detected
inserts after PCT post-processing is shown in Figure 9 for the shallow test sample. All
parameter sets are described by:

1. D = perpendicular distance between the test sample and the heat source (mm);

2. u = speed of the robot arm (m/s);

3. P = power of the heat source (%) of 1500W;

4. d = horizontal distance between the camera and the heat source (mm).

The parameter set which is defined by the expert and the final parameter set after the
optimisation routine are noted in the following figures.
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Figure 9: Detected teflon inserts in the shallow side of the testsample after Principal Component analysis.
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3.1. Shallow side

The shallow side was analysed two times, one time for the data without adding extra
noise and one time with extra noise added. Due to the very shallow defects of 0.2-1mm,
the defect ratio is higher than 84%. As a result of the high detection ratio, the fitting of
the POD curves is not consistent and the interpretation of these data sets is not applicable.
One of the risks is a misinterpretation of the results as shown in Figure 10. It is shown in
Figure 10b that the raw data should deliver a more accurate POD than the post-processed
PCT data, which is in contrast to the findings of Duan et al. [21]. This is the reason that
explains why it is important to use datasets with enough miss and hit data [44].
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(a) Comparison of the Probability of detection
for all parameter sets of the shallow test case af-
ter implementing PCT detection enhancement.
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Figure 10: Analysis of shallow side of CFRP006 without noise adding. The legend is described in front of
section 3.

3.2. Shallow side with noise

To use the shallow data set and to optimise the set-up for shallow structures it is
essential to increase the amount of miss data to provide impossible to detect defects. It was
chosen to do this by adding Gaussian noise to the camera data set. In this way, a camera is
simulated with a higher NETD value. After the addition of the Gaussian noise, there are
multiple defects that are impossible to detect and while some others are visible in all cases.
A Gaussian distribution was chosen in order to avoid influence between the comparison of
the RAW and PCT processed data. The results of the POD analysis are shown in Figure
11.

After adding the noise it is shown in Figure 11a that both the expert and the optimised
results deliver similar POD curves and the differences for shallow defects are rather small.
A major remark with these results is that due to the high distance D of the optimised
results, it is possible to scan the object in one pass in contrast to the very low D of the
expert set-up. This results in a lower scanning time and an easier scanning path of the
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Figure 11: PoD analysis of shallow side of CFRP006 with Gaussian noise added.

optimised results in contrast to the path of the expert set-up which needs three passes.
The implementation of PCT post-processing gives a major improvement, especially for the
parameter sets with a higher D distance, which results on a lower spatial resolution. By
post-processing the RAW measurements with PCT, the contrast is improved and the effect
of smaller spatial resolution is reduced [43].

3.3. Comparison Shallow side with traditional active thermography

To verify the relevance of the performed measurements, a comparison is made with
measurements performed by Duan et al. [21] on the same test sample. Within their setup,
data acquisition was carried out using a Focal Plane Array (FPA) infrared camera (Santa
Barbara Focalplane SBF125, 3 to 5 µm) with a 320× 256 pixels array [21]. Besides, two
high-power flashes (Balcar FX 60), each giving 3.2 kJ for 5 ms pulse duration, were used as
heating sources in reflection mode [21]. The benchmark should be made on POD level and
not on spatial quality of the measurement as there is made use of different equipment with
different NETD levels and spatial resolution. An overview of the comparison is showed in
Figure 12. The differences are limited and in advantage of the optimised LST measurements.
It can be concluded that the measurements are performed adequate with respect to the
state-of-the-art.

3.4. Deep side

The deep side has simulated defects between 1 and 1.8mm as described in section
2.1. The POD analysis is plotted versus the Aspect ratio which gives the relation to the
size/depth ratio. Due to the depth and difficulty to detect the Teflon inserts on larger
depths (> 1mm), the detection rate is less than 28%. The different set-up variations are
compared after PCT post-processing in Figure 13. It is shown that both the expert set and
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Figure 12: Probability of Detection for the shallow defect cases and standard pulsed thermography after
PCT post-processing. The legend is described in front of section 3.

the optimised set of parameters deliver the best results, compared with the other parameter
sets which are the result of a manual iterative process using trial and error. The optimised
set is slightly better than the expert set and it should be remarked that by coincidence
there is found a different parameter set during the iterative process which gives almost the
same accuracy (D50). An important benefit of the optimised result is the consideration of
scanning time. The higher the D distance, the fewer passes there are necessary and the
faster the inspection could be performed. For this reason, the D160 set of parameters is
preferred by the optimisation routine over the D50 set.

It should be pointed out that the optimised distance between the sample and the source
D is smaller than the one required for the shallow side of the test sample. This is a logical
and expected result considering that a smaller D implies that more energy is delivered to
the surface, and as a consequence, deeper probing is possible.

At the same time, the optimisation algorithm proposed a scanning speed u much higher
for the deep side as the decrease in D compensates for the loss of energy that a faster
scanning would imply. In this way it is made possible to define a suitable set of inspection
parameters necessary to detect defects of the individual structure.

3.5. Shallow versus Deep side

An interesting validation can be performed by comparing the overlapping defects at a
depth of 1mm between the shallow and deep measurements. In Figure 14 both the POD
curves and the binary detection rates are plotted. The POD curves are build from the
combined measurements but exclusively from the data of the 1mm defects. The binary
hit-miss data is split in the two different measurements. The Deep side of the testsample
is represented by circles and the Shallow side by crosses. It can clearly be seen that the
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Figure 13: Probability of Detection for the deeper defect case on the CFRP006 sample after PCT post-
processing. The legend is described in front of section 3.

results are equal for all aspect ratios except the one where the binary results flip from zero
to one as can be seen in Figure 14. For the D40 case, the defect with aspect ratio 5 is not
visible in contrast with the other parameter sets. A reasonable explanation can be found
in the flipping point at this aspect ratio from not visible below aspect ratio 5 to visible
above this aspect ratio and uncertainty due to measurement noise. The overlapping data of
the testcase on a distance D equal to 250mm is neglected in Figure 14 as for both sides 0
defects are found in this dataset. Thereby we can conclude that the data is consistent for
the overlapping setups between the two different sides.

4. Conclusions

The use of FE updating techniques can provide dynamic line scan set-ups with similar
accuracy as set-up by an active thermography expert, with the added value that it automat-
ically considers scanning time and path planning. The proposed method searches for the
best possible measurement configuration to find the most defects in the specific structure.
So if the range of depths is very broad, it will search for an optimum on which the shallow
defects are still visible, the surface temperature is not to high and the deeper defects are
starting to occur. In this way, it can be possible to efficiently modify NDE set-ups to inspect
different serial produced complex parts and validate their accuracy using POD analysis.
In longer term, the implementation of FE model updating in active thermography set-ups
can support thermographers in choosing the most efficient measuring set-up for complex
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Figure 14: Comparison of 1mm defects measured from both sides.

shaped surfaces made of multiple materials. In this work an important keystone is provided
which shows the implementation for shallow and deeper hard to detect Teflon inserts in a
CFRP laminate. The results are validated on a flat surface. Continuing research will be
performed to further improve the technology to implement directional emissivities.
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[6] C. Ibarra-Castanedo, P. Servais, A. Ziadi, M. Klein, X. Maldague, RITA - Robotized
Inspection by Thermography and Advanced processing for the inspection of aeronautical
components camera heating source actuator camera heating, in: QIRT2014 Conférence,
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