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Abstract

The equations of magnetohydrodynamic (MHD) equilibria for a plasma in gravitational �eld are investigated. For
equilibria with one ignorable spatial coordinate, the MHD equations are reduced to a single nonlinear elliptic equation
(NLPDE) for the magnetic 
ux u, known as the Grad-Shafranov equation. The Chebyshev spectral collocation methods
(CSCMs) are described and applied to obtain numerical solutions for nonlinear boundary value problems modelling two
classes of isothermal magnetostatic atmospheres, in which the current density J is proportional to the exponential of the
magnetic 
ux and moreover falls o� exponentially with distance vertical to the base, with an “e-folding” distance equal
to the gravitational scale height, for the �rst class and proportional to the sinh(u) for the second class. The accuracy
and e�ciency of this Chebyshev approach are compared favorably with those of the standard �nite-di�erence methods.
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

The equations of magnetohydrodynamic (MHD) equilibria have been used extensively to model
solar magnetic structure [1,2,7–15,17–19]. The force balance in these models consists of a balance
between the pressure gradient force, the Lorentz J ×B force (J electric current density; B magnetic
induction), and the gravitational force. The temperature distribution in the atmosphere is, in general,
determined from the energy transport equation. However, in many models, the temperature distribu-
tion is speci�ed a priori and direct reference to the energy equation is eliminated. The remaining
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equations for the system are an equation of state for the gas (for example, the dependence of the
gas pressure on density and temperature) and the steady-state Maxwell’s equations.
Many models of magnetostatic equilibria assume that one of the spatial coordinates is negligible

[1,2,7,9–15], leading to simple analytic models in terms of an elliptic equation for the magnetic
potential u.
In solar physics the static MHD equations have been used to model diverse phenomena, such as

the slow evolution stage of solar 
ares, or the magnetostatic support of prominences [10,12,15,19].
Moreover, the nonlinear problem has been solved in several cases [2,9–14,17,18].
In this paper, we present a set of numerical solutions by using the Chebyshev spectral collo-

cation methods (CSCMs), for the two-dimensional boundary value problems (BVPs) in the solar
surface, z¿0, but only for bounded domain, [7,15,1]. We consider an isothermal atmosphere with
one negligible coordinate z of a rectangular Cartesian coordinate system xyz in which the gravita-
tional force is directed in the negative y-direction. We obtained two classes of numerical solutions
when Jz ∼ (e−2ũe−y=h and sinh ũ), respectively (ũ is a dimensionless form of the magnetic potential
u and h is the gravitational scale height) for which the force balance equation perpendicular to both
B and ez (ez is the unit vector along the z-axis) reduces to the nonlinear Grad-Shafranov type elliptic
equation.
The paper is organized as follows: In Section 2, the basic equations and the formulation of the

problem are given. In Section 3, the CSCMs are illustrated, its accuracy is discussed and used
to obtain numerical solutions of the problem. The numerical results are presented in Section 4
correspond to an isothermal magnetostatic atmosphere in which the current density is proportional
to exp(−2ũ)exp(−y=h) and sinh(ũ), respectively, and Section 5 gives the conclusion.

2. Basic equations and problem formulation

The relevant MHD equations consist of the equilibrium equation:

�3�+3P = J ∧ B; (1)

coupled with Maxwell’s equations:

J =3 ∧ B=(4�); (2)

3 · B= 0: (3)

In Eqs. (1)–(3) P denotes the gas pressure, and � denotes the gravitational potential (for a uniform
gravitational �eld in the y-direction one has � = gy, where g is the acceleration constant due to
gravity).
For equilibria that have one ignorable Cartesian coordinate z say, the equilibrium problem governed

by Eqs. (1)–(3) can be reduced to the solution of a single nonlinear partial di�erential equation
(NLPDE) for the magnetic potential u(x; y) [14,10]

32u+
d
du

[
B2z (u)
2

]
+
@
@u
[4�P(u; �(x; y))] = 0: (4)
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In Eq. (4) the magnetic induction B is given by

B=3u(x; y) ∧ ez + Bz(u)ez =
[
@u
@y
;− @u
@x
; Bz

]
(5)

and for an ideal gas pressure P(u; �) may be written as

P(u; �) = P0(u) exp

[
−
∫ �

�0

d�′

�(u; �′)

]
; (6)

where �= RT , with R the ideal gas constant and T the temperature.
A frequently studied version of (4) is the case of constant temperature T (or �) in a uniform

gravitational �eld (�= gy, g= constant), for which

P(x; y) =

[
P0 +

�2u20
8� F(ũ; x; y)

]
e−y=h; (7)

where

h=
�
g

(8)

is the gravitational scale height

ũ=
u
u0

(9)

is a dimensionless form of u while �2, P0 and u0 are constants.
In order to solve Eq. (4) the two functions B2z (u) and P(u; �(x; y)) have to be prescribed and the

appropriate boundary conditions must be speci�ed.
The general form of Eq. (4) can be written as

@2ũ
@x2

+
@2ũ
@y2

= F(ũ; x; y); (10)

where

F(ũ; x; y) =− 1
u20

@
@ũ

(
B2z (ũ)
2

+ 4�P(ũ; �)
)
: (11)

In this paper, we investigate the numerical solutions of Eq. (10) for speci�c forms of F(ũ; x; y).

2.1. Liouville’s equation model

Let: Bz(ũ) = 0;

F(ũ; x; y) = �2e−2ũe−y=h; (12)

then Eq. (10) becomes

@2ũ
@x2

+
@2ũ
@y2

= �2e−2ũe−y=h; (13)

Eq. (13) is a NLPDE [2,14,15].
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For the problem with a �nite h [15] set

ũ=− y
2h
+ S(x); (14)

reducing Eq. (13) to the ordinary di�erential equation (ODE)

d2S
dx2

− �2e−2s = 0; (15)

which integrates readily to give

S = log cosh �x: (16)

This generates the magnetic �eld and pressure,

B= u0(−1=2h;−� tanh �x; 0); (17)

P = P0e−y=h +
�2u20
8� sech2 �x: (18)

If we set P0 = 0, removing the plane-parallel component of the atmosphere, this is the well-known
model for an in�nite vertical sheet of di�use plasma suspended by bowed magnetic �eld lines. A
second particular solution was obtained by [11] with

ũ=− 1
2 [y=h+ v(x; y)]; (19)

then, Eq. (13) transforms into

32v=− 2�2ev: (20)

Eq. (20) is a Liouville’s equation with known closed-form solution in terms of harmonic func-
tions. It is worth noting that the analytical solution of Liouville’s equation (20) possesses B�acklund
transformations (BTs) [11,12,14] allowing one to obtain solutions.
Let us assume that from Eq. (7), the relationship between P and ũ is given by

P(x; y) =

[
P0 +

�2u20
8� e−2ũ

]
e−y=h: (21)

2.2. Sinh-Poisson equation model

Let: Bz = 0,

F(ũ; x; y) = �2 sinh(ũ) e−y=h; (22)

then Eq. (10) becomes

@2ũ
@x2

+
@2ũ
@y2

= �2 sinh(ũ) e−y=h: (23)
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For the sinh-Poisson equation (23), the relationship between P and ũ is given by

P(x; y) =

[
P0 − �2u20

4� cosh(ũ)

]
e−y=h: (24)

If y=h�1 and Bz = 0, Eq. (23) can be reduced to the sinh-Poisson equation
@2ũ
@x2

+
@2ũ
@y2

= �2 sinh(ũ): (25)

This equation has been solved analytically by applying BTs [11,14].
For the ordinary form of sinh-Poisson equation, set

ũ= S(x); (26)

reducing Eq. (25) to the ODE

d2S
dx2

− �2 sinh S(x) = 0; (27)

which integrates readily to give

ũ= S(x) =− 4 coth−1(e2� x): (28)

This generates the magnetic �eld and pressure:

B= u0(0; 4� cosech 2�x; 0); (29)

P = P0 − �2u20
4� cosh(− 4 coth−1e2� x): (30)

In the next section we will adopt a �nite Chebyshev expansion to approximate
∫ x
xi

∫ x
xi
F(s; y) ds ds

and
∫ y
yj

∫ y
yj
F(x; s) ds ds on the set of collocation points 
 = [xi; xi+1] ∧ [yj; yj+1]; i = O(1)Nx − 1;

j =O(1)Ny − 1. Also, a method based on the above approximations will de developed.

3. A spectral collocation method in two dimensions

The applicability of CSCMs for solving PDEs is not only for simple model problems, but also
for large scale applications in MHD [8]. The use of Chebyshev polynomial approximations for the
solution of PDEs has been advocated for example by [8,5,6,16]. The approximations which include
the Galerkin and tau-spectral methods and pseudo-spectral collocation methods, are discussed in
detail by [3].

3.1. The Liouville’s equation

The BVP (Liouville’s equation (20) and sinh-Poisson equation (25)), in the bounded domain

 = [x0; xf] ∧ [y0; yf] is

vxx + vyy = F(v(x; y)); (x; y) ∈ [x0; xf] ∧ [y0; yf] (31)
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with the boundary conditions

v(x; y0) = f1(x); v(x; yf) = f2(x); x ∈ [x0; xf];
v(x0; y) = g1(y); v(xf; y) = g2(y); y ∈ [y0; yf]:

(32)

To perform numerical computations of the solutions of the BVP (31) and (32), it is necessary to
work in a bounded domain so as to apply CSCMs or �nite di�erence method FDM. Moreover, one
needs information about the solutions of the problems on the boundary of 
. We can extend this
solution to any desired larger but still �nite domain [7,15,1].
Let � = {y0¡y1¡ · · ·¡yNy} be a partition of the interval [y0; yf], with the step size �yj =

yj+1 − yj. Each subinterval [yj; yj+1] is divided by the Chebyshev collocation points

yjk = yj +�yjdk ; dk =
1
2

[
1− cos

(
k�
�y

)]
; k =O(1)�y; j =O(1)Ny: (33)

Similarly, each subinterval [xi; xi+1] is divided by the Chebyshev collocation points

xil = xi +�xicl; cl =
1
2

[
1− cos

(
l�
�x

)]
; l=O(1)�x; i =O(1)Nx: (34)

For y ∈ [yj; yj+1] and j =O(1)Ny − 1, the approximation of F(x; y) in the y-direction is

F̃(x; y) =
�y∑
r=0

′′
a( j+1)r (x)Tr

(
2(y − yj)
�yj

− 1
)

(35)

where

a( j+1)r (x) =
2
�y

�y∑
k=0

′′
F̃
(
x; yj +

�yj
2
(1 + cos(k�=�y)

)
Tr(cos(k�=�y)); r =O(1)�y: (36)

Here Tr(x) is the rth Chebyshev polynomial. A summation symbol with double primes denotes a
sum with the �rst and last terms halved.
Now, we can easily show that the following relations are true:

CH(r; �) =
∫ �

0
Tr(2s− 1) ds

=




Tr+1(2�− 1)
4(r + 1)

− Tr−1(2�− 1)
4(r − 1) +

(−1)r+1
2(r2 − 1) if r¿2;

1
8 [T2(2�− 1)− 1] if r = 1;

1
2 [T1(2�− 1) + 1] if r = 0:

(37)
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Using (35)–(37), the inde�nite integral
∫ yj+�yj�
yj

F̃(x; �) d� takes the form

∫ yj+�yj�

yj
F̃(x; �) d�=�yj

�y∑
k=0

bk(�)F̃(x; yjk); (38)

where

bk(�) =
1

2�y(1 + ��yk + �0k)




�y∑
j=0

Tj(yk)
(1 + ��yj)(j + 1)

(Tj+1(2�− 1) + (−1) j)

−
�y∑
j=2

Tj(yk)
(1 + ��yj)(j − 1)

(Tj−1(2�− 1) + (−1) j)

 ; k =O(1)�y; (39)

�lk is the Kronecker delta, yk =− cos (k�=�y).
Let

�(x; y) =
@2v
@x2
; 	(x; y) =

@2v
@y2

;

using partial integration, one obtains two equations for v as

v(x; y) =
∫ x

xi
(x − s)�(s; y) ds

+
x − xi
�xi

(
v(xi+1; y)− v(xi; y)−

∫ xi+1

xi
(xi+1 − s)�(s; y) ds

)
+ v(xi; y); (40)

v(x; y) =
∫ y

yi
(y − s)	(x; s) ds

+
y − yj
�yi

(
v(x; yj+1)− v(x; yj)−

∫ yj+1

yj
(yj+1 − s)	(x; s) ds

)
+ v(x; yj) (41)

and Eq. (31) takes the form

�(x; y) +	(x; y) = F(v(x; y)): (42)

Using CSCMs to approximate the integrals in Eqs. (40)–(42), we obtain

v(xi + ��xi; yj + ��yj)

=�xi
�x∑
k=0

bk(�)(�− ck)�(xik ; yj + ��yj)

+ �

(
v(xi+1; yj + ��yj)− v(xi; yj + ��yj)−�xi

�x∑
k=0

bk(1)(1− ck)�(xik ; yj + ��yj)
)

+ v(xi; yj + ��yj); (43)
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v(xi + ��xi; yj + ��yj)

=�yj
�y∑
k=0

bk(�)(�− dk)	(xi + ��xi; yjk)

+�

(
v(xi + ��xi; yj+1)− v(xi + ��xi; yj)−�yj

�y∑
k=0

bk(1)(1− dk)	(xi + ��xi; yjk)
)

+ v(xi + ��xi; yj); (44)

�(xi + ��xi; yj + ��yj) +	(xi + ��xi; yj + ��yj) = F(v(xi + ��xi; yj + ��yj)): (45)

Solving the above system of nonlinear equations, we obtain the approximate solutions v(x; y) on
the graded mesh.
We notice that matrix B of El-gendi’s method [4], is the same matrix [bjl].
Use the above method to solve the BVP (20), (32) in Section 3.1, taking into account Eqs. (43),

(44) and replacing Eq. (45) by the following equation:

�(xi + ��xi; yj + ��yj) +	(xi + ��xi; yj + ��yj) =−2�2ev(xi+��xi ;yj+��yj) (46)

where

xil = xi +
�xi
2

[
1− cos l�

�x

]
; l=O(1)�x; i =O(1)Nx;

yjk = yj +
�yj
2

[
1− cos k�

�y

]
; k =O(1)�y; j =O(1)Ny:

(47)

3.2. The sinh-Poisson equation

Similarly, we can give the Chebyshev approximate solution to the BVP (25), (32) via the solution
of (32), (43), (44) and replacing (45) by the following equation:

�(xi + ��xi; yj + ��yj) +	(xi + ��xi; yj + ��yj) = �2sinh(v(xi + ��xi; yj + ��yj)): (48)

3.3. The accuracy order of CSCMs

In order to study the convergence of Chebyshev spectral collocation methods CSCMs for solving
the nonlinear boundary value problem (BVP) (31) and (32), we need the following lemma:

Lemma 1.
�∑
l=0

(cl)mbl(�) =
� m+1

m+ 1
; m=O(1)�: (49)

Proof. We can easily prove
�∑
l=0

′′
sin2m

l�
2�
Tr(− cos(l�=�)) =

{
(�=4m)C2mm−r(1 + �r�); m¿r;

0 otherwise;
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then, for m= 0; 1; : : : ; � we have

�∑
l=0

(cl)mbl(�) =
2
�

�∑
r=0

′′
(

�∑
l=0

′′
)
(cl)mTr(−cos(l�=�))

∫ �

0
Tr(2s− 1) ds

=2
∫ �

0

m∑
r=0

C2mm−r
4m

1 + �r�
1 + �r0 + �r�

Tr(2s− 1) ds

=
∫ �

0

[
cos
(
1
2
cos−1(2s− 1)

)]2m
ds

=
∫ �

0
sm ds=

� m+1

m+ 1
:

This completes the proof.

Using the above CSCMs to solve Eq. (31), we can give the local truncation error �i(�; y) and
�j(x; �) of Eqs. (43) and (44).
Using Taylor expansion for Eq. (43), we get

LHS = v(xi; y) +
∞∑
�=0

(��x)�

�!
@�v
@x�

∣∣∣∣∣
(xi ;y)

;

RHS= (�x)2
�x∑
�=0


b�(�)(�− c�) ∞∑

l=0

(�xc�)l

l!
@l+2v
@xl+2

∣∣∣∣∣
(xi ;y)




+ �


 ∞∑
l=0

(�xc�x)
l

l!
@lv
@xl

∣∣∣∣∣
(xi ;y)

− v(xi; y)

− (�x)2
�x∑
�=0

b�(1)(1− c�)
∞∑
l=0

(�xc�)l

l!
@l+2v
@xl+2

∣∣∣∣∣
(xi ;y)

− v(xi; y)



+ v(xi; y) + �i(�; y):

Then, after some calculations, the local truncation error �i(�; y) takes the form

�i(�; y) =
∞∑
l=2

(�x)l

(l− 2)!
@lv
@xl

∣∣∣∣∣
(xi ;y)

(
� l − �
l(l− 1) −

�x∑
n=0

[bn(�)(�− cn)− �bn(1)(1− cn)]cl−2n

)
:

Using Lemma (1), we have

�i(�; y) = O((�x)�x+1):
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Fig. 1. The potential �eld lines ũ for the ordinary form of Liouville’s equation with a �nite h for � = 1; h= 1.

Fig. 2. The potential �eld lines ũ for the ordinary form of Liouville’s equation with a �nite h for � = 3; h= 1.
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In the similar way for Eq. (44), we obtain

�j(x; �) = O((�y)�y+1):

Hence, the truncation error of the above method is O((�x)�+1; (�y)�+1), where �=min(�x; �y).

4. Numerical results

4.1. Liouville’s equation model

The application of the CSCMs developed in Section 3, for an isothermal magnetostatic atmosphere
in which the current density is proportional to e−2ũ−y=h of the magnetic potential are illustrated in
the following examples:

Example 1. For the ordinary form of Liouville’s equation (BVP):

d2S
dx2

− �2e−2S = 0; −16x61 (50)

with boundary conditions

S(−1) = log cosh(−�);
S(1) = log cosh(�):

(51)

This problem has exact solution [15]

S(x) = log cosh �x: (52)

From Eq. (14), the magnetostatic potential take the form

ũ=− y
2h
+ S(x) =− y

2h
+ log cosh �x; h is �nite: (53)

Applicable for some relevant values of �. The approximations of the magnetic �eld ũ of Eq. (53)
are displayed in Figs. 1 and 2 and the approximations of the gas pressure are given in Figs. 3 and 4.

Example 2. Consider the Liouville’s BVP

vxx + vyy =−2�2ev; −16x61; 06y61 (54)

which has the exact solution

v(x; y) = 2 log(
√
2 sech(�(x + y))); −16x61; 06y61: (55)

From Eq. (19), we get the magnetostatic potential solution of Eq. (13) in the form

ũ(x; y) =−1
2

{
y
h
+ 2 log(

√
2 sech(�(x + y)))

}
: (56)
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Fig. 3. The gas pressure for the ordinary form of Liouville’s equation with a �nite h for �=1; h=1; P0 =1 and u20 =8�.

Fig. 4. The gas pressure for the ordinary form of Liouville’s equation with a �nite h for �=3; h=1; P0 =1 and u20 =8�.
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Table 1
The maximum absolute errors from the exact solution of the magnetic potential ũ of the Liou-
ville’s equation at y = 0:5; � = 1

x CSCMs FDM

− 0:8 1.29E−6 6.7E−3
− 0:6 1.52E−5 5.2E−3
− 0:4 1.42E−5 2.51E−3
− 0:2 4.17E−5 5.58E−4
0.0 3.45E−5 2.68E−3
0.2 9.078E−5 5.45E−3
0.4 5.41E−5 3.81E−3
0.6 1.59E−6 3.71E−3
0.8 2.87E−6 5.14E−3

Table 2
The maximum absolute errors of the gas pressure P for the Liouville’s equation at y=0:5; �=
1; h= 1; P0 = 0; u20 = 8�

x CSCMs FDM

− 0:8 2.45E−7 2.55E−3
− 0:6 5.21E−6 6.11E−3
− 0:4 3.87E−6 4.54E−3
−0:2 2.11E−6 2.58E−4
0.0 3.41E−6 2.38E−3
0.2 4.58E−7 5.87E−3
0.4 1.68E−6 6.25E−3
0.6 5.58E−6 5.98E−3
0.8 1.91E−6 3.59E−3

In Table 1, the given numbers refer to the maximum absolute errors of the magnetic potential ũ of
the Liouville’s equation (13) from exact solution (56) by applying CSCMs and the �nite-di�erence
method (FDM).
In Table 2, the given numbers refer to the maximum absolute errors of the gas pressure P of the

Liouville’s equation (13) and the �nite-di�erence method (FDM).
Applicable for some relevant values of �. The approximations of the magnetic potential ũ of the

Liouville’s equation (13) are displayed in Figs. 5 and 6 and the approximations of the gas pressure
P are given in Figs. 7 and 8. Note that ũ; P → 0 as y → ∞.

4.2. Sinh-Poisson equation model

Example 3. (For the ordinary form of sinh-Poisson) equation. Consider the ordinary form of
sinh-Poisson equation

d2S
dx2

− �2 sinh S(x) = 0; −16x61 (57)
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Fig. 5. The potential �eld lines ũ for the Liouville’s equation for � = 3; h= 1.

Fig. 6. The potential �eld lines ũ for the Liouville’s equation for � = 7; h= 1.



A.H. Khater et al. / Journal of Computational and Applied Mathematics 115 (2000) 309–329 323

Fig. 7. The gas pressure for Liouville’s equation for � = 3; h= 1; P0 = 1 and u20 = 8�.

Fig. 8. The gas pressure for Liouville’s equation for � = 7; h= 1; P0 = 1 and u20 = 8�.
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Fig. 9. The potential �eld lines ũ for the ordinary form of sinh-Poisson equation.

Fig. 10. The gas pressure for the ordinary form of sinh-Poisson equation with a �nite h for � = 1; h = 1; P0 = 1 and
u20 = 4�.
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Fig. 11. The gas pressure for the ordinary form of sinh-Poisson equation with a �nite h for � = 3; h = 1; P0 = 1 and
u20 = 4�.

Table 3
The maximum absolute errors of the magnetic potential ũ from the exact solution of the
sinh-Poisson equation at y = 0:5; � = 1

x CSCMs FDM

− 0:8 1:54E− 4 8:21E− 4
− 0:6 8:99E− 4 2:84E− 3
− 0:4 4:65E− 3 2:64E− 3
− 0:2 2:21E− 3 1:44E− 3
0:0 1:71E− 3 1:49E− 3
0:2 1:82E− 3 2:21E− 3
0:4 1:91E− 3 3:25E− 3
0:6 3:12E− 3 3:98E− 3
0:8 3:81E− 3 4:11E− 3

with boundary conditions

S(−1) =− 4 coth−1(e−2�);
S(1) =− 4 coth−1(e2�); (58)

which integrates readily to give

S(x) =−4 coth−1(e2� x): (59)
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Table 4
The maximum absolute errors of the gas pressure P for the sinh-Poisson equation at y=0:5; �=
1; h= 1; P0 = 0; u20 = 4�

x CSCMs FDM

− 0:8 2:49E− 4 8:19E− 4
− 0:6 1:51E− 3 2:58E− 3
− 0:4 1:12E− 3 1:12E− 3
− 0:2 1:11E− 3 1:51E− 3
0:0 8:88E− 4 9:21E− 3
0:2 8:01E− 4 9:01E− 3
0:4 7:66E− 4 8:48E− 3
0:6 6:68E− 4 6:88E− 3
0:8 5:02E− 4 6:05E− 3

Fig. 12. The potential �eld lines ũ for the sinh-Poisson equation for � = 3.

From Eq. (28), the magnetostatic potential take the form

ũ=−4 coth−1(e2� x): (60)

Applicable for some relevant values of �. The approximations of the magnetic �eld ũ of Eq. (60)
are displayed in Fig. 9 and the approximations of the gas pressure are given in Figs. 10 and 11.
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Fig. 13. The potential �eld lines ũ for the sinh-Poisson equation for � = 5.

Fig. 14. The gas pressure for the sinh-Poisson equation for � = 3; h= 1; P0 = 1 and u20 = 4�=9.
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Fig. 15. The gas pressure for the sinh-Poisson equation for � = 5; h= 1; P0 = 1 and u20 = 4�=25.

Example 4. Consider the sinh-Poisson BVP:

vxx + vyy = �2 sinh(v); −16x61; y¿0: (61)

This problem has the exact solution

v(x; y) = ũ(x; y) =− 4 coth−1[e(�(x+y))=
√
2+6]; (62)

In Table 3, the given numbers refer to the maximum absolute errors of the magnetic potential ũ of
the sinh-Poisson equation (25) from exact solution (62) by applying CSCMs and the �nite-di�erence
method (FDM).
In Table 4, the given numbers refer to the maximum absolute errors of the gas pressure P of the

sinh-Poisson equation (25) and the �nite-di�erence method (FDM).
Applicable for some relevant values of �. The approximations of the magnetic potential ũ of the

sinh-Poisson equation (25) are displayed in Figs. 12 and 13 and the approximations of the gas
pressure are given in Figs. 14 and 15. Note that ũ; P → 0 as y → ∞.

5. Conclusion

In this paper we have investigated nonlinear isothermal, magnetostatic atmospheric models with
one ignorable coordinate of a Cartesian coordinate system xyz. The underlying elliptic equation
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governing the force balance are reduced to Liouville’s equation and sinh-Poisson’s equation, respec-
tively.
The CSCMs is developed and applied to the nonlinear elliptic boundary value problem in a

bounded domain, moreover some explicit examples are carried out and the results are tabulated
and displayed graphically. However, its relations with real solar atmospheres are also reported. The
accuracy of the results is compared with the obtained exact analytical solutions. We point out the
numerical results are in highly good agreement with the exact solutions. We note also that if we
put �x = �y = 1 in the CSCMs, we obtain the results of the FDM method.
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