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Electron transport through multiterminal rectangular arrays of quantum rings is studied in the presence of Rashba-type spin-orbit interaction (SOI) and of a perpendicular magnetic field. Using the analytic expressions for the transmission and reflection coefficients for single rings we obtain the conductance through such arrays as a function of the SOI strength, of the magnetic flux, and of the wave vector \( k \) of the incident electron. Due to destructive or constructive spin interference effects caused by the SOI, the array can be totally opaque for certain ranges of \( k \), while there are parameter values where it is completely transparent. Spin resolved transmission probabilities show nontrivial spin transformations at the outputs of the arrays. When pointlike random scattering centers are placed between the rings, the Aharonov-Bohm peaks split, and an oscillatory behavior of the conductance emerges as a function of the SOI strength.
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I. INTRODUCTION

Magnetococonductance oscillations of quantum rings made of semiconducting materials1,2,3,4 exhibiting Rashba-type spin-orbit interaction (SOI) have been intensely studied in the past few years. These effects are manifestations of flux- and spin-dependent quantum interference phenomena. In view of the possible spintronic applications and the conceptual importance of these interference effects in multiply-connected domains, closed single-quantum rings (without attached leads)5,6 were investigated6–22 extensively. Additionally, the conductance properties of a linear chain of rings have also been determined.23

In this paper we present a method that enables one to calculate the conductance and the spin transport properties of two-dimensional rectangular arrays consisting of quantum rings with Rashba-type SOI (Ref. 24) and with a perpendicular magnetic field. Such arrays, fabricated from, e.g., an InAlAs/InGaAs based two-dimensional electron gas (2DEG),25 have been studied in a recent experiment26 and in a subsequent theoretical work27 to demonstrate the time-reversal Aharonov-Casher effect.28 Here we present a more general survey of the magnetococonductance properties of such devices, including the perturbative treatment of the magnetic field which still allows us to analytically solve the scattering problem in case of two-, three-, and four-terminal rings, which are then used as building blocks of larger arrays. We also present results related to the spin-resolved transmission properties of the network, which is an issue that has not been addressed so far. Our method is based on analytic results and can be used for an arbitrary configuration. For the sake of definiteness, we consider \( 3 \times 3, 4 \times 4, \) and \( 5 \times 5 \) rectangular arrays,26,27 which are closed in the vertical and open in the horizontal direction. Additionally, we study the magnetococonductance properties and spin-resolved transmission probabilities of the same array geometry with only one input channel. We also investigate to what extent the conductance properties are modified by the presence of pointlike random scattering centers between the rings. In our calculations we assume that the rings are narrow enough to be considered one-dimensional and the transport of the electrons through the arrays is ballistic. We determine the magnetococonductance in the framework of the Landauer-Büttiker formalism.29

Rectangular arrays26,27—depending on the number of input leads—consist of two-, three-, and four-terminal rings (see Fig. 1), where the two- and three-terminal ones are situated on the boundary of the arrays as shown in Fig. 2 with or without the input leads displayed by dashed lines. The transmission and reflection properties of two- and three-terminal rings have been determined in previous works10,12,14,30–35 but the effect of the magnetic field on the spin degree of freedom has not been taken into account for an arbitrary geometry. Additionally, the most general boundary condition that is required by this two-dimensional problem has not been investigated so far. Therefore in Sec. II we first consider a perpendicular magnetic field as a weak perturbation, then, in order to account for all possible reflections and transmissions when building up the array from single rings, we generalize our previous results to the case when electrons can enter/exit on any of the terminals of a three-terminal ring (results for two- and four-terminal rings are presented in Appendix). Next, in Sec. III A the individual rings are used as building blocks of the arrays by fitting the wave functions and their derivatives in the points where neighboring rings touch each other. Magnetococonductance properties are presented here as a function of the wave number \( k \) of the incoming electron, the magnetic flux, and the SOI strength. Spin resolved transmission probabilities on the output side of the arrays are also derived. In Sec. III B we investigate the effect of random Dirac-delta scattering potentials in between the rings.

II. BUILDING BLOCKS OF TWO-DIMENSIONAL ARRAYS: SINGLE QUANTUM RINGS

In this section we consider a single narrow quantum ring31 of radius \( a \) located in the \( xy \) plane in the presence of Rashba
SOI (Ref. 24) and a perpendicular magnetic field \( B \). If \( B \) is relatively weak, then the interaction between the electron spin and the field, i.e., the Zeeman term, can be treated as a perturbation and the relevant dimensionless Hamiltonian reads\(^{11,36}\)

\[
H = \left[ -i \frac{\partial}{\partial \varphi} - \frac{\Phi}{\Phi_0} + \frac{\omega_{\text{SO}}}{2 \Omega} \sigma_z^2 - \frac{\omega_{\text{SO}}^2}{4 \Omega^2} \right] + H_p,
\]

where \( \varphi \) is the azimuthal angle of a point on the ring, \( \Phi \) denotes the magnetic flux encircled by the ring, \( \Phi_0 = h/e \) is the unit flux, and \( \omega_{\text{SO}} = \alpha/\hbar a \) is the frequency associated with the spin-orbit interaction. \( \hbar \Omega = \hbar^2/2m^* a^2 \) characterizes the kinetic energy with \( m^* \) being the effective mass of the electron, and the radial spin operator is given by \( \sigma_z = \sigma_z \cos \varphi \)

\( + \sigma_z \sin \varphi \). The perturbative term \( H_p \) is given by\(^{11}\)

\[
H_p = \frac{\omega_p}{\Omega} \sigma_z,
\]

where \( \omega_p = g^* eB/4m \), with \( g^* \) and \( m \) being the effective gyromagnetic ratio and the free-electron mass, respectively.

The energy eigenvalues of the unperturbed Hamiltonian are

\[
E_p^\mu(\kappa) = \left( \kappa - \frac{\Phi}{\Phi_0} \right)^2 + (-1)^\mu \left( \kappa - \frac{\Phi}{\Phi_0} \right) w + \frac{1}{4} \quad (\mu = 1, 2),
\]

and the corresponding eigenvectors in the \( |\uparrow\rangle, |\downarrow\rangle \) eigenbasis of \( \sigma_z \) read

\[
\psi^\mu(\kappa, \varphi) = e^{i\kappa \varphi} \left( \begin{array}{c} e^{-i \varphi/2} u^{(\mu)} \\ e^{i \varphi/2} v^{(\mu)} \end{array} \right),
\]

where \( u^{(1)} = v^{(2)} = \cos(\theta/2), \ u^{(2)} = v^{(1)} = \sin(\theta/2), \) and

\[
\tan(\theta/2) = \frac{\Omega}{\omega_{\text{SO}}} (1 - w),
\]

with \( w = \sqrt{1 + \omega_{\text{SO}}^2/\Omega^2} \). The matrix elements of \( H_p \) in the basis of these eigenstates are obtained as

\[
\langle \psi^{\mu} | H_p | \psi^{\mu} \rangle = \left( -1 \right)^{\mu+1} \frac{\omega_p}{\Omega} \cos \theta = \left( -1 \right)^{\mu+1} \frac{\omega_p}{\Omega} \frac{1}{w},
\]

\[
\langle \psi^{(1)} | H_p | \psi^{(2)} \rangle = \frac{\omega_p}{\Omega} \cos \theta.
\]

In the first-order approximation one neglects the off-diagonal elements; this is reasonable if they are small, i.e., if \( \omega_p/\Omega \ll k^2 a^2 \), where \( k \) denotes the wave number of the incident electron, which is described as a plane wave. Within this approximation, the eigenspinors are not perturbed and their direction is still specified by the angle \( \theta \) given by Eq. (3).
The energy eigenvalues including the first-order corrections are given by

\[ E^{(\mu)}(\kappa) = E_0^{(\mu)}(\kappa) + (1-\mu)^{\frac{1}{2}} \frac{\phi}{\Omega} \]

Imposing the condition of energy conservation \( k^2 a^2 = E^{(\mu)}(\kappa) \) determines the possible values of \( \kappa \),

\[ \kappa_j^{(\mu)} = (1-\mu)^{\frac{1}{2}} \frac{w}{2} + (1-\mu)^{\frac{1}{2}} q^{(\mu)} + \Phi \]

where \( \mu, j = 1, 2 \) and

\[ q^{(\mu)} = \sqrt{\frac{\phi}{1-\mu}} \frac{\phi}{\Omega} \frac{1}{w}, \quad (4) \]

with \( \phi = \sqrt{\phi_0(2\Omega)^2 + \frac{E}{R\Omega}} \), where \( E = h^2 k^2/2m^* \) denotes the energy of the incoming electron. The corresponding four eigenspinors read

\[ \psi_j^{(1)}(\kappa_j^{(1)}), \phi = e^{i\phi_j^{(1)}\phi} \left( e^{i\phi_j^{(1)}\phi} \cos(\theta/2) \right), \quad (5) \]

\[ \psi_j^{(2)}(\kappa_j^{(2)}), \phi = e^{i\phi_j^{(2)}\phi} \left( e^{-i\phi_j^{(2)}\phi} \cos(\theta/2) \right). \quad (6) \]

The wave functions belonging to the same energy in the different sections of the ring are linear combinations of these eigenspinors.

The building blocks of the rectangular arrays we investigate are two-, three-, and four-terminal quantum rings (see Fig. 1), where, in general, the boundary conditions allow both incoming and outgoing spinor valued wave functions at each terminal: \( \Psi = f_1 e^{im_1} + f_2 e^{im_2} \) \( i = 1, II, III, IV \), where \( x_i \) denotes the local coordinate in terminal \( i \). Note that the amplitudes \( f_1, r_1, f_{II}, \cdots \) refer to two-component spinors, e.g.,

\[ f_1 = \left( \begin{array}{c} f_1^1 \\ f_1^2 \end{array} \right). \]

For the sake of definiteness, we focus on a general three-terminal ring, shown in Fig. 1(b). The scattering problem in the case of a ring with four terminals [Fig. 1(c)] can be solved analytically, as presented in Appendix, where we also give the results for a general two-terminal ring [Fig. 1(a)]. The outgoing spinors \( r_i, i=1, II, III \) are connected to the incoming ones \( f_j \) by \( 2 \times 2 \) matrices, which can be determined by requiring the continuity of the wave functions and vanishing net spin current densities (Griffith conditions) \[ n \]

at the junctions. For the same boundary conditions as in Ref. 35, i.e., for \( f_1^I, f_{III} = 0 \) in Fig. 1(b), the reflection matrix which connects \( rt \) to the incoming spinor \( f_i \) is given by

\[ R_{11}^{f_i} = g^{(1)} \cos^2(\theta/2) + g^{(2)} \sin^2(\theta/2) - 1, \quad (7) \]

\[ R_{11}^f = (g^{(1)} - g^{(2)}) \sin(\theta/2) \cos(\theta/2), \]

\[ R_{11}^f = R_{11}^{f_i}. \]
and outgoing waves on all terminals of the ring as shown in Fig. 1(b). Namely, we can consider the three inputs \( f_i \) \((i = I, II, III)\) separately and determine the corresponding reflection and transmission matrices. The outputs in the superposed problem will consist of contributions from all inputs: the reflected part of the spinor which enters on the same lead and the transmitted parts of the other two inputs into the respective lead,

\[
\begin{align*}
    r_I &= R_I f_I + T_{I}^{R} f_{II} + T_{I}^{T} f_{III}, \\
    r_{II} &= T_{II}^{R} f_I + R_{II} f_{II} + T_{II}^{T} f_{III}, \\
    r_{III} &= T_{III}^{R} f_I + T_{III}^{R} f_{II} + R_{III} f_{III}.
\end{align*}
\]

(9)

Considering \( f_{II} \) (\( f_{III} \)) as the only input, the reflection and transmission matrices are the same as those for the input \( f_I \), except for the appropriate changes in the angles, since in the reference frame of \( f_{II} \) (\( f_{III} \)), the angles of the output leads are measured from the lead through which \( f_{II} \) (\( f_{III} \)) enters the ring. In order to get the contributions to the output spinors for the input \( f_{II} \) (\( f_{III} \)) in the reference frame of \( f_I \), the matrices need to be rotated [see Fig. 1(b)] by the angle of \( \gamma_1(\gamma_2) \),

\[
M'_{II} = U_{\gamma_1} M_{\gamma_1 \gamma_2} U_{\gamma_1}^{-1},
\]

(10)

\[
M'_{III} = U_{\gamma_2} M_{\gamma_1 \gamma_2} U_{\gamma_2}^{-1},
\]

(11)

where \( M= R, T_1, T_2 \) and

\[
U_{\gamma_n} = \begin{pmatrix} e^{-i\gamma_n^2} & 0 \\ 0 & e^{i\gamma_n^2} \end{pmatrix}, \quad n = 1, 2.
\]

The above approach is also valid in the case of the two- and four-terminal rings. Using the reflection and transmission matrices as presented in Appendix, the more general problem of having both incoming and outgoing waves on all terminals can easily be treated. All possible reflections and transmissions can thus be taken into account when forming two-dimensional arrays of such rings.

### III. RECTANGULAR ARRAYS OF QUANTUM RINGS

#### A. Magnetoconductance properties

Based on the analytic results presented in Sec. II and in Appendix we may build \( M \times M \) two-dimensional rectangular arrays of quantum rings, where both perpendicular electric and magnetic fields are present, so that the former one can be used to change the strength of the SOI. Here we focus on of 3 × 3, 4 × 4, and 5 × 5 arrays and assume that neighboring rings touch each other. In addition, we limit ourselves to arrays that are closed in the vertical and open in the horizontal direction, as shown in Fig. 2. Two types of such arrays will be investigated: (i) the electron can enter/exit the array through any of the rings in the horizontal direction and (ii) the electron can enter the array through one ring only (no leads are attached to the other rings on the entrance side) but can exit through any of the rings on the opposite side (Fig. 2 without the dashed curves). In both cases the conductance is derived from the linear set of equations resulting from the fit of the wave functions \( \Psi_{\alpha}^{(k)} \) \((i=I, II, III, IV \) and \( k, l = 1, \ldots, N \), where \( N \) is the number of rings along one direction in the array) and their derivatives \( \partial_{\alpha}^{(k)} \Psi_{\alpha}^{(k)} \) in the points, where the rings touch each other, for example,

\[
\Psi_{III}^{(1)}|_{I}^{(1)}|_{III}^{(1)} = \Psi_{II}^{(2)}|_{I}^{(1)}|_{II}^{(2)},
\]

\[
\partial_{II}^{(1)} \Psi_{III}^{(1)}|_{I}^{(1)}|_{III}^{(1)} = - \partial_{II}^{(1)} \Psi_{II}^{(2)}|_{I}^{(1)}|_{II}^{(2)}.
\]

(12)

Here we used the notations of Fig. 2. (Note that the negative sign in Eq. (12) is a consequence of the opposite direction of the local coordinates in leads III of ring \{11\} and I of ring \{12\}.) Equation (12) leads to

\[
\begin{align*}
    f_{III}^{(1)} + r_{III}^{(1)} &= f_{II}^{(1)} + r_{II}^{(1)}, \\
    f_{III}^{(1)} - r_{III}^{(1)} &= - f_{II}^{(1)} + r_{II}^{(1)},
\end{align*}
\]

from which follows that

\[
\begin{align*}
    f_{III}^{(1)} &= f_{II}^{(1)}, \\
    r_{III}^{(1)} &= r_{II}^{(1)},
\end{align*}
\]

i.e., the spinor entering (exiting) ring \{11\} on terminal III is equal to the spinor exiting (entering) ring \{12\} on terminal I. The spinors \( r_{III}^{(1)} \) and \( r_{II}^{(1)} \) can be given with the help of the reflection and transmission matrices of a three-terminal ring according to Eq. (9).

For a small number of rings the resulting set of equations can be solved analytically; however already for an array of 3 × 3 rings shown in Fig. 2, it consists of 60 equations, which is preferably solved by numerical means, although analytic solutions exist in principle. (For larger arrays the number of equations scales practically with the number of rings.) After having determined the output spinor valued wave functions \( r_{III}^{(NN)} \) \( r_{III}^{(NN)} \), \ldots, \( r_{II}^{(NN)} \), where \( N \) is the number of rings in the horizontal direction, the Landauer-Büttiker formula

\[
G = G_{I} + G_{II},
\]

where

\[
G_{I} = \frac{e^2}{h} \left[ |(r_{III}^{(NN)})|^2 + |(r_{II}^{(NN)})|^2 + \cdots + |(r_{II}^{(NN)})|^2 \right],
\]

\[
G_{II} = \frac{e^2}{h} \left[ |(r_{III}^{(NN)})|^2 + |(r_{II}^{(NN)})|^2 + \cdots + |(r_{II}^{(NN)})|^2 \right]
\]

are used to calculate the conductance of the arrays, averaged over the two \( \sigma_{II} \) eigenspinor inputs. We note that our method of using single rings as building blocks can easily be used to determine the conductance of arrays of arbitrary—not necessarily rectangular—configuration as well.

Figure 3 shows a contour plot of the conductance (in \( e^2/h \) units) of rectangular arrays of 3 × 3, 4 × 4, and 5 × 5 quantum rings for zero magnetic flux as a function of the SOI.
strength $\omega_{SO}/\Omega$ and $ka$. The values of $ka$ are varied around $kFa=20.4$, corresponding to a Fermi energy of 11.13 meV in case of an effective mass $m^*=0.023m$ of InAs and rings of radius $a=0.25 \mu m$. In two-dimensional electron systems within an InAs quantum well, the value of $\alpha$ can be varied\textsuperscript{2,3} up to 40 peV m. The different arrays show similar behavior for larger values of the SOI strength; there are slightly downward bending stripes (initially around even values of $ka$) where the devices are completely opaque for the electrons and also conducting regions which are initially around odd values of $ka$ and have complex internal structure. Comparing our results to the case of a single ring with diametrically coupled leads,\textsuperscript{11} it can be seen that the overall periodicity as a function of $ka$ is determined by single-ring interferences. The increasing number of the rings causes modulations superimposing on the single-ring behavior. This point is probably the most apparent if we recall\textsuperscript{11} that zero conductance areas are simply lines on the $ka-\omega_{SO}/\Omega$ plane for a single two-terminal ring, while in our case there are stripes, the width of which is slightly increasing with the size of the array. This effect is related to the increasing number of consecutive partially destructive interferences that finally lead to essentially zero currents at the outputs. Additionally, if we considered an infinite network, the periodic boundary conditions would allow only discrete values of $ka$ for a given SOI strength with nonzero conductance. These conducting lines in the infinite case are situated on the $ka-\omega_{SO}/\Omega$ plane around the middle of the conducting stripes shown in Fig. 3.

Thus the results presented in this figure demonstrate a transition between the conductance properties of a single ring and that of an infinite network. In Sec. III B we will analyze the effect of pointlike scatterers on the nonconducting stripes shown in Fig. 3.

Focusing on small values of $\omega_{SO}/\Omega$, Fig. 3 shows a narrowing of the nonconducting regions until they eventually disappear when no SOI is present. Here the conductance still depends on $ka$, but its minimal values are not zeros and a periodic behavior can be seen; for a network of $N\times N$ rings, there are $N$ minima as the value of $ka$ is increased by 1. This size-dependent modulation is related to the horizontal extent of the device; if we compare the conductance of the networks to that of rings of the same size and number without vertical connections, the same periodic behavior can be seen around zero SOI.

Figure 4 shows the normalized magnetoconductance of networks of $3\times 3$, $4\times 4$, and $5\times 5$ quantum rings for $ka=19.6$ as a function of the SOI strength and the magnetic flux $\Phi$ (in units of $\Phi_0=h/e$).
of $\omega_{SO}/\Omega$ both AB and Aharonov-Casher\cite{28} oscillations can be seen in the magnetoconductance. As Fig. 4 was plotted for a certain value of $ka$, the effect of the bending nonconducting stripes seen in Fig. 3 can also be seen as the suppression of the conductance oscillations when such a stripe is reached due to the change in the SOI strength and their appearance again when the stripe is left. We note that for larger values of $ka$ this bending effect is less pronounced.

Figures 5 and 6 show the conductance of a 5×5 network with a single input lead in the middle (i.e., attached to ring \{31\} using the notations of Fig. 2) as a function of $ka$ and $\omega_{SO}/\Omega$ (Fig. 5) and the magnetic field and $\omega_{SO}/\Omega$ (Fig. 6). The overall structure of these plots remains the same as in the case when the current can enter through all the rings on the left-hand side, but the different boundary conditions modify the fine structure of the plots.

Our method allows the calculation of the spin directions for the different output terminals, and we found that spin-dependent interference in the array results in nontrivial spin transformations. Figure 7 shows the spin-resolved transmission probabilities for a 5×5 ring array with a single input lead. The incoming spin state is chosen to be $|\uparrow\rangle$, i.e., the spin-up eigenstate of $\sigma_z$, and the contour plots show the probabilities of the $|\uparrow\rangle$, $|\downarrow\rangle$, and $|\uparrow\rangle$ outputs at ring \{55\} on the right-hand side. The fact that the $|\uparrow\rangle$ input spinor changes its direction (as it is seen in Fig. 7, it can be transformed into $|\downarrow\rangle$ or $|\uparrow\rangle$) is due to the SOI induced spin rotations. The actual values of the spin-resolved transmission probabilities are determined by the spin-dependent interference phenomena. Figure 8 shows the $z$ component of the normalized output spinors and visualizes that spin-resolved results depend on the input side geometry as well. As we can see, the spin components change in the whole available range between $-1$ and $1$, and their behavior is rather different for the cases when the electron can enter the array through any of the five terminals or only through the one attached to ring \{31\}. This phenomenon together with other spin-dependent interference effects\cite{38-44} can lead to spin sensitive quantum networks.

B. Effect of pointlike scatterers

Now we will investigate to what extent the conductance properties are modified by the presence of random scatterers. Although high mobility samples have already become available (such that at cryogenic temperatures transport is found to be ballistic over tens of microns), considering also the effects caused by scattering events provides a more realistic description for most cases. To this end we introduce pointlike scattering centers between the rings. Note that attaching leads to rings and different rings to each other may lead to scattering, which is why the scattering centers are chosen to
be placed in the junctions. At the end of this section we shall return to the question to what extent the transmission properties depend on the positions of the scattering centers.

At each point \( j \) where two rings touch each other, we consider an additional Dirac-delta potential of the form \( \eta_j \delta(j) \). Here \( \eta_j \) represent independent normally distributed random variables with zero mean and root-mean-square deviation \( D \). By tuning \( D \) we can model weak disturbances (small \( D \)) as well as the case when frequent scattering events completely change the character of the transport process (corresponding to large values of \( D \)).

As shown in Fig. 9, the most general consequence of these random scattering events is the overall decrease in the conductance. However, for strong enough disturbance, more interesting effects can be seen, namely, the splitting of the AB peaks. Note that the scattering has the most dramatic effect for the AB resonances, i.e., \( \Phi = n \Phi_0 \), and the least for the antiresonance condition, i.e., \( \Phi = (n + 1/2) \Phi_0 \). We want to stress that the model we considered (random elastic-scattering processes in single-electron approximation) is similar to the case when the Al'tshuler-Aronov-Spivak (AAS) effect is expected to survive in a single ring. Our results for a more complex geometry indicate similar physical consequences of the scattering events: introduction of new peaks in the AB oscillations. In fact, the Fourier spectrum of the conductance shown in Fig. 10 clearly indicates that for strong enough disturbance, the peaks corresponding to oscillations with a period of \( 2 \Phi_0 \) are stronger than the AB peaks. Let us note that phenomena related to the AAS effect have recently been predicted for a single ring and were detected in the case of ring arrays.

Finally we return to the stripes shown in Fig. 3, where the conductance is negligible. According to Sec. III A, destructive interference is responsible for the appearance of these stripes. Therefore we expect that when scattering events destroy phase coherence, conductance should increase. This effect can be seen in Fig. 11, where the conductance is plotted as a function of the SOI strength for different root-mean-square deviations \( D \) of the random variables. As it is shown by this figure, for most values of \( \omega_{SO}/\Omega \), the conductance is significantly increased in this region, although it is negligible in the exact ballistic case \( (D=0) \). On the other hand, however, \( G \) is practically zero around \( \omega_{SO}/\Omega \approx 7.9 \), independently from the strength of the disturbance. This effect is related to single-ring interferences: having investigated the currents and spinor valued wave functions in the network, we found that for this parameter set \( (ka, \omega_{SO}, \Phi) \), the input rings \( \{11\} \) are essentially totally opaque for the electrons, i.e., they basically do not enter the second column of the network. Clearly, in this case scattering centers in the junctions cannot modify the transmission properties. However, this kind of effects appears only for certain special parameter sets. We found that the positions of the scattering centers for a single ring are important, but in a system of two rings this effect is already remarkably weaker. The transmission properties of larger arrays are usually determined by global (i.e.,...
respectively. Here

\[ G_{so}(\omega) = \frac{2ka}{\gamma^{(\mu)}} \left\{ k^2 a^2 \left[ \cos(2q^{(\mu)}(\pi - \gamma_1)) - \cos(2q^{(\mu)}(\pi - \gamma_2)) + \cos(2q^{(\mu)}(\pi - \gamma_3)) - \cos(2q^{(\mu)}(\pi - \gamma_4)) \right] \right\} \]

IV. SUMMARY

In this paper we calculated the spin-dependent transport properties of two-dimensional ring arrays. We applied general boundary conditions for the case of single-quantum rings, which allowed the construction of arrays of such rings as building blocks. The magnetoconductance of two-dimensional arrays of 3×3, 4×4, and 5×5 quantum rings exhibited Aharonov-Bohm and Aharonov-Casher oscillations. We also determined the spin-resolved transmission matrices, since the more general boundary condition of having inputs on all terminals is just a superposition of such cases with an appropriate rotation of the matrices [see Eqs. (10) and (11)]. Considering \( f_1 \) as the only input [i.e., \( f_{i=1} = 0 \)], in Figs. 1(a) and 1(c), requiring the continuity of the wave functions, and applying Griffith boundary conditions at the junctions in both cases, we can obtain the reflection matrices \( R_f \) and \( R_i \) of the two-terminal ring and of the four-terminal ring, respectively. Both can be written in a form analogous to that of \( R_f \) of the three-terminal case given by Eq. (7) with

\[ \hat{Q}^{(\mu)}(a) = \frac{4k^2 a^2}{\gamma^{(\mu)}} \left\{ \sin(q^{(\mu)}(\pi - \gamma_1)) \sin(q^{(\mu)}(\pi - \gamma_2)) + \sin(q^{(\mu)}(\pi - \gamma_3)) \sin(q^{(\mu)}(\pi - \gamma_4)) + \sin(q^{(\mu)}(\pi - \gamma_5)) \right\} \]
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APPENDIX

Here we present the detailed analytic expressions of the scattering problem for general two- and four-terminal rings, in which SOI and a perpendicular magnetic field are present, the latter of which is considered as a perturbation. As we have shown in Sec. II, it is sufficient to consider only one input terminal and determine the connection between the input and output states, i.e., the reflection and transmission matrices, since the more general boundary condition of having inputs on all terminals is just a superposition of such cases with an appropriate rotation of the matrices [see Eqs. (10) and (11)]. Considering \( f_1 \) as the only input [i.e., \( f_{i=1} = 0 \)], in Figs. 1(a) and 1(c), requiring the continuity of the wave functions, and applying Griffith boundary conditions at the junctions in both cases, we can obtain the reflection matrices \( R_f \) and \( R_i \) of the two-terminal ring and of the four-terminal ring, respectively. Both can be written in a form analogous to that of \( R_f \) of the three-terminal case given by Eq. (7) with

\[ \hat{Q}^{(\mu)}(a) = \frac{4k^2 a^2}{\gamma^{(\mu)}} \left\{ \sin(q^{(\mu)}(\pi - \gamma_1)) \sin(q^{(\mu)}(\pi - \gamma_2)) + \sin(q^{(\mu)}(\pi - \gamma_3)) \right\} \]

and

\[ \hat{Q}^{(\mu)}(a) = \frac{4k^2 a^2}{\gamma^{(\mu)}} \left\{ \sin(q^{(\mu)}(\pi - \gamma_1)) \sin(q^{(\mu)}(\pi - \gamma_2)) + \sin(q^{(\mu)}(\pi - \gamma_3)) \right\} \]
where the angles $\gamma_i$ are defined in Figs. 1(a) and 1(c). The transmission matrices $\tilde{T}_1^4$ of the two-terminal ring and $\tilde{T}_n^4$ of the four-terminal ring can be given in an analogous form to that of the transmission matrices $T_n^4$ of the three-terminal one given by Eq. (8) with

$$\tilde{T}_1^4 = \frac{4ikqa_i}{i\gamma}(\sin(q_1(2\pi - \gamma_1)) - e^{-i\pi(1)\mu_{y1}w_2d}\sin(q_1(\gamma_1)),$$

and

$$\tilde{T}_2^4 = \frac{4ikqa_i}{i\gamma}e^{i\gamma'(2(-(1)\mu_{y1}w_2d)}\times\{\sin(q_1(2\pi - \gamma_1) + \sin(q_1(2\pi - \gamma_1)) + \sin(q_1(2\pi - \gamma_1)) - \sin(q_1(2\pi - \gamma_1))\} + \sin(q_1(2\pi - \gamma_1) - \sin(q_1(2\pi - \gamma_1)) + \sin(q_1(2\pi - \gamma_1)) - \sin(q_1(2\pi - \gamma_1))\},$$

$$\tilde{T}_3^4 = \frac{4ikqa_i}{i\gamma}e^{i\gamma'(2(-(1)\mu_{y1}w_2d)}\times\{\sin(q_1(2\pi - \gamma_1) - \sin(q_1(2\pi - \gamma_1)) + \sin(q_1(2\pi - \gamma_1)) - \sin(q_1(2\pi - \gamma_1))\},$$

respectively.