
E M E R G E N T P H E N O M E N A I N S U P E R C O N D U C T O R S I N
P R E S E N C E O F I N T R A B A N D A N D C R O S S - B A N D PA I R I N G

alfredo andres vargas paredes

Signatures and consequences of crosspairing in superconductors.

Proof to obtain the degree of doctor in
Physics

Università di Camerino and
University of Antwerp

Supervisors:

Andrea Perali
and
Milorad Milošević
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A B S T R A C T

In this thesis we investigate the emergence of new phenomena in
multigap superconductors and multicomponent Ginzburg-Landau
theories in the presence of intraband and cross-band pairing. The first
part contains a review of emergent phenomena in superconductors
with only intraband pairing, in particular the mechanism behind gap
resonances which are accompanied by Higgs and Leggett modes. Then
we study the gap resonances induced by two-dimensional quantum
confinement and describe its spatial profile using the Bogoliubov-de
Gennes equations. In the second part we describe the conditions where
the cross-band pair formation is feasible. Using the formalism of Green
functions we obtain the equations governing the interplay between
intraband and cross-band pairing. Also, we derived the Ginzburg-
Landau equations considering both intraband and cross-band pairing.
Finally, we describe the crossover between the intraband-dominated
and crossband-dominated regimes. These two are delimited by a ten-
dency towards a gapless state. When a magnetic field is applied close
to the gapless state, we found new arrangements of vortices like square
lattices, stripes, labyrinths or of vortex clusters. The experimental sig-
natures and consequences of crosspairing are discussed for MgB2 and
Ba0.6K0.4Fe2As2.

A B S T R A C T

In deze thesis onderzoeken we het ontstaan van nieuwe fenomenen in
multigap supergeleiders en multicomponent Ginzburg-Landau theo-
rieën in de nabijheid van intraband en cross-band koppelingen. Het
eerste deel bevat een samenvatting van opkomende fenomenen in
supergeleiders met enkel intraband koppeling. Meer specifiek heb-
ben we het over het mechanisme achter gapresonanties die vergezeld
zijn van Higgs en Leggett modes. Daarna bestuderen we de gap re-
sonanties die opgewekt worden door quantum confinement in twee
dimensies. Dan beschrijven we het profiel in een tweedimensionale
ruimte met behulp van de Bogoliubov-de Gennes vergelijkingen. In
het tweede deel worden de voorwaarden waaronder cross-band paar-
vorming mogelijk is beschreven. Gebruikmakend van het Gor’kov
Green functieformalisme verkrijgen we de vergelijkingen die de wis-
selwerking tussen intraband koppeling en crosspairing beheersen.
Ook leiden we de Ginzburg-Landau vergelijkingen af wanneer cross-
pairing aanwezig is. Uiteindelijk beschrijven we de overgang tussen
intraband-gedomineerde en cross-band gedomineerde regimes. Deze
regimes zijn afgebakend door een gaploze toestand in het homogene
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geval of door de nabijheid van langwerpige kettingen van vortices
wanneer een magnetisch veld wordt toegepast. De experimentele teke-
nen en gevolgen van crosspairing worden besproken voor MgB2 en
Ba0.6K0.4Fe2As2.
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1
I N T R O D U C T I O N

The study of superconductivity together with competitive orders is
crucial to determine the best conditions in which we can obtain high
temperature superconductors. In this context, the possible competitive
orders can be external or internal to the superconducting phase. As
external competitive orders we can mention the magnetic order, charge
density waves or spin density waves. On the other hand the internal
competitive orders are given within the superconducting phase with
itself. In this thesis, we describe one particular competition which
has been neglected in most works to date: Cooper pair formation
between two electrons belonging to the same band versus Cooper pair
formation between two electrons belonging to different bands. In this
thesis these two types of pairing will be named as intraband pairing
(IBP) for the former and cross-band pairing (CBP) for the latter. The
competition between IBP and CBP arises in two-band superconductors
when the bands are close or hybridized in the vicinity of the Fermi
level. Physically, this competition is caused by the finite density of
electrons around the Fermi level and the induced attraction between
two electrons which now can form exclusively an intraband or a
cross-band Cooper pair.

Systems with band hybridization or partially overlapped bands
close to the Fermi level are present in several multigap and multicom-
ponent superconducting materials. These materials are characterized
by gap openings in different Fermi surfaces that can be tuned by
quantum confinenment, layering stacking, surface effects and electri-
cal gating which allow to find the best configuration with minimal
decoherence of the order parameter and therefore with the highest
critical temperature Tc. Interestingly, as we will see in this thesis the
presence of CBP together with IBP will introduce naturally a phase
dependence in the energy spectra of the electronic excitations, the gap
opening in the density of states and in the London penetration depth,
fact that was never reported and that we will exploit to look again
the problem of phase decoherence of the superconducting state. By
decoherence of the superconducting phase we mean the vanishing of
the superconductivity order parameter together with its phase spread.

Probably, the biggest and common challenge of all quantum ap-
plications it is to overcome the problem of quantum decoherence.
Thermodinamically, this challenge arises because the system interacts
with its surroundings in a non reversible way as dictated by the sec-
ond law of thermodynamics. Decoherence is present in the energy
dissipation of nuclear fusion processes, disentanglement of quantum
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2 introduction

qubits in quantum computers and in the phase spread of the super-
conducting order parameter (OP). In particular the phase decoherence
of the superconducting OP can be caused by competition with differ-
ent orders like magnetism, spin density waves, charge density waves
or Coulomb repulsion. Generally this competition is detrimental for
superconductivity. Nonetheless, these competitive orders can promote
new symmetries in the superconducting OP, allowing superconduc-
tivity to endure at the expense of losing some phase coherence. For
example, within the iron-based superconductors (FeSCs) the s+− sym-
metry of the order parameter can have its origin as π-phase difference
between electron-like and hole-like pair amplitudes [84] or an orbital
anti-phase with a π-phase difference between bands of the same type
(electron-like or hole-like) [77, 138, 141].

The purpose of this thesis is to study the signatures and conse-
quences of the inclusion cross-band Cooper pairs in superconductors
which were mostly described with only intraband Cooper pairs with
and without an applied magnetic field. This thesis contains six Chap-
ters and is organized as follows:

• Chapter 1 is the general introduction and overview of the present
thesis.

• Chapter 2 gives a general introduction to superconductivity in
a non historical or chronological order but rather pedagogical.
Therefore, we present first its microscopic formulation given
the Bardeen-Cooper-Schrieffer (BCS) theory and its remaining
problems that would be later elegantly solved with the Gor’kov
Green function formalism. Then we introduce the phenomeno-
logical theory of superconductivity, starting with the London
model, the Ginzburg-Landau theory, its microscopic derivation
by Gor’kov and the vortex state when a magnetic field is applied.
The Gor’kov Green function formalism and the microscopic
derivation of the Ginzburg-Landau theory constitute the theoret-
ical framework of the present thesis.

• Chapter 3 considers systems with no crosspairing and describes
the emergent phenomena characteristic of the interplay of multi-
ple gaps in a superconductor. In particular we present the gap
resonances which are accompanied by Higgs and Legget modes
in the vicinity of the weak interband coupling (scattering of elec-
trons between different bands). Then we review the microscopic
derivation of a multicomponent Ginzburg-Landau (GL) theory
from a general multigap superconductor and discuss its regime
of validity consistent with the Gor’kov expansion. At the end,
we review the reconstructive procedure of the order parame-
ter in multicomponent GL theories with only IBP which can be
described by a single-component Ginzburg-Landau equation.
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• Chapter 4 starts by establishing the general conditions for cross-
band pair formation. Then using the Gor’kov formalism we
formulate the minimal extension of the BCS Hamiltonian that
includes crosspairing. Consecutively, we present analytical solu-
tions for the degenerated case at zero temperature and numerical
solutions for more general cases at zero and finite temperature.
Furthermore we study the gapless state as the most pronounced
feature that signals the presence of crosspairing which catego-
rize our system in two pairing regimes: intraband-dominated
regime (IDR) and cross-band-dominated regime (CDR). We dis-
cuss the signatures and consequences of our findings in MgB2

and Ba0.6K0.4Fe2As2.

• Chapter 5 presents the microscopic derivation of the Ginzburg-
Landau theory in the presence of crosspairing with and without
reconstruction of the OP. Furthermore, we analyze the normal-
superconductive interface in presence of crosspairing and the
vortex configuration when the applied magnetic field is constant.
We discuss the failure of the reconstructive procedure of the
order parameter in presence of crosspairing and emphasize its
multicomponent nature within the original microscopic Gor’kov
derivation which is only possible due to the presence of both IBP

and CBP.

• Chapter 6 finally summarizes the conclusions of this thesis and
propose several perspectives like the role of crosspairing in
presence of a spin-flip scattering in Mg1−xMnxB2, the competitive
signatures of crosspairing with the Majorana states near the
gapless state which presents quasi zero-energy bound states and
the classification of the vortex configuration at the intermediate
state between the IDR and CDR.





Part I

S U P E R C O N D U C T I V I T Y W I T H O N LY
I N T R A B A N D PA I R I N G





2
I N T R O D U C T I O N T O S U P E R C O N D U C T I V I T Y

"...And when one works in superconductivity, I warn you before you start,
one comes up finally to a terrible shock; one discovers that he is too stupid to
solve the problem." (Richard Feynman at the Low Temperature Physics

Conference in Seattle, 1956.)

The understanding of man over the laws of nature can be estimated
by how the applications of those laws have transformed society. Al-
though several progress has been made towards the understanding
of the basic principles needed for superconductivity to developed,
we can state that high temperature superconductivity has remain
elusive due to its long-promised but limited applicability . The main We can state that the

understanding of
high-temperature
superconductivity
has remain elusive
due to its
long-promised but
limited applicability

difficulty to obtain a superconductor is the need to reach tempera-
tures below −200 degrees Celsius which is ten times colder than the
freezer inside our homes. This makes the use of superconductivity
expensive and technologically difficult to obtain. Nonetheless, sev-
eral applications are already directly or indirectly in our lives: For
example, magnetic levitated transport can be achieved thanks to the
quantum locking and magnetic repulsion of superconductors; efficient
electrical power transmission due to the zero electrical resistance of
superconductors;1 production of large magnetic fields which are used
in particle accelerators; magnetic resonance imaging in hospitals as
non-invasive technique for diagnosis; superconducting quantum inter-
ference devices (SQUIDs) that can measure 10−5 Tesla which is 1014

times weaker than a refrigerator magnet; and more recently in the
design and construction of lighter and more compact windmills. Any
breakthrough in the quest for room temperature superconductivity
will lead naturally to further applications which will have a strong
impact in our society.

2.1 discovery of superconductivity

From the theoretical and experimental point of view, the discovery
of superconductivity was fortuitous because no one expected this
new phase of matter to emerge. At the end of the nineteenth century,
a dutch physicist with very skillful technicians created a laboratory
under his name: The Kamerlingh Onnes’s laboratory. Later at the
beginning of the twentieth century, Kamerlingh Onnes’s was on a
race to liquify helium with Sir James Dewar from the University

1 The first long superconducting cable was built in the German city of Essen. There, a
one kilometer long cable connects two transformer stations inside the city center. The
superconducting cable supports up to 104 volts instead of the regular 105 volts cable.

7



8 introduction to superconductivity

of Cambridge. At that time, liquid helium was long discovered in
the spectra analysis of the sun but was recently obtained in Earth
through monazite sand. It was in 1908 that the Kamerlingh Onnes’
laboratory successfully manufactured liquid helium and thanks to
it its physicists would get every day a cryostat with helium to play
with. Theoretically, there was in particular an important question
to be solved. Classical thermodynamics predicts that by lowering
the temperature any motion should ultimately stop and therefore
also the electrical current. However, preliminary measurements to
the liquefaction of helium were showing a steady decrease in the
resistance until in 1911 Gilles Holst discovered superconductivity
[80] by observing a sharp drop in the resistivity of mercury, see Fig.
2.1. The credit of this discovery was not given to Gilles Holst but toSuperconductivity

was experimentally
discovered by Gilles

Holst.

Kamerlingh Onnes because he was the founder of the laboratory and
the person who won the race of liquifying helium, which later made
technologically possible the discovery of superconductivity.

Figure 2.1: Resistance of mercury versus temperature reported by Kamer-
lingh Onnes. Below the transition temperature of 4.2 K, the resis-
tance was no larger than 10−5 Ohms. Data extracted from [28].

2.2 microscopic theory of superconductivity

It took almost 40 years after the discovery of superconductivity to
understand the microscopic mechanism behind this phenomenon.
There are two reasons for this. First, the beginning of World War I in
1914, limited the supply of monazite sand coming from North Carolina
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to the Dutch port impacting the further experimental research. Second,
quantum mechanics was at its infancy an many of its today well
established postulates at that time were heatedly debated. This means
that even the state of normal conductor was not well understood.

2.2.1 Bardeen-Cooper-Schrieffer theory

A normal conductor is a material that posses inside an itinerant move-
ment of electrical carriers which under the application of an electrical
field will present an electrical current parallel to it. This electrical
current is composed of electrons whose wave function follows Fermi-
Dirac statistics. How was then possible that those electrons condensate
to form a coherent macroscopic state? We should remember that such
a mechanism was only possible through the ideas of the Bose-Einstein
condensation (BEC) whose order parameter follows Bose statistics
and therefore cannot be directly applied. The first attempt to apply
those ideas to solve the problem of superconductivity was made by
Schrafroth, Butler and Blatt. They formulate a theory of supercon-
ductivity as a Bose-Einstein condensate (BEC) [17, 109]. However, the
pairing mechanism was different from the superconducting state. The
main problem was that superconductivity is a bound state between
electrons whose distance between them is large and they interact only
weakly while in the BEC the distance between electrons is small and
they interact strongly2. Parallel to this, there was the work of Frölich,
Bardeen and Pines [9] that demonstrated that two electrons close to
the Fermi surface can have an effective attractive interaction due to
phonon exchange. Then, Leon N. Cooper, working as postdoc of John
Bardeen, studied in more detail how this effective attraction could
take place.

Cooper first considered a state described by the creation of two
electrons |Ψ > above the Fermi Surface:

|Ψ >= P†|S >, P† = ∑
�k

φ�kc†
�k↑c

†
−�k↓, |S >= ∏

k<kF

c†
�k↑c

†
−�k↓|0 >, (2.1)

where |0 > is the vacuum and |S > represents the Fermi sea of
electrons filled up to the Fermi level with associated momentum kF

and the operator P† creates a pair of electrons above the Fermi level.
The momentum dependent function φ�k is the Fourier transform of the
spatial pair wave function. The properties of the pair wave function
will be contained in φ�k which for conventional pairing will have an
isotropic s-wave function φ�k ∝ f (k).

2 Today, we know that for some cases, through the Feschbach resonance, we can tune
the interaction between electrons and study the BCS-BEC crossover.
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Qualitatively, the Hamiltonian of a pair of electrons above the Fermi
surface have the following form:

H = ∑
�k

ε�kc†
�kσ

c�kσ
+ V̂. (2.2)

where the potential V̂ contains the effective electron-electron interac-
tion. Now, the energy of a pair of electrons above the Fermi level will
be given by

H|Ψ >= ∑
|�k|>kF

2ε�k|Ψ > + ∑
|�k|>kF ,�k′

|Ψ′ >< Ψ′|V̂|Ψ >, (2.3)

where the factor of two comes due to summation with respect to the
spin degrees of freedom. In the interaction part, we have used the
completeness relation ∑k′ |Ψ′ >< Ψ′|. Based on the previous work
by Frölich, Bardeen and Pines, this scattering matrix < Ψ′|V̂|Ψ >

should correspond to the electron-phonon propagator. Which in terms
of Feynman diagrams is given by figure 2.2.

< Ψ′|V̂|Ψ >= V̂�p1,�p3 = g2
�p1−�p3

D(�p1 − �p3, ε�p1 − ε�p3) (2.4)

p1 p3

p2 p4

Figure 2.2: Phonon exchange between two electrons.

Explicitly, the electron-phonon propagator is given by the phonon
D-function:

g2
�p1−�p3

D(�p1−�p3, ε�p1 − ε�p3) = g2
�p1−�p3

u2(�p1 − �p3)2

(ε�p1 − ε�p3)
2 − u2(�p1 − �p3)2 . (2.5)

Cooper realized that the typical phonon exchange of electrons above
the Fermi surface has a momentum difference much larger than the
energy difference u|�p1 −�p3| >> |ε�p1 − ε�p3 |, where u is constant factor
with dimensions of velocity. Consequently the effective interaction
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is reduced to −g2
�p1−�p3

which is attractive. This is the argument to
substitute the exchange interaction of two electrons close to the Fermi
level by a negative contact potential which is constant in a small region
defined by the Debye frequency Ω:

V�k,�k′ =

⎧⎨
⎩−g0/V, |ε�k|, |ε�k′ | < Ω, V is the volume,

0, otherwise.

Under this condition the effective attraction will become energeti-
cally more favorable than the bare repulsion between electrons regard-
less of how weak the interaction is. This would imply in the emergence
of a bosonic mode (Cooper pair) which reconstructs the ground state
and introduces a gap opening in the excitation spectra of the electrons.
This gap is then equal to the energy necessary to bound a pair of
electrons.

After the insight of Cooper, Schrieffer came into play to describe
the ground state of a superconductor. He described the wave function
of a superconductor as a coherent state of Cooper pairs:

|ΨBCS >= exp ∑
�k

φ�kc†
�k↑c

†
−�k↓|0 >= ∏

�k

exp φ�kc†
�k↑c

†
−�k↓|0 >, (2.6)

where |ΨBCS > is the ground state of the superconductor. Applying
the Pauli exclusion principle then we get

|ΨBCS >= ∏
�k

(1 + φ�kc†
−�k↑c

†
−�k↓)|0 > . (2.7)

Having the wave function and considering the Cooper pair operator
we construct the BCS Hamiltonian

HBCS = ∑
�k

ε�kc†
�kσ

c�kσ
+ ∑

�k,�k′
V�k,�k′c

†
�k↑c

†
−�k↓c−�k′↓c�k′↑. (2.8)

All those ideas were directed by John Bardeen who together with
Cooper and Schrieffer received in 1972 the Nobel prize in physics for
the theory of superconductivity or BCS theory [8].

2.2.2 Gor’kov Green function formalism of superconductors

During the development of the theory of superconductivity the former
Soviet Union was very active and made many important contributions.
The BCS theory was well received by the scientific community in the
U.S.S.R where many of its remaining problems were immediately
addressed. These problems were:
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1. There was no clear definition of the superconducting order pa-
rameter and its symmetry.

2. The BCS theory only accounts for clean superconductors.

3. There was no relation between the BCS theory and its phenomeno-
logical counterpart heuristically derived by Ginzburg and Lan-
dau.

4. The theory needed to be generalized to materials with spatial
non-homogeneous electronic structures.

Many of the above mentioned problems were solved with the Green
function formalism and adapted Quantum Field Theory (QFT). These
adaptations are required when one uses the QFT tools and machinery
which are inherently Lorentz invariant to non-relativistic systems like
in condensed matter physics. The adjustments include the identifica-
tion of the Fermi sea at T = 0 K as a new QFT vacuum and the Wick
rotation which introduces temperature as an imaginary time and with
it the definition of Matsubara’s frequencies for fermions and bosons.

In 1957, Bogoliubov gave a talk in the Kapitza Institute to Landau
and his group were Gor’kov was a junior scientist. In that talk not only
the canonical Bogoliubov transformations but also the Cooper insta-
bility and the nature of the new ground state were debated. Gor’kov
noticed the emergence of bosonic mode and using the powerful Green
function formalism solve some of the remaining problems of the BCS

theory [52],

H = Hkin + Hint, (2.9)

Hkin = ∑
σ

∫
d3�xψ†

σ(�x)T�xψσ(�x), (2.10)

Hint =
1
2

∫
d3�xd3�x′V(�x−�x′)ψ†

↑(�x)ψ
†
↓(�x

′)ψ↓(�x′)ψ↑(�x)

+
1
2

∫
d3�xd3�x′V(�x−�x′)ψ†

↓(�x)ψ
†
↑(�x

′)ψ↑(�x′)ψ↓(�x), (2.11)

where T�x is the kinetic energy operator. Using the result of the Fermi
surface instability by Cooper and assuming that the scattering between
electrons has the form of a contact potential V(�x−�x′) = −gδ(�x−�x′),
we get

H = ∑
σ

∫
d3�xψ†

σ(�x)T�xψσ(�x) + g
∫

d3�xψ†
↑(�x)ψ

†
↓(�x)ψ↓(�x)ψ↑(�x). (2.12)

To deal with the interaction term, we use the Bogoliubov or mean-
field approximation (ψσ(�x) ≡ ψσ):

ψ†
↑ψ

†
↓ψ↓ψ↑ ≈< ψ†

↑ψ
†
↓ > ψ↓ψ↑ + ψ†

↑ψ
†
↓ < ψ↓ψ↑ > +const. (2.13)
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The brilliance of Gor’kov was to choose precisely the form of the
interaction term such as after the Bogoliubov approximation will give
us the correlation < ψ†

↑(�x)ψ
†
↓(�x) > which is non zero only in the

superconducting state. This motivates the definition of the anomalous
Green function F(�xτ,�x′τ′) together with the normal Green function
G(�xτ,�x′τ′) with τ as the imaginary time, then:

G(�xτ,�x′τ′) = −1
h̄

〈
Tψ↑(�xτ)ψ†

↑(�x
′τ′)

〉
, (2.14)

F̄(�xτ,�x′τ′) = −1
h̄

〈
Tψ†

↓(�xτ)ψ†
↑(�x

′τ′)
〉

, (2.15)

Ḡ(�xτ,�x′τ′) = −1
h̄

〈
Tψ†

↓(�xτ)ψ↓(�x′τ′)
〉

, (2.16)

F(�xτ,�x′τ′) = −1
h̄
〈

Tψ↑(�xτ)ψ↓(�x′τ′)
〉

, (2.17)

where T represent the temporal ordering operator and h̄ is the Planck
constant divided by 2π.

From the definition of the anomalous Green function we can now
define the superconducting OP,

Δ(�x) = −g lim
(τ′,�x′)→(τ,�x)

F(�xτ,�x′τ′). (2.18)

We notice the convenience of the formalism of Green functions,
which allowed to introduce the OP elegantly in the Hamiltonian (2.12).
Moreover, based on the definition of the superconducting OP, we
underline the advantage of the Gor’kov formalism when one deals
with a system in the presence of non-magnetic impurities. To see this
consider the anomalous Green function averaged over the impurities:

F(τ�x, τ′�x′) ∝ F(τ − τ′,�x−�x′) exp
[−(�x−�x′)/l

]
, (2.19)

where l is the mean free path. Although the anomalous Green function
decays exponentially, qualitatively the superconducting OP remains
the same when the system is isotropic [2], see Eqs. (2.18) and (2.19).
This result is also known as the Anderson theorem [4].

Putting together Eqs. (2.12), (2.13) and (2.18), we obtain the mean-
field Hamiltonian

H = ∑
σ

∫
d3�xψ†

σ(�x)T�xψσ(�x)+
∫

d3�x
[
ψ†
↑(�x)ψ

†
↓(�x)Δ(�x) + c.c

]
. (2.20)

In the Heisenberg representation our fermionic fields can be repre-
sented as

ψσ(�xτ) = e
Ĥτ
h̄ ψσ(�x)e−

Ĥτ
h̄ , (2.21)

ψ̄σ(�xτ) = e
Ĥτ
h̄ ψ†

σ(�x)e
− Ĥτ

h̄ , (2.22)
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where its corresponding equations of motion in matrix form are

−h̄∂τ

(
ψ↑(τ�x)
ψ̄↓(τ�x)

)
=

(
T�x Δ(�x)

Δ∗(�x) −T�x

)(
ψ↑(τ�x)
ψ̄↓(τ�x)

)
. (2.23)

We have everything in our disposal to calculate the temporal evolu-
tion of the two point correlation functions. Using (2.23) we obtain

−h̄∂τG(x, x′) = δ(x− x′) + T�xG(x, x′) + Δ(�x)F̄(x, x′), (2.24)

−h̄∂τ F̄(x, x′) = −T∗�x F̄(x, x′) + Δ∗(�x)G(x, x′), (2.25)

−h̄∂τḠ(x, x′) = δ(x, x′)− T∗�x Ḡ(x, x′) + Δ∗(�x)F(x, x′), (2.26)

−h̄∂τ F(x, x′) = T�xF(x, x′) + Δ(�x)Ḡ(x, x′), (2.27)

where x ≡ (τ,�x).
We proceed by applying the Fourier transforms. From the imaginary

time we go to the frequency domain (τ − τ′) → ω. Then, from the
coordinate space we go to momentum space �x → (�k−�k′), (�x−�x′)→�k.
Therefore, Eqs. (2.24)-(2.27) become

δ(�k−�k′)(ih̄ω− ξ�k′)Gω,�k′ = δ(�k−�k′) + Δ(�k−�k′)F̄
ω,�k′ , (2.28)

δ(�k−�k′)(ih̄ω + ξ�k′)F̄
ω,�k′ = Δ∗(�k−�k′)G

ω,�k′ , (2.29)

δ(�k−�k′)(ih̄ω + ξ�k′)Ḡω,�k′ = δ(�k−�k′) + Δ∗(�k−�k′)F
ω,�k′ , (2.30)

δ(�k−�k′)(ih̄ω− ξ�k′)F
ω,�k′ = Δ(�k−�k′)Ḡ

ω,�k′ , (2.31)

where ω is the fermionic Matsubara frequency and ξ�k is the kinetic
operator in momentum representation. Now, we assume that our OP

is homogeneous:

Δ(�k−�k′) = δ(�k−�k′)Δ0. (2.32)

Finally we obtain the Nambu-Gor’kov equations in the momentum
representation ( f�k → f (�k), Δ0 → Δ) :

(ih̄ω− ξ�k)Gω(�k) = 1 + ΔF̄ω(�k), (2.33)

(ih̄ω + ξ�k)F̄ω(�k) = Δ∗Gω(�k), (2.34)

(ih̄ω + ξ�k)Ḡω(�k) = 1 + Δ∗Fω(�k), (2.35)

(ih̄ω− ξ�k)Fω(�k) = ΔḠω(�k). (2.36)

Combining the last two equations (2.35) and (2.36), we obtain Fω(�k):

Fω(�k) = − 1
2ε

(
1

ih̄ω + ε

)
+

1
2ε

(
1

ih̄ω− ε

)
, (2.37)
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where ε2 = ξ2
�k
+ |Δ|2. To obtain the equation for the OP we need to sum

over the Matsubara’s frequencies and integrate over the�k momentum
(the inverse Fourier transform):

Δ = − g
β ∑

ω

eiω0+
∫ d3�k

(2π)3 Fω(�k). (2.38)

The sum over the Matsubara frequencies for simple poles is

∑
ω

eiω0+

ih̄ω− x
=

β

eβx + 1
, β =

1
kBT

, (2.39)

where kB is the Boltzmann constant. Finally, we obtain the equation
for the OP,

Δ = g
∫ d3�k

(2π)3

Δ tanh
(

βε
2

)
2ε

. (2.40)

The above Eq.(2.40) can be solved self consistently and there are two
particular cases for which we can get analytic solutions, those are:

• At T = Tc, therefore Δ → 0

• At T = 0 K, therefore tanh( βε
2 )→ 1

Before we proceed, we make the following substitution k → ξ�k,
where ξ�k =

�k2/2m− μ, then

∫ d3�k
(2π)3 =

∫ Ω

0

dk
2π2 =

∫ Ω

−Ω
dξ�k(

m
√

2m(ξ�k + μ)

2π2 ), (2.41)

now using the fact that close to the Fermi level
√

2m(ξ�k + μ) ≈√
2mμ = kF, we have

∫ d3�k
(2π)3 ≈ N(0)

∫ Ω

−Ω
dξ�k, (2.42)

where N(0) = mkF
2π2 is the density of states at the Fermi level.

Hence, the above approximation Eq. (2.42), give us the solution for
both cases:

• For T = Tc, we have

1
gN(0)

=
∫ Ω

−Ω
dξ�k

tanh
(

βcξ�k
2

)
2ξ�k

≈ ln
(

2eγΩ
πTc

)
, (2.43)

where γ is the Euler’s constant. The expression for Tc is

kBTc =
2eγ

π
Ωe−

1
gN(0) . (2.44)



16 introduction to superconductivity

• For T = 0 K, we have

1
gN(0)

=
∫ Ω

−Ω
dξ�k

1√
ξ�k2+|Δ|2

= sinh−1
(

Ω
Δ

)
, (2.45)

the expression for Δ is

Δ =
Ω

sinh
(

1
gN(0)

) ≈ 2Ωe−
1

gN(0) , (2.46)

where we have used the weak coupling limit, meaning gN(0)«1.

The above solutions help us to calculate the ratio of the OP at zero
temperature with the critical temperature Tc

Δ(0)
kBTc

= 1.764. (2.47)

If the gap opening in the normal conductance is given by 2Δ, then we
obtain the famous BCS ratio of 2Δ(0)/kBTc = 3.53.

2.3 phenomenological theory of superconductivity

In the previous section we have reviewed the principles of the BCS

theory and its remaining problems where two of them were addressed
using the Gor’kov Green function formalism. One of the problems
was solved by the definition of the order parameter given by the
contraction of the anomalous Green function Eq. (2.18) which together
with Eq. (2.19) validates the BCS theory also in the dirty limit. Now, in
this section we will focus on the relation of the microscopic theory of
superconductivity with its phenomenological counterpart.

2.3.1 London model

In superconductors when an external magnetic field is applied, the
vanishing of resistance at Tc is accompanied by the expulsion of
the magnetic field in its interior . This property, which is used for
magnetic levitated transportation, originates from the perfect diamag-
netism present in superconductivity. Indicators of this property were
observed soon after the discovery of superconductivity in the Kamer-
lingh Onnes laboratory, where superconductivity disappeared if an
applied magnetic field surpasses the value of 0.04 Teslas (upper critical
field for Hg). However, the discovery of the magnetic repulsion in
superconductors was reported only in 1933 by two German physicists,
Walther Meissner and Robert Ochsenfeld (the Meissner-Ochsenfeld
effect). They studied the magnetic flux configuration around a super-
conducting sample when an external magnetic field is applied [85],
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see fig. 2.3. Based on the magnetic repulsion and infinite conductivity,
we can characterize a superconductor as a material which presents no
resistance and perfect diamagnetism. A superconductor is

a state of matter
which presents no
resistance and
perfect
diamagnetism.

N S

S N
NS

S

(a)

(b)

(c)

Type I

Type I

Type II

H : external magnetic field

Figure 2.3: The Meissner effect in superconductors. The repulsion of the mag-
netic field depends on the geometry of the superconductor (a) and
the way how the magnetic field penetrates the superconductor
defines type I (b) and type II (c) superconductors.

The definition of the type of the superconductor in Fig. 2.3 will be
introduced in the next Section. when we present the GL theory.

The Meissner-Ochsenfeld effect gave physicists more clues to eluci-
date the superconducting phase when no microscopic theories were
available. Then, it is not surprising that historically the first progress
towards a theory of superconductivity was done by the London broth-
ers in 1935 [76]. They were inspired by the diamagnetic part of a
quantum mechanical current and gave the first explanation to the
perfect diamagnetism of superconductors. To see this, consider the
wave function ψ(�x)3 that couples minimally with electromagnetism,
then the Ampère current is given by

�j =
h̄e

2mi

(
ψ∗�∇ψ− ψ�∇ψ∗

)
− e2

mc
ψ∗ψ�A, (2.48)

where �A is the vector potential. The London brothers observed that if
the wave function is rigid, meaning ψ(�x) = ψ, then the current is

�j = − e2

mc
|ψ|2 �A. (2.49)

3 Here the wave function ψ(�x) does no longer describe a single electron but, as we will
see later, the pair correlation between two electrons.
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Replacing the London current (2.49) in the Ampère law we get

�∇×�h = −4π
e2

mc2 |ψ|2 �A. (2.50)

Taking the rotational of the above equation and using �∇.�h = 0, we
have

(
�∇2 − 1

λ2
L

)
�h = 0, (2.51)

where λ2
L is defined as

λ2
L =

mc2

4πe2|ψ|2 . (2.52)

λL is the London penetration depth which determines the length that
the magnetic field reaches inside the superconductor.

For a planar superconductor, the solution of (2.51) is given by

�h(�x) =�h0e−x3/λL , (2.53)

where x3 is the direction perpendicular to the surface of the supercon-
ductor and �H0 is the magnetic field parallel to its surface.

Equation (2.51) is the non-relativistic version of the Proca equation
which correspond to a field with mass and spin 1. To see this, we use
the Coulomb or London gauge �∇.�A = 0 and we obtain:

(
�∇2 − 1

λ2
L

)
�A = 0. (2.54)

The above Eq. (2.54) describes a massive mediator of the magnetic in-
teraction. Usually the Meissner effect in a superconductors is depicted
by the presence of spontaneous currents in its surface. Nonetheless, it
was the interpretation of mass generation that later inspired particle
physicists for the formulation of the Higgs mechanism.The solution of the

London equation
describes a massive

mediator of the
magnetic interaction

and therefore it is
short ranged.

2.3.2 Ginzburg-Landau theory

There were a few problems with the London model. First, it gave
no explanation why superconductivity vanishes in thin films after
the applied magnetic field or current exceed their particular critical
values: �Hc,�jc. Second, if we were to calculate the surface energy at the
boundary separating the superconducting and normal phases, using
Eq. (2.53) we would obtain a negative surface energy. The surface
energy is equal to the bulk free energy per unit volume times a length
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of the order of atomic dimensions, which following the London model
will be equal to −λL�h2

c /8π.4

To solve the London model problems, Ginzburg and Landau real-
ized that they need to substantially change the current set of equations,
which they did brilliantly based on two physical principles [46, 47]:

1. Introduction of a complex order parameter, ψ(�x). From the specific
heat measurements of superconductors it was known that the
phase transition was of the second kind. All second order phase
transitions are accompanied by the emergence of a phenomeno-
logical OP which changes from zero to non-zero when the system
goes from the disordered to the ordered phase. In this context,
this new field ψ(�x) will describe the wave function of the super-
conducting electrons which needs to be complex to minimally
couple to the electromagnetic interaction and to properly de-
scribe charged particles.

2. Preservation of gauge symmetry. To accommodate a second order
phase transition in the free energy, you are constrained by gauge
symmetry. In terms of ψ(�x), this implies that its phase is not
present in the free energy and its derivatives are covariant under
a gauge transformation:

h̄
i
�∇ψ(�x)→

(
h̄
i
�∇− e

c
�A
)

ψ(�x). (2.55)

Following the above two principles and assuming ψ is small, which
is reasonable when we are close to Tc, then the Gibbs free energy of a
superconductor is given by

f = fn0 +
1

2m

∣∣∣∣
(

h̄
i
�∇− e

c
�A
)

ψ

∣∣∣∣
2

+ α|ψ|2 + β

2
|ψ|4 +

�h2

8π
, (2.56)

where fn0 = fn|(T = Tc) is the free energy of the normal phase
without any applied field and m and e are the bare mass and charge
of the electron5 and�h = �∇× �A.

Now we calculate the surface energy which is the free energy differ-
ence between its surface and the bulk.

In the bulk we assume that the superconductor OP is constant
(ψb = const). Then, if there is no applied magnetic field, the free
energy becomes

4 When the GL was first formulated, no superconductors with negative surface energy
were reported (type II superconductors).

5 Ginzburg and Landau had no reason to assume otherwise even when they found that
there was a discrepancy with the experiment by a factor of ∼ 2. Landau assumed
that those effects came from the dressing of e → e∗ and m → m∗ which are always
present in a Fermi liquid theory. Later, was Gor’kov who made a correction of this
factor after the BCS theory was formulated.
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fs = fn0 + α|ψ|2 + β

2
|ψ|4, fn = fn0 (2.57)

fs − fn = α|ψ|2 + β

2
|ψ|4. (2.58)

In this case, Eq. (2.58) is in equilibrium when ∂ f /∂|ψ|2 = 0 and
∂2 f /∂|(ψ|2)2 > 0, therefore

α + β|ψ|2 = 0, β > 0, → |ψb|2 = −α

β
, (2.59)

which implies that when T < Tc, α < 0 and when T = Tc, αc = 0. If
we substitute (2.59) into (2.58) we get

fs − fn = − α2

2β
. (2.60)

Now we proceed to calculate the free energy of the surface which
is equivalent to the bulk free energy if the magnetic field reaches its
critical value (�h = �Hc), then

fs = fn0, fn = fn0 +
�h2

8π
(2.61)

fs − fn = −
�h2

8π
. (2.62)

From (2.60) and (2.62), we obtain �Hc

− α2

2β
= −

�h2

8π
→ �H2

c =
4π

β
α2. (2.63)

To calculate α we make its Taylor expansion around T → Tc

α(T) = αc + (T − Tc)
∂α

∂T

∣∣∣
T=Tc

+ ... (2.64)

The condition of equilibrium requires αc = 0, which gives us

�H2
c = 4π

(T − Tc)2

β

(
∂α

∂T

) ∣∣∣2
T=Tc

. (2.65)

Eq. (2.65) is in agreement with experiment and solves one of the
issues of the London model regarding the existence of an upper critical
field, �Hc.

An interesting fact coming from the expression α is that qualitatively
changes the shape of the potential V(ψ) = α|ψ|2 + β|ψ|4/2 for T > Tc

and T < Tc, see Fig 2.4.
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Figure 2.4: V(ψ) for: (a) α > 0 and (b) α < 0.

Experimentally we can obtain values of α and β by measuring �Hc

and λL. Using Eqs. (2.52), (2.59) and (2.63) we get

α = − e2

mc2
�H2

c λ2
L, (2.66)

β = 4π
e4

m2c4
�H2

c λ4
L. (2.67)

Taking the variational principle from (2.56) we get the Ginzburg-
Landau equations

[
1

2m

(
h̄
i
�∇− e

c
�A
)2

+ α + β|ψ|2
]

ψ = 0, (2.68)

�∇×�h =
4π

c

[
eh̄

2mi

(
ψ∗�∇ψ− ψ�∇ψ∗

)
− e2

mc
|ψ|2 �A

]
. (2.69)

To have an idea of the solution of Eq. (2.68), we take �A = 0 and
solve it in one dimension ψ = ψ(x),

− h̄2

2m|α|
∂2

∂x2 ψ− ψ + |ψ|3 = 0, (2.70)

where we have normalized the function with its bulk value, ψ →√
− β

α ψ. Eq. (2.70) has an analytic solution:

ψ(x) = tanh
(

x√
2ξGL

)
, (2.71)

where ξGL =
√

h̄2

2m|α| is the GL coherence length which characterize the
OP profile from the surface to the bulk of the superconductor.

Therefore, the GL theory contains two characteristic lengths: the
London penetration depth λL and the coherence length ξGL. Their
physical significance is better depicted if we consider the interface
between the normal (N) and superconducting phases (S), see fig. 2.5.
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Figure 2.5: Characteristic lengths of GL: (left) the London penetration depth
and (right) coherence length.

Once we have defined λL and ξGL, an important classification of
superconductors comes with the introduction of the GL paremeter:

κ =
λL

ξGL
. (2.72)

To see better the importance of κ, we write the expression for the
surface energy, but this time for position dependent ψ(x). The Gibbs
free energy at the surface is given by

gsur f ace = fsur f ace −
�h.�Hc

4π
. (2.73)

On the other hand, deep in the bulk of the superconductor the Gibbs
free energy is

gbulk = gn0 −
�H2

c
8π

, (2.74)

where gn0 is the Gibbs energy of the normal phase. Now, the surface
energy ES is simply the difference (2.73) - (2.74)

ES = gsur f ace − gbulk = fsur f ace −
�h.�Hc

4π
− gn0 +

�H2
c

8π
. (2.75)

Simplifying further we get

ES =
1

2m

∣∣∣ ( h̄
i
�∇− e

c
�A
)

ψ
∣∣∣2 + α|ψ|2 + β

2
|ψ|4 +

(
�h− �Hc

)2

8π
. (2.76)

If we subtract Eq. (2.68) from Eq. (2.76) and then integrate over the
coordinate perpendicular to the interface, we get

γ =
∫ ∞

−∞
dx3

⎡
⎢⎣−β

2
|ψ|4 +

(
�h− �Hc

)2

8π

⎤
⎥⎦ . (2.77)
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The integrated surface energy γ(2.77) shows a clear competition
between the condensation energy which is negative (takes energy
to form Cooper pairs) − β

2 |ψ|4 and the diamagnetic energy which is
positive (�h − �Hc)2/8π. Comparing (2.53) with (2.71) we see that if
κ << 1 (λL << ξGL), then the diamagnetic energy is dominant over
the condensation energy and the surface energy is positive. On the
other hand, if κ >> 1 (λL >> ξGL), then the condensation energy
is dominant and the surface energy is then negative. This division
introduces a classification in the superconductors in two types, type I
with κ << 1 and type II with κ >> 1. Numerical calculations of the
GL equations showed that the transition point occurs for κ = 1√

2
.

2.3.3 Gor’kov derivation of the Ginzburg-Landau theory

Gor’kov showed that the GL theory can formally be derived microscop-
ically by the expansion of the order parameter close to the transition
T = Tc [53], [54] for an arbitrary magnetic field below �Hc where
λL > ξGL (type II superconductors). To see Gor’kov’s derivation, we
start by taking the time Fourier transform of equations (2.26) and (2.27)
and minimally couple them with electromagnetism (2.55):

(
−ih̄ω +

1
2m

�D∗2 + μ

)
Ḡω = δ(�x−�x′) + Δ∗(�x)Fω, (2.78)(

ih̄ω +
1

2m
�D2 + μ

)
Fω = Δ(�x)Ḡω, (2.79)

where �D = h̄/i�∇− e/c�A and Ḡω ≡ Ḡω(�x,�x′), Fω ≡ Fω(�x,�x′). Note
that we cannot take directly the Fourier transform of the coordinates
due to the presence of the magnetic potential �A. Now, equations (2.78)
and (2.79) can be writen in an integral form as follows

Fω(�x,�x′) =
∫

d3yG0
ω(�x,�y)Δ(�y)Ḡω(�y,�x′), (2.80)

Ḡω(�x,�x′) = Ḡ0
ω(�x,�x′) +

∫
d3yḠ0

ω(�x,�y)Δ∗(�y)Fω(�y,�x′), (2.81)

where G0
ω(�x,�y) is the normal Green function for metals in absence of

a magnetic field:

G0
ω(�x,�y) =

∫ d3k
(2π)3

ei�k.(�x−�y)

ih̄ω− ξk
. (2.82)

We can solve (2.80) and (2.81) by iteration, but first we need to
establish a criteria for truncation of the iterative process. Close to Tc
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our OP vanishes as any other phase transition6, therefore relations
(2.59) and (2.64) hold and we have

ψ =

√
Tc

β
τ1/2, τ = 1− T

Tc
. (2.83)

Now, let’s assume that the microscopic and macroscopic OP are
related, ψ ∝ Δ and use τ as a control parameter of the iterative process.
Furthermore, because of the coherence length ξGL =

√
−h̄2/2mα, the

coordinates will also be scaled.

Δ → τ1/2Δ �x → τ−1/2�x, �∇ → τ1/2�∇, (2.84)

The above scaling of the coordinates was not introduced by Gor’kov.
Formally it is not needed if one deals only with the canonical GL

derivation which goes to the order τ3/2 of the iterative process. How-
ever, there are two situations where this scaling is needed to keep
control of the iterative process:

1. When we take the next order iteration of the GL expansion, then
we must introduce a transformation also in the coordinates to
control the truncation of higher order derivatives [130, 131].

2. If we deal with multicomponent GL models where the coupling
between them introduce higher orders terms beyond the GL

domain (truncation up to τ3/2) [67, 114].

Solving by iteration (2.80) and (2.81) up to τ3/2, we get an expression
for the anomalous Green function Fω(�x,�x′),

Fω(�x,�x′) = I1 + I2, (2.85)

I1 =
∫

d3yG0
ω(�x,�y)Δ(�y)Ḡ0

ω(�y,�x′), (2.86)

I2 =
∫

d3y1d3y2d3y3G0
ω(�x,�y1)Δ(�y1)Ḡ0

ω(�y1,�y2)Δ∗(�y2)×
×G0

ω(�y2,�y3)Δ(�y3)Ḡ0
ω(�y3,�x′). (2.87)

Although the anomalous Green function (2.85) depends on two un-
known functions: Gω(�x,�y) and Ḡω(�x,�y), the normal green functions
can be related through the charge, parity and time (CPT) transforma-
tion7. This means that

Ḡω(�x,�y) = −G−ω(�y,�x). (2.88)

6 Even first order transitions can be described by an OP. For example, in the transition
gas/liquid of water we can define the order parameter as the density difference of
the two phases.

7 The CPT transformation is used because we have symmetry under the simultane-
ous transformation of charge conjugation Ḡω(�x,�y) = Gω(�x,�y), parity inversion
Gω(�x,�y) = −Gω(�y,�x) and time reversion Gω(�x,�y) = G−ω(�x,�y).
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Before we calculate the integrals I1 and I2 from (2.85) we need to
take into account three considerations:

1. The normal Green function in presence of a magnetic field will
be related by a phase factor to the normal Green function with
�B = 0 as

Gω(�x,�x′)
∣∣∣
�B =0

= e
i
h̄

e
c

∫ �x
�x′ �A.d�lGω(�x,�x′)

∣∣∣
�B=0

. (2.89)

Eq. (2.89) assures that Gω(�x,�x′) transform covariantly under
a local gauge transformation and therefore satisfies (2.78) and
(2.79). Furthermore, the phase

∫ �x
�x′
�A.d�l in terms of the path inte-

gral formalism can be expanded around the classical trajectory
which is the straight line �x−�x′,

e
i
h̄

e
c

∫ �x
�x′ �A.d�l ≈ e

i
h̄

e
c
�A.(�x−�x′). (2.90)

The above approximation is enough in terms of the expansion
up to τ3/2. Nonetheless if we need to extend the GL equation
then we should go beyond the classical trajectory [130]. Due to
the minimal coupling with electromagnetism (2.55), the vector
potential is rescaled by τ

�A → τ1/2 �A, =⇒ �H → τ�H. (2.91)

2. The Taylor expansions Δ(y) around �x inside the integrals I1 and
I2 can be performed as follows:

Δ(�y) = Δ(�r +�z) =
∞

∑
n=0

1
n!
(�z.�∇)nΔ(�r), (2.92)

where �z = �y−�r. The above expression will allow us to put all
the Δ(�y) out of the integrals (2.86, 2.87).

3. The anomalous Green function in Eq. (2.85) contains the full
solution for all n-orders of τn/2. Therefore, when we calculate
the order parameter from it we need to expand it again in terms
of τ:

lim
�x→�x′

∑
ω

Fω(�x−�x′) = Δ(�x) = Δ0 + τΔ1 + ..., (2.93)

the lowest order in the expansion will give us two equations by
collecting the the factors proportional to τ1/2 and τ3/2 respec-
tively.
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Finally, we can proceed to calculate the integrals I1 and I2 for the OP.
Summing over Matsubara’s frequencies and taking the corresponding
limit, lim�x→�x′ gT ∑ω I1 is equal to

gT ∑
ω

∫
d3y

(
e

i
h̄

e
c τ1/2 �A(�x).(�x−�y)

∫ d3k1

(2π)3
ei�k1.(�x−�y)

iω− ξk1

)
τ1/2Δ(�y)×

(
e−

i
h̄

e
c τ1/2 �A(�x).(−�x+�y)

∫ d3k2

(2π)3
e−i�k2.(�x−�y)

−iω− ξk2

)
, (2.94)

where we have used the CPT transformation for Ḡ0
ω and the Fourier

representation of all normal Green functions. The expansion for Δ(y)
up to τ3/2 is then given by

τ1/2Δ(�y) = τ1/2Δ(�x) + τ(�z.�∇)Δ(�x) + τ3/2 (�z.�∇)2

2
Δ(�x), (2.95)

where�z = �y−�x. The expansion of the exponentials in (2.94) are taken
up to τ1/2 because next order would introduce terms beyond the
original GL equation derivation. Substituting Eq. (2.95) into (2.94) we
get

gT ∑
ω

∫
d3y

(∫ d3k1

(2π)3
ei�k1.(�x−�y)

iω− ξk1

)(∫ d3k2

(2π)3
e−i�k2.(�x−�y)

−iω− ξk2

)
×

(
τ1/2Δ(�x) + τ3/2 (�z.�D)2

2
Δ(�x)

)
, (2.96)

where we have neglected terms odd in �z because the limits of integra-
tion are symmetric. Note that in the above expression the covariant
derivative, �D = h̄/i�∇− 2e/c�A contains now an electric charge of 2e,
different from the single e as was originally proposed by Ginzburg
and Landau. This does not invalidate the original proposed GL theory
which remains formally correct, however many of the observables
that depend on the electric charge will have mismatch by 2 with the
experiment.

The term proportional to τ1/2 in Eq.(2.96) becomes

τ1/2gN(0) ln
(

2eγΩ
πT

)
Δ(�x), (2.97)

τ1/2gN(0)
[

ln
(

2eγΩ
πTc

)
+ ln

(
Tc

T

)]
Δ(�x), (2.98)

τ1/2gN(0) ln
(

2eγΩ
πTc

)
Δ(�x) + τ3/2gN(0)Δ(�x), (2.99)

where we have used the Taylor expansion of ln(Tc/T) = τ + 1/2τ2 + ...
and kept terms whose contribution introduces orders not higher than
the τ3/2 of the canonical GL equation.
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To calculate the term proportional to τ3/2 in Eq.(2.96), we first
integrate over�k1 and�k2 as follows:

∫ d3ki

(2π)3
ei�ki .(�x−�y)

iω− ξki

= − mi

2π|�x−�y| e
(

i ω
|ω| pF− |ω|

vF

)
|�x−�y|, (2.100)

where pF, vF are the Fermi momentum and velocity. Using Eq. (2.100),
the term proportional to τ3/2 of Eq.(2.96) becomes

τ3/2 gT
2

∫
d3y ∑

ω

(
m

2π|�x−�y|
)2

e−
2|ω|
vF
|�x−�y| [

(�x−�y).�D
]2

Δ(�x), (2.101)

τ3/2 gT
2

∫
d3y

(
m

2π|�x−�y|
)2

sinh
(

2πT
vF
|�x−�y|

) 1
2

[
(�x−�y).�D2

]2
Δ(�x), (2.102)

τ3/2 gT
2

( m
2π

)2 4π

3
vF

2πT

∫ ∞

0
dy
(

v2
Fy2

(2πT)2 sinh y

)
�D2Δ(�x), (2.103)

τ3/2g
v2

F
6

N(0)
7ζ(3)
8π2T2

�D2Δ(�x),(2.104)

where again we expand the temperature dependence of Eq.(2.104)
around Tc and obtain

T2
c

T2 = 1 + 2τ − 3τ2 + ..., (2.105)

with only the first term contributing to the canonical derivation of the
GL equation. Then, term proportional to τ3/2 in Eq.(2.96) is

τ3/2g
v2

F
6

N(0)
7ζ(3)
8π2T2

c

�D2Δ(�x). (2.106)

Putting together Eqs. (2.99) and (2.106) we get that the integral given
by Eq.(2.86) is equal to

gN(0)
[

τ1/2 ln
(

2eγΩ
πTc

)
+ τ3/2 + τ3/2 v2

F
6

7ζ(3)
8π2T2

c

�D2
]

Δ(�x), (2.107)

where ζ(x) is the Riemann zeta function.
We proceed by taking the limit and summing over Matsubara’s

frequencies the second integral I2, see Eq.(2.87). lim�x→�x′ gT ∑ω I2

τ3/2gT ∑
ω

∫
d3y1d3y2d3y3G0

ω(�x,�y1)Δ(�y1)G−ω(�y2,�y1)×

Δ∗(�y2)G0
ω(�y2,�y3)Δ(�y3)G0−ω(�x,�y3), (2.108)

where we have used the CPT symmetry given by Eq.(2.88). The Taylor
expansion for Δ(�yi) is equal to Δ(�x) if we are constrained to terms up
to the order τ3/2. Therefore, the expression (2.108) becomes
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τ3/2gT ∑
ω

∫
d3y1d3y2d3y3G0

ω(�x,�y1)G−ω(�y2,�y1)×

G0
ω(�y2,�y3)G0−ω(�x,�y3)|Δ(�x)|2Δ(�x). (2.109)

Using the Fourier representation of all normal Green functions of
the above expression and integrating all variables we get:

−τ3/2gN(0)
7ζ(3)
8π2T2

c
|Δ(�x)|2Δ(�x). (2.110)

Putting together Eq(2.107) and Eq.(2.110) and collecting the terms
proportional to τ1/2 and τ3/2 we get

τ1/2Δ(�x) = τ1/2gN(0) ln
(

2eγΩ
πTc

)
Δ(�x) +

+τ3/2gN(0)
[

v2
F

6
7ζ(3)
8π2T2

c

�D2 + 1− 7ζ(3)
8π2T2

c
|Δ(�x)|2

]
Δ(�x). (2.111)

Now using the τ expansion for the OP given by Eq.(2.93), we obtain

τ1/2Δ0(�x) + τ3/2Δ1(�x) = τ1/2gAΔ0(�x) + τ3/2gAΔ1(�x) +

+τ3/2g
[
K�D2 + a− b|Δ0(�x)|2

]
Δ0(�x). (2.112)

where a = N(0) is the density of states at the Fermi energy and

K = a
v2

F
6

7ζ(3)
8π2T2

c
, A = a ln

(
2eγΩ
πTc

)
, b = a

7ζ(3)
8π2T2

c
. (2.113)

Terms proportional to τ1/2 give us the equation for Tc:

τ1/2 (1− gA)Δ0(�x) = 0, (2.114)

Tc =
2eγ

π
Ωe−

1
gN(0) . (2.115)

The terms proportional to τ3/2 will give us two equations, one for
Δ0 and another for Δ1. The latter does not contribute when we deal
with the canonical derivation of the GL equation, this can be seen as
the kernel of the equation is proportional to 1− gA which is identical
zero because is constraint by the Tc equation (2.114). Therefore, the
equation for Δ0 becomes:[

−K�D2 − aτ + b|Δ0(�x)|2
]

Δ0(�x) = 0, (2.116)

where we have multiplied Eq.(2.116) by τ3/2 and scaled back using
Eq.(2.84).

To obtain Ampere’s law is more elegant to build the free energy
knowing the microscopically derived Ginzburg-Landau equation and
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later take the variational procedure with respect to the vector potential
�A. The overall result will give us the two Ginzburg-Landau equa-
tions, (2.68) and (2.69) which are now microscopically well founded.
This derivation will be repeated in the next two Chapters for a multi-
band system with only intraband pairing and for the case where one
includes crosspairing in a two-band system.

2.3.4 The vortex state

To finalize this Chapter we will present a solution for the GL equation
for extreme type-II superconductors or κ >> 1/

√
2. Historically, the

original proposed GL theory assumed only positive surface energy
κ < 1/

√
2 as it was suggested by the Meissner effect. Nevertheless ex-

periments performed by Nikolay Zavaritskii and Alexander Shalnikov
showed that the ratio of the thickness to the London penetration depth
did not follow the prediction of the original GL theory. In this context,
A. A. Abrikosov who was a friend of Nikolay tried to make sense of the
experimental results within the GL framework. He was convinced that
the GL theory cannot be wrong due to its beauty and because correctly
fitted previous experimental data. Therefore, Abrikosov motivated by
this tried successfully to relax the condition that the surface energy
has to be positive [1] and investigated solutions with κ > 1/

√
2.

To obtain the solution with Abrikosov vortices we will follow the
method indicated in Ref. [87]. We start by writing the dimensionless
Gibbs energy which contains the GL equation:

F =
�H2

c
4π

∫
dV

[
1
2
|(
�∇
i
− �A)ψ|2 − |ψ|2 + 1

2
|ψ|4 + κ2(�h− �H0)

2

]
,

(2.117)

where κ = λ/ξ, �H0 is the applied magnetic field. All distances are
normalized with respect to the coherence length ξ and the magnetic
field in units of �Hc2 = ch̄/2eξ2. The order parameter is normalized
with respect to is homogeneous bulk value ψb =

√−α/β. Using the
variational principle we obtain the dimensionless GL equation from
the Gibbs free energy (2.117),

−(
�∇
i
− �A)2ψ− (|ψ|2 − 1)ψ =

∂ψ

∂t
, (2.118)

where we have introduced by hand on the r.h.s a time derivative8.
Because we will solve Eq. (2.118) self-consistently, the introduction
of the time dependence can be seen as the iterative equation scaled

8 This time derivative could also be included from the very beginning in the dimen-
sionless Gibbs energy.
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by the time-step dt. This artificial introduction dt allow us to control
the convergence of the solution when more fine iterations are needed
(smaller time-step). In a two dimensional (2D) numerical grid the
gauge invariance is naturally broken due to the lattice discretization.
To restore this symmetry one could represent the phase of the order
parameter in terms of the link variables:

U�r1,�r2
μ = exp

[
−i

∫ �r2

�r1

�A(�r).d�r
]

, (2.119)

where �r is the position vector with 2D Cartesian coordinates. Now
we proceed to solve Eq. (2.118) self-consistently by imposing periodic
boundary conditions. The periodicity of the system is always granted
in homogeneous superconductors whose dimensions are larger than
the coherence length ξ. Now, given all the above considerations we
can address the question of what could emerge when two competitive
orders are force to coexist? Well for the case of magnetism and super-
conductivity, we have two answers: (a) They either total annihilate like
the Meissner effect in type-I superconductors or (b) they coexist by
allowing some magnetic flux to penetrate the superconductor which
reduces the competition between the two orders (type-II superconduc-
tors). The latter is characterized by an ordered penetration of magnetic
flux, which is called the Abrikosov lattice of vortices.

Figure 2.6: (a) Cooper-pair density and (b) phase of the order parameter,
ψ = |ψ|eiϕ. The dimensions of the superconducting square is
20ξ × 20ξ which is under the influence of constant perpendicular
magnetic field of 0.31 �Hc.

Fig. 2.6a shows the most distinctive feature of type-II supercon-
ductors which consists in the nucleation of vortices which arrange
themselves in a triangular lattice. Other arrangements like the square
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lattice are higher energy configurations. This can be seen by the ten-
dency of vortex nucleation along the diagonals of the square which are√

2 more times separated than the side of the square. The nucleation
of vortices in the middle of the square will deform the whole lattice
until it reaches its triangular configuration. Fig. 2.6b displays the phase
discontinuity which characterize the winding number of vortices.

The Ginzburg-Landau theory has applications beyond the scope
of superconductivity, quantum electrodynamics (QED) and quantum
cromodynamics (QCD) qualitatively have the same set of equations
when coupled to any charged boson and present different phases with
multiple orders and different topological defects. Also systems with
diffusion dynamics and pattern formation, e.g. tissue of animals, can
also be described with the Ginzburg-Landau equation.

In this Chapter we have reviewed the theoretical framework of
this thesis which include the microscopic BCS theory using the Green
function formalism and the Gor’kov derivation of the GL theory. The
interplay between the magnetic order and the superconducting order
in type II superconductors promotes the formation of the Abrikosov
vortices. Those vortices arrange themselves in a triangular lattice as
is the configuration that minimizes the free energy. In the following
Chapter we will revisit the main ideas here presented when one
has non-homogeneous electronic structures which induce multigap
and/or multicomponent superconductivity.





3
M U LT I G A P A N D M U LT I C O M P O N E N T
S U P E R C O N D U C T I V I T Y

"The whole is greater than the sum of its parts" (Aristoteles)

In the previous Chapter we introduced the Gor’kov Green function
formalism of superconductors and listed four remaining problems af-
ter the BCS formulation. The fourth problem was the need to generalize
the BCS theory to materials with spatial non-homogeneous electronic
structures. These inhomogeneities can have several origins: different
band dimensionality as in bulk MgB2 [119], 2D quantum confinement
which promotes a multiband scenario [10, 18, 116], electron-phonon
anisotropy at the FS as in Pb [37] or the presence of multiple Fermi-
surface pockets dictated by crystal symmetry as in FeSexTe1−x [78].
All these examples require new variables which need to be prop-
erly formulated beyond the single-gap BCS and single-component GL

theories.

3.1 multigap superconductors

Within Gor’kov Green function formalism the implementation of
inhomogeneities of the OP with only IBP is straightforward:

Δi(�x) = − lim
(τ′,�x′)→(τ,�x)

∑
j

gijFj(�xτ,�x′τ′), (3.1)

Fj(�xτ,�x′τ′) = −1
h̄
〈

Tψj↑(�xτ)ψj↓(�x′τ′)
〉

, (3.2)

where the Latin indices i, j, ..., N = 1, 2, . . . represent the band index,
gij is the N × N matrix of interaction elements and N is the total
number of bands.

Eq.(3.1) is the generalization of the order parameter in presence of
multiple bands. Taking into account the band index, the BCS Hamilto-
nian is usually extended as follows:

H = ∑
σ,i

∫
d3�xψ†

iσ(�x)Ti�xψiσ(�x) +

+ ∑
i

∫
d3�x

[
ψ†

i↑(�x)ψ
†
i↓(�x)Δi(�x) + c.c

]
. (3.3)

The above Hamiltonian Eq.(3.3) can describe a two-gap supercon-
ductors when the band index assumes two values i, j = 1, 2. This

33
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band index can represent electrons with different orbital character as
initially proposed by Suhl, Matthias and Walker [122].

For clarity and to understand better the multigap effects, we will
study a two-gap superconductor whose interaction matrix gij has the
following form:

(
g11 g12

g21 g22

)
. (3.4)

In the above matrix the diagonal elements represent the effective
attraction between electrons belonging to the same band and the
off-diagonal elements will describe the scattering between electrons
belonging to different bands. In our case, g11 > 0 and g22 > 0 based on
the assumption that the Cooper pair instability holds for both bands.
However, this assumption does not longer hold for the off-diagonal
elements g12 and g21 which can acquire both positive and negative
values.

From the Hamiltonian (3.3) with two bands (i, j = 1, 2.), we obtain
the two gap equations (see Appx. A.1 for details)

Δ1 = g11

∫ d3�k
(2π)3

Δ1 tanh
(

βε1
2

)
2ε1

+ g12

∫ d3�k
(2π)3

Δ2 tanh
(

βε2
2

)
2ε2

, (3.5)

Δ2 = g21

∫ d3�k
(2π)3

Δ1 tanh
(

βε1
2

)
2ε1

+ g22

∫ d3�k
(2π)3

Δ2 tanh
(

βε2
2

)
2ε2

, (3.6)

where ε i =
√

ζ2
i + |Δi|2 is the electron excitation spectra with gap

opening Δi associated to each band and ζi(�k) = �k2/2mi − μ is the
kinetic energy of the electron with chemical potential μ.

We underline that the system of Eqs. (3.5) and (3.6 ) is phase-
dependent as given by the following equation:

Δi = Θ(Ω− |ζi|)|Δi|eiϕi , (3.7)

here the wave-vector structure of the interaction matrix elements is
approximated by a separable potential, in which the interaction among
the electrons is active only for an energy window Ω around the Fermi
surface. This permits to model the cutoff with a step-like function,
which induces a step-like behavior in the pair amplitudes.

Interestingly, the value of the scattering between the bands can
acquire positive or negative values: g12 > 0 or g12 < 0 which will
induce a phase shift of π between Δ1 and Δ2. This can be seen as the
system of equations (3.5) and (3.6) is symmetric under the change of
sign of g12 and the phase change of one of the gaps to π with respect
to the other gap, i.e. ϕ1 − ϕ2 = π.
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Now we define the s++ and s+− states. When one has attractive
scattering between the bands, i.e. g12 > 0, then sgn(Δ1) = sgn(Δ2)

which we will call the s++ state. On the other hand for repulsive scat-
tering between the bands, i.e. g12 < 0, we have sgn(Δ1) = −sgn(Δ2)

which we will denote as the s+− state.
Similarly to the BCS-gap equation we can substitute the integral

variable of the gap equations from momentum to energy:

Δ1 = λ11

∫
dζ

Δ1 tanh
(

βε1
2

)
2ε1

+ λ12

∫
dζ

Δ2 tanh
(

βε2
2

)
2ε2

, (3.8)

Δ2 = λ21

∫
dζ

Δ1 tanh
(

βε1
2

)
2ε1

+ λ22

∫
dζ

Δ2 tanh
(

βε2
2

)
2ε2

, (3.9)

where λij = gijNj(0) are the dimensionless effective couplings which
depend on the density of states Nj(0) of each band respectively.

At T = Tc, the system of equations (3.8) and (3.9 ) simplifies and
give us a second order equation. Mathematically the roots of this
equation will give an expression for the two band-dependent critical
temperatures

kBT±c = 1.13Ωe
− 1

λ∗± , (3.10)

where λ∗± is given by

λ∗± =
λ11 + λ22 ±

√
(λ11 − λ22)2 + 4λ12λ21

2(λ11λ22 − λ12λ21)
, (3.11)

and λij = gijNj(0) are the dimensionless effective couplings which
depend on the density of states Nj(0) of each band respectively.

Physically, the critical temperature of the system will be given by
T+

c , which corresponds to the highest Tc given in Eq.(3.10). This will be
seen more clearly when we present the finite temperature numerical
solutions. If the system becomes decoupled, λ12 = λ21 = 0, we recover
two critical temperatures from each condensate respectively:

kBTc1 = 1.13Ωe−
1

λ11 , kBTc2 = 1.13Ωe−
1

λ22 (3.12)

However, real systems with different bands crossing the Fermi level
become connected due to electronic interband scattering. Therefore,
the critical temperature of the system will be dictated by the both
bands and its respective couplings λ11, λ22, λ12 and λ21.

To illustrate better the role of the interband couplings lets consider
with no specific material in mind the following parameters μ = 500
meV, Ω = 50 meV and the following matrix of effective couplings:

(
0.3 λ12

λ21 0.2

)
. (3.13)
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The off-diagonal elements of the interaction matrix (3.13) are also
called Josephson-like coupling due to its similarity with Josephson
effect and its coupling between two superconductors. In what follows
we assume λ12 = λ21 as a sole parameter for the discussion of the
solutions at zero and finite temperature. Therefore for here on we refer
to this coupling between different bands as Josephson-like coupling
which in our case is given only by λ12.

3.1.1 Two-gaps at zero temperature

The critical
temperature in a

two-gap system is
not sensitive to

whether the
scattering of

electrons between
band 1 and band 2 is

attractive or
repulsive.

(a) s+− ↔ s++ transition with degen-
erate solutions. The colored blue
and pink regions denote the s++

and s+− states respectively.

(b) s+− ↔ s++ transition. Degenerate
solutions were removed for illustra-
tive purposes to show that the gaps
are an even function with respect
to λ12.

Figure 3.1: Gaps as function of λ12. The s+− region corresponds to ϕ1 −
ϕ2 = π , while the s++ region corresponds to ϕ1 − ϕ2 = 0.
The transition s+− ↔ s++ is always not smooth and can be
discontinuous (a) or continuous (b).

In the solutions shown in Fig.(3.1), we have adopted the interaction
matrix defined previously in Eq. (3.13). The shadow pink and blue
regions denote the s+−-state and s++-state, respectively. The purple
area in Fig.(3.1a) describes degeneracy of solutions with two possible
values for |Δ1|, two values for |Δ2| and two distinct phases given by the
s++ and s+− states. Fig.(3.1b) presents the same solutions but where
the degenerated solutions were removed to illustrate that the gap
modulus are an even function with respect to λ12. Interestingly for both
figures, the values of the gaps |Δ1| and |Δ2| remain symmetric under
the change of sign of λ12. This means that the critical temperature
of the system is non-sensitive to whether the scattering of electrons
between band 1 and band 2 is attractive or repulsive. This can be
clearly seen from Eq.(3.10) where Tc in a two-gap system is an even
function of λ12.

In Fig.(3.1a) at weak coupling |λ12| < 0.005, we have two sets of
solutions. The first one is given by the increment of both |Δ1|, |Δ2| as
|λ12| increases. The second set of solutions is given by reduction of
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both |Δ1|, |Δ2| as |λ12| increases. We will assume that the former is the
stable solution and the latter is unstable. However, the second solution
can be reached as steady state if we excite the system with light pulses.
Experimentally those light pulses will induce an oscillation of the
measured gaps in the modulus and in the phases. In the literature
those oscillations in the gap modulus and phases are denoted as gap
resonances [48, 69]. Specifically the gap resonances in the modulus are
identified as the Higgs modes and the gap resonances in the phase
with ϕ1 − ϕ2 changing between 0 and π are identified as Leggett
modes. Therefore we expect that the s+− ↔ s++ transition will be ac-
companied by Higgs [66] and Leggett [71] modes. We emphasize that
this gap resonance is only present due to nonzero interband coupling
and is an emergent phenomenon non present in single-gap supercon-
ductors. Interestingly, the Higgs oscillation is more pronounced for
the smaller gap Δ2 than for the larger gap Δ1 and both modes Leggett
and Higgs disappear as the interband coupling λ12 increases, see Fig.
(3.1a). The Higgs and Legget modes in two-gap superconductors have
been proposed and detected experimentally in [69] and [48], see Fig.
3.2. Gap resonances

accompanied by
oscillatory Higgs
and Leggett modes is
an emergent
phenomenon not
present in single-gap
superconductors.

Figure 3.2: (a) Effective free-energy landscape F for a two gap superconduc-
tor, with green and red representing the Mexican-hat potentials of
the smaller and larger gaps, respectively. (b, c, d) Phase difference
Φ1 −Φ2 between the two gaps and magnitude of the gaps as a
function of time t for various interband couplings strengths ν. (e,
f, g) Fourier spectrum of the oscillations in b, c, d. From Ref. [69].
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3.1.2 Two-gaps at finite temperature

In this Section we will adopt the parameters defined for a two-band
system given by Eq.(3.13) and obtain numerical solution by changing
both the temperature and the interband coupling λ12. Particularly we
will focus on positive values of interband coupling which means we
will describe only the s++-state.

(a) Weak coupling, λ12 = 0.001. (b) Medium coupling , λ12 = 0.01.

(c) Strong coupling , λ12 = 0.03. (d) Very strong coupling , λ12 = 0.05.

Figure 3.3: Gaps versus temperature from weak (a) to strong coupling (d).

For an interband coupling equal to zero (λ12 = 0) the system is
decoupled and we have two critical temperatures. On the other hand
any interband coupling different from zero (λ12 = 0) yields to a single
Tc. From Fig. (3.3)a, λ12 = 0.001, we can see that we have a single
Tc due to a small but non vanishing interband coupling λ12 = 0
[122]. When the interband coupling goes to zero, λ12 → 0 the systems
becomes decoupled and we obtained two critical temperatures, around
Tc1 ≈ 23 K for Δ1 and around Tc2 ≈ 5 K for Δ2. In Fig. (3.3)(b), we
increase the value of the interband coupling, λ12 = 0.01, the change
on Tc is small and of the order of ∼ 1 K. Nonetheless the smaller gap
Δ2 presents a substantial different profile as a function of temperature.
For strong coupling, Figs. (3.3)(c,d), λ12 ≥ 0.03, the gaps profile start
deviating from the conventional BCS. This deviation can be estimated
by calculating the BCS-ratio between the gap and Tc, see Table 3.1.

The role of the interband coupling λ12 in two-gap superconductors
is to enhance Tc as λ12 increases. For example, when λ12 ≤ 0.01, Tc is
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λ12 \ bcs ratio 2Δ1
kBTc

2Δ2
kBTc

2Δav
kBTc

0.001 3.50 0.76 2.13

0.01 3.60 1.13 2.37

0.03 3.90 1.70 2.58

0.05 3.95 2.13 3.04

Table 3.1: BCS-ratio from weak to strong coupling. Δav is given by the average
ratio between the two gaps. The single-gap BCS-ratio is 3.53.

dictated by the larger gap which will have a BCS-ratio. For intermediate
couplings (0.01 < λ12 ≤ 0.03), the second band with the smaller gap
becomes relevant and begins to change significantly the value of Tc. In
this regime neither the larger nor the gap average will have a BCS-ratio.
Finally at strong coupling (λ12 > 0.03) is the gap average that controls
the value of Tc and follows a BCS-ratio. See Table 3.1 and Fig. 3.4.

(a) Critical temperature Tc versus λ12.
Presents a quadratic behavior ap-
proximately up to λ12 = 0.05 and
then becomes linear.

(b) BCS-ratio of the gap average versus
λ12. As the interband coupling in-
creases it approaches its single-gap
value of 3.53.

Figure 3.4: Tc and BCS-ratio versus λ12 from weak to strong coupling.

3.1.3 Shape-Resonant Superconductivity in Nanofilms

This Section contains my contribution to the study of shape resonances
in superconducting nanofilms published in Ref. [22].

Films are becoming powerful platforms to find mechanisms for the
enhancement of superconductivity. Furthermore superconductivity in
strongly confined systems at the nano or atomic scale is attracting a
growing interest after the recent observation of a sizable enhancement
of the critical temperature in superconducting FeSe systems when
reduced to monolayers [43] and the observation of superconductivity
above 5 K in graphene doped with Potassium [136]. The multiband
nature of the superconductivity in doped FeSe can also lead to am-
plifications of the superconducting parameters when the chemical
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potential crosses a Lifshitz transition [118] as well as to BCS-BEC
crossover phenomena [98, 99] in a multigap configuration [57, 65, 78,
94]. In this context, superconducting properties are evaluated at mean
field level as a function of the thickness of the nanofilm, in order to
characterize the shape resonances in the superconducting gap.

The objective of this Section is to identify the parameter regime in
which future experiments should directly detect multiple gaps from
weak to strong coupling. Strong enhancement of superconductivity has
been also predicted and observed when all the lateral dimensions of a
bulk superconductor are reduced to the nanoscale, as in nanoparticles,
nanoclusters, and nanocubes [19, 42, 82, 83]. Predictions of large
amplifications of the superconducting critical temperature and of
multigap BCS-BEC crossover phenomena point toward superstripes,
i.e., a system of periodic stripes organized in a superlattice, as an
ideal candidate system to control and enhance superconductivity at
the nanoscale [13–15]. Motivated by the fact that many different bulk
superconducting materials can be used as a starting system to realize
nanostructures, for instance by nanosculpting lithography [38], we
can investigate theoretically the nature of the superconducting shape
resonances in metallic nanofilms, tuning the parameters of the pairing
interaction from weak to strong coupling, and considering different
values of the energy scale of the pairing. For a review on theory
and experiments discussing the multiband and multigap physics of
superconducting nanofilms, see Refs. [86, 116]. The shape resonances
in the superconducting gaps at zero temperature are characterized in
terms of the amplification with respect to the bulk value of the gap
and the width of the resonance, where formation of a multicondensate
with multiple gaps can be observed. We find that the most pronounced
shape resonances are generated for weakly coupled superconductors,
while approaching the strong coupling regime the shape resonances
are rounded by a mixing of the subbands due to the large energy
gaps extending over large energy scales. Finally, we find that the
spatial profile, transverse to the nanofilm, of the superconducting gap
acquires a flat behavior in the shape resonance region, indicating that
a robust and uniform multigap superconducting state can arise at
resonance.

In 2004 shape resonances were observed in superconducting metallic
nanofilms of Pb [36, 59, 105] and first evidences of shape resonances in
the superconducting critical temperature in metallic nanowires of Sn
and Al [3, 113, 117] clearly established the importance of the interplay
between quantum size effects and superconductivity when the lateral
dimensions of the system are reduced to the order of the interparticle
distance or the pair correlation length [18, 86, 100, 116, 125]. It is
important to note that current experiments on nanofilms reporting
shape resonances in the gap and in the critical temperature [36, 59,
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105] do not find evidences for multigap superconductivity close to the
shape resonances.

It is known that the amplification of the resonances is controlled
by the pairing strength, while the width of the resonance depends
on the energy cutoff of the pairing interaction. Note that recently a
heterostructure of superconductors and insulating barriers has been
proposed to generate multigap superconductivity also outside the
shape resonance region [33]. The chemical potential renormalization
at fixed density is also explored, which is important when the system
is close to a shape resonance and the gap becomes a large energy
scale with respect to the distance of the chemical potential to the Lif-
shitz transitions [63, 102]. In this situation, a mixture of BCS-like and
crossover BCS-BEC pairs is realized [23, 58, 115], providing the best
condition to stabilize the detrimental superconducting fluctuations
[101] which can be strong in reduced dimensionality [79]. We also
investigate the spatial profile of the superconducting gap parameter
and of the density of electrons. We find that the shape resonant super-
conductivity is characterized by a flat behavior of the gap profile, to
be contrasted with a many-peak gap outside resonance. Resonant su-
perconductivity is therefore the most robust phase of superconducting
nanofilms in the strong quantum confinement regime.

Our system will consist of electrons confined in a thin metallic slab
with infinite potential walls. In the direction parallel to the film, the
electrons have a parabolic dispersion with an effective mass equal
to the bare mass of the electrons. In the direction perpendicular to
the film the motion of the electrons is quantized, with formation of
discrete single-particle energy levels, as given by the solution of the
uni-dimensional Schrödinger equation [3, 18]. Hence, the electronic
subbands have the following form:

ξn(�k) =
|�k|2
2m

+ En − μ; En =
1

2m

(nπ

L

)2
, (3.14)

where�k is the wave-vector of the electrons parallel to the film, m is
the effective mass, μ is the chemical potential, and En are the discrete
energies of the subband bottoms. The index n = 1, 2,... labels the
electronic subbands. For a given chemical potential, the Fermi surface
exhibits a number of concentric circular 2D Fermi sheets. The reduced
Planck constant (h/2π) is taken equal to unity throughout this Section.
The electrons interact via an effective attraction characterized by an
interaction strength V0 and an energy cutoff ω0. The effective pairing
attraction of the bulk system is taken in a separable form, as in [18].
Moreover, because in the case of nanofilms, the motion along the z-axis
is tightly bound, the bare strengths of the potential that control the



42 multigap and multicomponent superconductivity

CBPs, and the interband exchange (Josephson-like) pairing between
the two subbands are related by

V0
nm = V0(1 +

1
2

δnm). (3.15)

This expression is due to the overlap integral of the single-particle
wave-functions, as arising from the Anderson approximation to the
full Bogoliubov - de Gennes (BdG) equations (a detailed derivation of
the above expression and other equations of this Section can be found
in Ref. [34]). A comparison between the Anderson approximation and
the exact BdG solution is available in [124]. Therefore, the quantum
confinement in superconducting nanofilms is able to generate different
intraband and pair exchange interactions, but the partial condensates
of each subband are strongly coupled by the pair exchange terms,
being the intraband term only 50 % larger than the pair exchange. As
we will see below, this behavior is at the origin of a not too evident
multigap structure in single superconducting nanofilms. We note also
that this large pair-exchange interaction will prevent the resonant
condensate to enter the BEC regime at strong coupling [57]. The
pairing potential can be written as

Vnm(�k,�k′) = −V0
(

1 +
δnm

2

)
Θ(ω0− |ξ(�k)|)Θ(ω0− |ξ(�k′)|), (3.16)

where V0 is the (positive) strength of the attractive potential. The
�k-dependence of the (isotropic s-wave) gaps is a consequence of the
separable form of the interaction of Eq. (3.16) and its given by

Δn(�k) = ΔnΘ(ω0 − |ξ(�k)|). (3.17)

The coupled mean-field equations for the gaps take the form origi-
nally introduced for two-band superconductors [122]:

Δn(�k) = − 1
Ω ∑

m,�k′
Vnm(�k,�k′)

Δm(�k′)

2
√

ξ2
m(�k′) + Δ2

m(�k′)
, (3.18)

Ω being the surface area of the nanofilm.
The total density of the conduction electrons ne is fixed at values

typical for metals, ne = 1022/cm3, corresponding to a non interacting
Fermi energy in the bulk EF = 1.7 eV, which will be our reference
value for the chemical potential in the nanofilms in the limit of large
thicknesses. At a mean field level at T = 0 K the density equation is
given by

ne =
2
Ω ∑

n,�k

1
2

⎡
⎣1− ξn(�k)√

ξ2
n(�k) + Δn(�k)2

⎤
⎦ . (3.19)
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The sums over �k are replaced by two-dimensional integrals over
momenta and then by integrals over the energy variable, after intro-
ducing the 2D density of states N2D = m/(2π). The integrals of (3.18)
and (3.19) can be expressed in a closed form, as shown in Ref. [3].

Now we will evaluate also the spatial profile of the total supercon-
ducting gap Δ(z) and the total density of conduction electrons ne(z)
along the direction transverse to the nanofilm. Within the Anderson
approximation we have,

Δ(z) = V0 ∑
n
|Ψn(z)|2Δn

∫ dEN2D

2
√
(E + En − μ)2 + Δ2

n
, (3.20)

ne(z) = 2 ∑
n
|Ψn(z)|2

∫
dEN2Dv2

n(E), (3.21)

where Ψn(z) =
√

2/L sin(nπz/L) is the single particle wave-function
along the z direction corresponding to the energy level En, solution of
the Schrödinger equation in the transverse direction with infinite wall
potential. The extremes of the integral are the same of the coupled self-
consistent gap and density equations, determined by the entering and
exiting of each subband bottom En from the Debye energy window.
In the density profile of (3.21), the contribution of the free electron
density outside the Debye energy window (hence, with zero gaps) is
also included.

In Fig. 3.5, we report the superconducting gap in the first subband
as a function of the nanofilm thickness for different 3D couplings,
from weak (λ = 0.3) to very strong coupling (λ = 2.0), at fixed energy
cutoff of the pairing interaction (ω0 = 300 K). The gaps are normalized
to their bulk value, obtained in the limit of large thickness (kFL >> 1).

In Table 3.2 , we report the bulk values of the gap for different
couplings, from the weak (λ < 0.6) to the strong (λ > 1.0) coupling
regime. In the third column of Table 3.2, we show the amplification
factor A = Δmax/Δbulk of the gap at the shape resonance, taken in the
ultrathin regime at L = 0.8 nm. For weak coupling, the gap amplifi-
cation is large, while it approaches values of order unity for stronger
couplings. Therefore, weakly coupled superconductors are the best
candidate to observe quantum size effects and shape resonances in
the superconducting gaps (and in the critical temperature).

Note that increasing the thickness L the amplification A becomes
less dependent on the coupling. Interestingly for experimental detec-
tion, even for the large thickness L = 5 nm, the amplification of the
gap is approximately 1.25, which is a measurable effect in all practical
cases.

In Fig. 3.6, we show the superconducting gaps in the first subband
and in the last subband contributing to the pairing as a function of
the nanofilm thickness tuned around a shape resonance (Nres = 10)
for different values of the energy cutoff ω0, at fixed coupling strength
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Figure 3.5: Superconducting gap in the first subband Δ1 as a function of
the film thickness L for different couplings. Δ1 is normalized to
the corresponding bulk values of the gap Δbulk determined for
different couplings.

λ Δbulk
ω0

A

0.3 0.073 2.98

0.6 0.394 1.85

1.0 0.855 1.61

1.5 1.399 1.54

2.0 1.926 1.50

Table 3.2: Bulk values of the gap normalized to ω0 and the amplification
factors A = Δmax/Δbulk at L = 0.8 nm for the different couplings
λ here considered

chosen in the intermediate coupling regime (λ = 0.6). As in Fig. 3.5,
the gaps are normalized to their bulk value, obtained in the limit of
large thickness (kFL >> 1), see Table 3.2. As one can see, the multigap
regime of the superconducting condensate is present only in the shape
resonant region, and for the here-considered cases we have all the
gaps equal (Δ1 = Δ2 = ... = Δ9), except the gap of the last subband
(Δ10). For ω0 = 300 K, the largest difference between these gaps is
found at the anti-resonance, with a factor 1.05 of difference for the
resonance Nres = 10 at L = 4.56 nm, and the width of the resonance
having multigap character is found over width-span δL = 0.07 nm.
Increasing the energy cutoff to ω0 = 1500 K, the width-span of the
resonance showing multiple gaps increases to δL = 0.37 nm, which is
now a range of thicknesses realizable in current nanofilm deposition
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processes. It is therefore crucial to consider systems with large energy
cutoffs and in the weak coupling regime to amplify in size and in width
the multigap resonant character of the confined superconductors, in
order to be able to access experimentally the interesting multigap
regime, never observed in the single superconducting nanofilms.

Figure 3.6: Δ1 and Δ10 as function of thickness, close to a shape resonance,
and normalized to Δbulk. The aim is to study the width of the
shape resonance as a function of the cutoff energy and multigap
structure of the condensate.

In Fig. 3.7, the chemical potential as a function of thickness for
different couplings and two different cutoff energies is reported. The
chemical potential μ is normalized with respect to the Fermi energy
of the three dimensional (3D) bulk non interacting system EF , value
that is approached in the limit (kFL >> 1). Since we work at fixed con-
duction electron density, the chemical potential is renormalized by the
discrete structure of the electronic levels and by the superconducting
gap opening. The main effect is the discreteness of the levels, while the
gap opening, both in value and in energy extension (2ω0), determines
differences only around the shape resonant region, differences which
become sizable when ω0 and the gaps increases in the strong coupling
regime. We find that in the ultrathin limit L < 3 nm, the solution of
the coupled gaps and density equations is important and it is not
possible to work at fixed chemical potential to get the precise locations
in L of the shape resonances.

Figure 3.8 shows the total gap profile Δ(z) along the direction trans-
verse to the film (z), evaluated according to (3.20). For the case λ = 0.6
and ω0 = 300 K, we consider three cases: the thickness L = 2.210 nm
at the N = 4 antiresonance, L = 2.222 nm very close to the shape
resonance, and L = 2.270 nm outside and above the shape resonance.
The results shown in Fig. 3.8 indicate an interesting behavior of the su-
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Figure 3.7: Chemical potential as a function of thickness for different cou-
plings and different ω0 at fixed density.

perconducting gap profile: Δ(z) outside resonance displays the Friedel
oscillations, as already discussed in Ref. [3], together with the vanish-
ing of the gap profile at the boundaries due to infinite-wall boundary
conditions. The new interesting property reported here is a quite flat
behavior of Δ(z) when the nanofilm thickness L is tuned very close to
the shape resonance, see the case L = 2.222 nm in Fig. 3.8. We have
also analyzed other shape resonances for larger L, finding an even
flatter behavior at resonance, owing to the larger number of harmonics
entering in the calculation of Δ(z). Regarding the electron density
profile ne(z) of (3.21), we have found a very flat dependence of ne(z)
at the center of the nanofilm, with tiny oscillations as a function of
z (less than 10 % of the maximal density). Therefore, close to shape
resonances the superconducting ground state of the nanofilms in the
quantum-size regime appears to be quite uniform, with the exception
of the boundaries (for more realistic boundary conditions, see [133],
together with sizable amplifications of the gaps, and hence it points
toward an optimized shape-resonant superconductivity.

In this Section we have shown that near the shape resonances the
ground state strongly depend on the microscopic details of the pairing
interaction. The amplification of the superconducting gap is the largest
in the ultrathin limit and in the weak-coupling regime of pairing. The
same amplification is progressively reduced when the coupling is
increased toward strong coupling. The width of the shape resonance
is instead governed by the energy cutoff of the pairing interaction: the
range of thicknesses of the nanofilms in which superconductivity is
shape-resonant increases for increasing energy cutoff, allowing the
formation of a multicondensate and multigap superconducting phase
in the shape-resonant region. Interestingly, the gap profile along the
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Figure 3.8: Superconducting gap profile along the transverse direction z for
λ = 0.6 and ω0 = 300 K. Δ(z) is normalized by ΔTot, the integral
over z of the gap profile itself. Three different thicknesses are
considered, before, at, and after the Nsub = (4, 5) shape resonance.

transverse direction of the nanofilm indicates a uniform and robust
superconducting state at resonances. The multigap properties at reso-
nance may be detected by next generation nano-ARPES [12, 106] or
nano-STM measurements [21], which are in construction to investi-
gate structural and electronic complexity in high-Tc superconductors.
Therefore, we conclude that the optimal shape resonant supercon-
ductors can be realized starting from intermediate to weak-coupling
bulk superconductors having large energy cutoffs, as in FeSe mono-
layers or doped graphene systems, reducing one or more dimensions
to the nano or atomic scale. The self-consistent system of equations
governing the shape resonances for the multiple gaps and the chem-
ical potential in superconducting nanofilms have been investigated
recently both at an analytical and numerical level in Refs. [132, 133],
with their focus on the role of different boundary conditions of the
nanofilms and the continuity of the shape resonances as a function of
thickness.

3.2 multicomponent ginzburg-landau theories

As we saw in Section 3.1, superconductors with different bands can
present multiple gap openings in the density of states. These different
bands can be incorporated within the Gor’kov Green function for-
malism as presented in Eq.(3.3). In this context, a question naturally
arises: What is the Ginzburg-Landau equation coming from a multigap
superconductor? To answer this question we must review the micro-
scopic derivation of the GL equation from the BCS-Hamiltonian using
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the Green function formalism introduced in Section 2.3.2. This micro-
scopic derivation not only reproduces qualitatively the GL equations
(2.68) and (2.69) but also introduces some factors that are material
dependent, e.g. the density of states and the electrical charge 2e. It
is the purpose of the present Section to derive the Ginzburg-Landau
equation for a N-band system which contains only intraband pairing
and show how in such a system we have only a single order parameter.

3.2.1 Multicomponent Ginzburg-Landau equation

Following the seminal derivation of the GL equations by Gor’kov [53,
54], Tilley extended the derivation for the case of two-band super-
conductors [126]. Later the same has been done for three, four and
more components. A review of the Gor’kov derivation for multiband
superconductor can be found in [96]. In presence of IBP only, the
Hamiltonian (3.3) is diagonal over the band index1. This means that
derivation for each component is obtained independently for each
band and therefore we need to repeat the steps presented in Section
2.3.3 for each band separately. Once the calculation is done, the gaps
equations for a N-band system become:

⎛
⎜⎜⎜⎜⎜⎝

Δ1

Δ2
...

ΔN

⎞
⎟⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎜⎝

g11 g12 . . . g1N

g21 g22 . . . g2N
...

... . . .
...

gN1 gN2 . . . gNN

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎝

R1[Δ1]

R2[Δ2]
...

RN [ΔN ]

⎞
⎟⎟⎟⎟⎟⎠ . (3.22)

The above Eq.(3.22) is equivalent to Eq.(2.111) of the derivation for
the single component case where now the band index is denoted by
the Latin letters i, j, .... The full expressions for Ri[Δi] is given by

Ri[Δi] = AiΔi + aiτΔi − bi|Δi|2Δi + Ki�D2Δi, (3.23)

Ai = Ni(0) ln
(

2eγΩ
πTc

)
, ai = Ni(0), (3.24)

bi = Ni(0)
7ζ(3)
8π2T2

c
, Ki = Ni(0)

v2
i

6
7ζ(3)
8π2T2

c
, (3.25)

where �D = h̄/i�∇− 2e/c�A is the covariant derivative and
Ni(0) band dependent density of states,

γ Euler constant,

Ω average energy scale of the effective interaction,

vi band-dependent Fermi velocity,

ζ(x) Riemann zeta function.

1 This is not longer true in presence of CBP as we will see in the next Chapter.
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It is important to note that in Eq. (3.22) we have omitted the τ

expansion for clarity. Nonetheless, the τ expansion can be restore by
adopting the same procedure described in the previous Chapter in Eq.
(2.84), which for the multiband case now reads as follows:

Δi → τ1/2Δi �x → τ−1/2�x, �∇ → τ1/2�∇, (3.26)

Now, to elucidate better the interplay between the different GL-
components, lets consider the two-component case. From Eq. (3.22)
when N = 2 we obtain:

(
Δ1

Δ2

)
=

(
g11 g12

g21 g22

)(
R1[Δ1]

R2[Δ2]

)
. (3.27)

The above Eq. (3.27) is the version derived by Tilley [126]. Multiply-
ing its first row by g22 and using the second row, we obtain:

(g11g22 − g12g21)R1Δ1 − g22Δ1 + g12Δ2 = 0. (3.28)

In the above equation we identify the determinant of the 2× 2 in-
teraction matrix gij as det g = g11g22 − g12g21. An analogous equation
can be obtained for Δ2, thus the system of equations (3.27) can be
written as

−K1�D2Δ1 − α1Δ1 + b1|Δ1|2Δ1 + γ12Δ2 = 0, (3.29)

−K2�D2Δ2 − α2Δ2 + b2|Δ2|2Δ2 + γ21Δ1 = 0, (3.30)

where the new coefficients are:

γij = −
gij

det g
, α1 = A1 − g22

det g
+ a1τ, α2 = A2 − g11

det g
+ a2τ.

(3.31)

The set of Eqs. (3.29) and (3.30) corresponds to the two-component
Ginzburg-Landau equation whose free energy is given by:

∑
i=1,2

[
Ki|�DΔi|2 − αi|Δi|2 + bi|Δi|4

]
+ γ12(Δ∗1Δ2 +Δ1Δ∗2) +

�h2

8π
, (3.32)

where�h = �∇× �A. From Eq.(3.32), we can take the variational principle
with respect to the vector potential �A and obtain Ampere’s law for a
two band superconductor.
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After the formulation of the two-component Ginzburg-Landau
equation in 1964, hundreds if not thousands of articles were pub-
lished related to this topic. Even an intermediate state, so called 1.5-
superconductivity was proposed [6, 7]. This state is originated by the
mismatch of GL characteristic lengths between the two GL components.
This means that one component behaves as type I and the other as
type II2.

In 2011 the community of researchers working with multicomponent
GL theories went through a huge step back regarding the validity of the
multicomponent GL equations [67]. The problem was the introduction
of higher order terms beyond the Gor’kov domain. As we mentioned
in Section 2.3.2, the coupling between the different GL components is
the cause of this flaw.

To understand what went wrong, lets consider the equation for Tc.
Expanding each gap according to Eq. (3.26) in Eq. (3.22) and collecting
the terms proportional to τ1/2, we get:

⎛
⎜⎜⎜⎜⎜⎝

g11A1 − 1 g12A2 . . . g1NAN

g21A1 g22A2 − 1 . . . g2NAN
...

... . . .
...

gN1A1 gN2A2 . . . gNNAN − 1

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎝

Δ1

Δ2
...

ΔN

⎞
⎟⎟⎟⎟⎟⎠ = 0. (3.33)

From the determinant of the matrix (3.33) and using Eq. (3.24), we
obtain a polynomial whose largest root will give us the expression
for critical temperature, Tc. Considering that the multicomponent GL

equation is an expansion around T = Tc, we can substitute Eq.(3.33)
into Eq.(3.22). Therefore the multicomponent GL equation becomes:

⎛
⎜⎜⎜⎜⎜⎝

g11 g12 . . . g1N

g21 g22 . . . g2N
...

... . . .
...

gN1 gN2 . . . gNN

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎝

a1τΔi − b1|Δ1|2Δ1 + K1�D2Δ1

a2τΔi − b2|Δ2|2Δ2 + K2�D2Δ2
...

aNτΔN − bN |ΔN |2ΔN + KN�D2ΔN

⎞
⎟⎟⎟⎟⎟⎠ = 0.

(3.34)

If the coupling matrix gij is not singular, then Josephson couplings
given by Eq. (3.31) do not appear in the GL domain or canonical
Gor’kov derivation. Then system of Eqs. (3.34) remains coupled only
via the vector potential �A. However, in zero field we have:

Δ2
i0 =

aiτ

βi
, → Δ2

i0

Δ2
j0
=

aiβ j

ajβi
. (3.35)

2 The name 1.5-superconductivity states that the densities of states describing each
component are exactly equal, which is too restrictive. Therefore, it is better to refer to
it in general terms as an intermediate state.
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Eq. (3.35) shows that the ratio between two different components
of the GL equation is temperature independent within the canoni-
cal Gor’kov derivation. Therefore the different GL components must
vary on the same length scale and cannot present different coherence
lengths. This breaks the foundation not only of 1.5-superconductivity
but also any multicomponent GL theory.

3.2.2 Reconstruction of the order parameter

We know from the above Section 3.2.1 that there should be only one
length scale ξGL in the multicomponent GL equation, so which one of
the N length scales is the correct one? ξ1, ξ2, ... or ξN? To identify the
correct GL length we need to reconstruct the OP taking into account
the contribution of the different components of the GL equations [96,
131].

The reconstructive procedure begins by expanding the gaps as
a function of temperature using Eq. (2.93) and then systematically
solving the different equations given by the factors proportional to
τ1/2 and τ3/2 respectively. The terms proportional to τ1/2 will give us
Eq.(3.33) whose largest eigenvalue will correspond to the determinant
of the matrix in Eq.(3.33),

L =

⎛
⎜⎜⎜⎜⎜⎝

g11A1 − 1 g12A2 . . . g1NAN

g21A1 g22A2 − 1 . . . g2NAN
...

... . . .
...

gN1A1 gN2A2 . . . gNNAN − 1

⎞
⎟⎟⎟⎟⎟⎠→ detL = 0. (3.36)

The solution of detL = 0 with the largest eigenvalue will give us Tc.
Furthermore, from the each eigenvalue we can construct an orthogonal
basis �ηi, where i = 1, ..., N. The eigenvector associated to Tc can be
written as

⎛
⎜⎜⎜⎜⎜⎝

Δ(0)
1 (�r)

Δ(0)
2 (�r)

...

Δ(0)
N (�r)

⎞
⎟⎟⎟⎟⎟⎠ = ψ(�r)

⎛
⎜⎜⎜⎜⎜⎝

1

c21
...

cN1

⎞
⎟⎟⎟⎟⎟⎠ , (3.37)

where Δ(0)
i corresponds to the leading order of the gap expansion in

terms of τ and the coefficients cNi are constants which are obtained
by solving Eq.(3.33). We note that Eq. (3.37) corroborates the assertion
by Kogan and Schmalian that within the GL domain all components
are strictly proportional to one another Δi ∝ Δj [67], see Eq. (3.35).
Therefore the position dependence of all components is given by ψ(�r).
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Now, the terms proportional to τ3/2 will give us the following
equation

L�Δ(1) + �W[�Δ(0)] = 0, �W =

⎛
⎜⎜⎜⎜⎜⎝

W1

W2
...

WN

⎞
⎟⎟⎟⎟⎟⎠ (3.38)

where �Δ(1) corresponds to the next to the leading order of the gap
expansion in terms of τ. The expressions for �Δ(1) and Wi are

�Δ(1)T = (Δ(1)
1 , Δ(1)

2 , . . . , Δ(1)
N ), (3.39)

Wi = aiΔ
(0)
i − bi|Δ(0)

i |2Δ(0)
i + Ki�D2Δ(0)

i . (3.40)

We note that Eq. (3.38) mixes contributions from different orders in
the τ-expansion of the OP. Fortunately this new contribution is linear
and can be disregarded by a properly chosen basis. Therefore, we
proceed as follows:

1. We obtain the mutually orthogonal basis {�ηi}, which includes the
eigenvector with zero eigenvalue, i.e. the eigenvector of Tc given
by Eq. (3.37).

2. Expand the next to the leading order OP in the new basis {�ηi}:

Δ(1)(�r) = φ1(�r)�η1 + φ2(�r)�η2 + · · ·+ φN(�r)�ηN . (3.41)

3. Substitute Eqs.(3.37) and (3.41) into Eq.(3.38), note that φ1(�r) will
not appear:

φ2L�η2 + φ3L�η3 + · · ·+ φNL�ηN + �W[ψη1] = 0. (3.42)

4. Project Eq.(3.42) onto �η1, which will give us the standard form
of the GL equation(

−K�D2 − a + b|ψ(�r)|2
)

ψ(�r) = 0, (3.43)

where the coefficients are given by

K = K1 + c2
21K2 + c2

31K3 + · · ·+ c2
N1KN , (3.44)

a = a1 + c2
21a2 + c2

31a3 + · · ·+ c2
N1aN , (3.45)

b = b1 + c4
21b2 + c4

31b3 + · · ·+ c4
N1bN . (3.46)

The above steps describe the reconstruction of the order parameter
of a multicomponent GL theory, whose equation is given by (3.43). The
coherence length of this OP is then given by

ξGL =
K
aτ

, (3.47)
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where K and a contain the contributions of all bands and are given by
Eqs. (3.44) and (3.45) respectively.

It is important to underline that the microscopic order parameters
given by the gap openings Δi are not longer equal to the GL order
parameter ψ(�r). However they are related by Eq. (3.37).

In this Chapter we have reviewed the standard properties and emer-
gent phenomena in multigap superconductors. In particular Higgs and
Leggett modes which accompany the s+− ↔ s++ transitions, are the
most distinctive features of these systems. On the other hand we have
underline the problems regarding the foundation of multi-component
superconductors within the Gor’kov domain. In the next two Chap-
ters we will introduce from first principles the possibility of Cooper
pairs belonging to different bands. Then we will study its emergent
phenomena in multigap systems with both IBP and CBP and discuss its
implications in MgB2 and (BaK)Fe2As2. Consecutively we will review
the foundation of multi-component GL theories when crosspairing is
included.





Part II

S U P E R C O N D U C T I V I T Y W I T H I N T R A B A N D
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M I C R O S C O P I C T H E O RY O F C R O S S PA I R I N G

Multiband superconductivity is known to promote novel quantum
phenomena of great fundamental importance and versatility [86]. Re-
cent examples are optically excited collective modes in multiband
MgB2 [48] and the emergent phenomena at the BCS-BEC crossover
in FeSe [60]. Further scientific appeal of multiband superconductivity
stems from its pronounced tunability. External pressure, lattice strain
effects, gating, chemical doping, photo-induction, quantum confine-
ment and surface effects are all able to move and change the band
dispersions and the position of the chemical potential with respect
to Lifshitz transitions [25, 26, 73, 74, 104], where superconducting
properties can radically change.

To date, multiband electronic structure is proven to be of crucial
importance in rather versatile superconducting systems, such as MgB2

[92], iron-based compounds [16, 31, 61, 139], superconducting nanos-
tructures [116], 2D electron gases at interfaces [88, 129, 134], metal-
organic superconductors [142], etc. In such multiband superconduc-
tors, the pairing interaction can promote a Cooper pair formation
within a single band or between electrons in different bands. The
former is called intraband pairing an the latter is termed “cross-band
pairing" or simply “crosspairing". This pairing is to be distinguished
from the Josephson-like pair transfer between the intraband conden-
sates, which is usually taken as their sole coupling in multiband
superconductors. CBP and IBP are intuitively competitive, therefore it
is necessary to understand their interplay qualitatively and quanti-
tatively, together with associated changes in physical properties and
observables. Such understanding is far from established, as cross-
pairing and its competition with IBP were mostly neglected in the
studies to date. In superfluid systems with at least two fermionic
species, the partially overlapping bands at the Fermi level are prone
to crosspairing, as discussed in Refs. [56, 75]. In superconductors, the
hybridization of multiple bands close to the Fermi level is favorable
for cross-band pair formation. This occurs in the iron-based supercon-
ductors (FeSCs) which present strongly hybridized orbitals [89, 91],
cuprates with the hybridization of dx2−y2 and dz2 orbitals [81, 123], and
also in the heavy-fermion compounds, where crosspairing between
electrons with f and d orbital character has been considered [32].
Even without hybridization, the plain proximity of multiple bands
can facilitate crosspairing, as is constraint to bound states whose total
momentum is zero. For example is two bands are close to each other
crosspairing becomes energetically favorable, see Fig. 4.1.

57
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4.1 conditions for cross-band pairing formation

There are two situations that can facilitate crosspairing:

1. Band Proximity. Cooper pairs with zero momentum forbids CBP

of electrons if the interband distance c1 − c2 is larger than 2Ω,
where Ω is the average energy scale of the effective interaction,
e.g. the Debye frequency for phonon mediated superconductors
and c1, c2 are the initial gap energies of band 1 and band 2, see
Fig. 4.1.

Figure 4.1: Two parabolic bands ξ1 (blue) and ξ2 (red) with the same cur-
vature and separated by a distance c2 − c1 < 2Ω. The (purple)
shadow is projected on the momentum states where CBP is feasible
and is given by (A1 ∩ A2) ∪ (B1 ∩ B2).

2. Band hybridization. One naturally introduces crosspairing in
a multiorbital Hamiltonian with hybridization. For example,
consider the mean field Hamiltonian of the effective two-orbital
tight-binding model [90],

HMF =

⎛
⎜⎜⎜⎜⎝

ξxx ξxy Δ1 0

ξxy ξyy 0 Δ2

Δ1 0 −ξxx −ξxy

0 Δ2 −ξxy −ξyy

⎞
⎟⎟⎟⎟⎠ , (4.1)

where its orbital basis is (d†
�k,x,↑, d†

�k,y,↑, d−�k,x,↓, d−�k,y,↓).



4.2 n-band hamiltonian with crosspairing 59

The mixed kinetic terms from the Hamiltonian (4.1) come from
the hybridization between the dxz and dyz orbitals of Fe. Those
terms can become diagonal by an appropriate unitary transfor-
mation H′

MF = U−1HMFU,

H′
MF =

⎛
⎜⎜⎜⎜⎝

ε1 0 V12 V1

0 ε2 V2 V12

V12 V2 −ε2 0

V1 V12 0 −ε1

⎞
⎟⎟⎟⎟⎠ , (4.2)

the above Hamiltonian is written in the band basis, (c†
�k,1,↑, c†

�k,2,↑, c−�k,2,↓, c−�k,1,↓)
where V1 and V2 are the intraband pair amplitudes and V12 is
the cross-band pair amplitude.

4.2 n-band hamiltonian with crosspairing

The simplest inclusion of cross-band pairs will make the mean-field
Hamiltonian non diagonal with respect to the band index:

H = ∑
iσ

∫
d3�xψ†

iσTiψiσ + ∑
ij

∫
d3�x

[
ψ†

i↑ψ
†
j↓Δij + c.c

]
, (4.3)

where i, j = 1, 2, . . . , N, represents the band index of the N-band
system and σ =↑, ↓ the spin. The kinetic energy of the electrons is
Ti = −h̄2∇2/2mi − μ + ci, with chemical potential μ and initial band
energy ci. The pair amplitudes are given by

Δij (�x) = −∑
kl

gij,kl
〈
ψk↓ (�x)ψl↑ (�x)

〉
, (4.4)

the above expression for Δij is usually referred as the gap for systems
with only intraband pairing or systems with only cross-band pairing,
however in the following Chapters of this thesis we should refer to it
as pair amplitudes or order parameters to avoid confusion with the
gap opening in the density of states. As we will see later these two
concepts do not longer coincide when one includes intraband pairing
and cross-band pairing simultaneously.

The number of pair amplitudes is 2N for N even and 2N − 1 for
N odd and the number of matrix element gij,kl is (3N)2/4 for N even
and (3N − 1)2/4 for N odd, see App. A.1. However, we will assume
that the Hamiltonian Eq. (4.3) presents crosspairing only every two
bands (Δ12, Δ34,. . . ). For example, for the 4−band system we have that
g13,13 = g14,14 = g23,23 = g24,24 = 0.

The spectra of electrons in presence of only IBP are BCS-like:

ε2
i = ξ2

i + |Δii|2, ξi =
�k2

2mi
− μ + ci. (4.5)
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The wave-vector structure of the interaction matrix elements is
approximated by a separable potential, in which the interaction among
the electrons is active only for an energy window around the Fermi
surface, modeled with step-like functions, which induces a step-like
behavior in the pair amplitudes:

Δij(�k) = Θ(Ω− |ξi(�k)|)Θ(Ω− |ξ j(�k)|)|Δij|eiϕij . (4.6)

Now we use Gor’kov Green function formalism to obtain the pair
amplitude equations for a two-band system. Details of this calculation
can be found in the Appx. A.1.The energy spectra

and the pair
amplitude equations

are phase sensitive in
presence of both IBP

and CBP.

Δij = ∑
kl

gij,kl

∫ d3�k
(2π)3 Δkl

{
χ+

kl(θ) f [E+(θ)] + χ−kl(θ) f [E−(θ)]
}

, (4.7)

f [E] =
tanh

(
βE
2

)
2E

, χ±kl(θ) = 1± 1
b(θ)

χkl(θ), (4.8)

where θ = 2ϕ12 − ϕ11 − ϕ22.
The expressions for χkl(θ) and b(θ) are

χ11 = ε2
1 − ε2

2 + 2|Δ12|
(

1 +
|Δ22|
|Δ11| e

iθ
)

, (4.9)

χ22 = ε2
2 − ε2

1 + 2|Δ12|
(

1 +
|Δ11|
|Δ22| e

iθ
)

, (4.10)

χ12 = (ξ1 − ξ2)
2 + |Δ11|2 + |Δ22|2 + 2|Δ11||Δ22|e−iθ , (4.11)

b(θ) =
√(

ε2
1 − ε2

2

)2
+ 4 |Δ12|2�χ12(θ). (4.12)

The system of equations given by (4.7) generalize the gap equations
of system with only IBP to systems with both IBP and CBP. Those
equations were originally derived by Korchorbe and Palistrant in [68]
and later by Arkady in [116]. However in none of those publications
were reported the phase dependence of the pair amplitude equations
which is a new result of the present thesis.

The crosspairing pair amplitude Δ12 hybridizes the energy spectra
of the two BCS-like excitation branches:

E±(θ) =
√

1
2

(
ε2

1 + ε2
2 + 2 |Δ12|2 ± b(θ)

)
, (4.13)

from the above equation if one takes the limit Δ12 = 0, we recover the
spectra of the electrons given by (4.5) which are the BCS-like spectra
in presence of only intraband pairing.

We emphasize here that angle θ will introduce new degrees of
freedom not present in systems with only IBP or CBP. Now, in presence
of both IBP and CBP the relative phase between condensates can change
from 0 to π depending if the scattering between electrons between
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different bands is attractive or repulsive. This phase dependence is
different from the Josephson-like coupling which is given by the
interband coupling, e.g. in a two band system is proportional to λ12.
However in presence of crosspairing this new phase dependence will
not only affect the pair amplitude equations but also the energy spectra
of the electrons and the gap openings in the density of states (DOS).

The gap openings can be obtained from the spectra (4.13) as follows:

Δ±(θ) = E±(θ)|ξ1,2=0. (4.14)

These are the two gaps Δ±(θ) present in the DOS, however these
gaps no longer correspond to the energy needed to break intraband
Cooper pairs, (as is with purely IBP). Instead, they describe the energy
needed to break both IBP and CBP. Therefore, the pairing amplitudes
(i.e. the order parameters Δ11, Δ22 and Δ12) do not correspond to the
measurable gaps openings in the density of states.

4.3 analytic solutions

We are able to obtain analytical solutions at T = 0 K, for a two-band
system with overlapping bands and zero Josephson-like couplings.
This means that ξ1 = ξ2 and Δ11 = Δ22. Therefore, at T = 0 K and
overlapping bands the system given by Eq (4.7) is reduced to only two
equations:

Δ11 = g1111

∫ d3−→k
(2π)3 Δ11

⎛
⎝1 + |Δ12|

|Δ11|δ(θ)
4E+

+
1− |Δ12|

|Δ11|δ(θ)
4E−

⎞
⎠ , (4.15)

Δ12 = g1212

∫ d3−→k
(2π)3 Δ12

⎛
⎝1 + |Δ11|

|Δ12|δ(θ)
4E+

+
1− |Δ11|

|Δ12|δ(θ)
4E−

⎞
⎠ , (4.16)

where the coupling matrix gij,kl is defined after Eq.(4.4). In this case,
the energy spectra and excitation gaps are,

E±(θ) =
√

ξ2
1 + Δ2±(θ), (4.17)

Δ±(θ) =
√
|Δ11|2 + |Δ12|2 ± |Δ11||Δ12|

√
2(1 + cosθ). (4.18)

We note, that the energy spectra E± and effective gaps Δ± are phase
dependent. Now, for θ = 0, the presence of crosspairing makes Δ+

larger while Δ− gets smaller, i.e. induces a gap splitting. Interestingly,
a gapless state is obtained when the intraband pair formation and
cross-band pair formation are energetically equally favorable, thus
Δ12 = Δ11. On the other hand, for θ = π, we have total degeneracy In a two-band

system the gap
splitting and the
gapless state
signature the
presence of
crosspairing.
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because Δ+ = Δ− =
√|Δ11|2 + |Δ12|2.

Before solving Eqs. (4.15) and (4.16), we introduce the effective
coupling as follows:

λij,kl = gij,kl Nkl(0), (4.19)

where the density of states N12(0) = N11(0) + N22(0). This definition
comes naturally from the sum over the band indices, e.g. λ11,12 =

g11,12N22(0) + g11,21N11(0), using the symmetry relations for gij,kl =

gji,lk which implies that g11,12 = g11,21, then we have that λ11,12 =

g11,12(N11(0) + N22(0)) = g11,12N12(0).
Using the step-like behavior for the pair amplitudes, Eq. (4.6) and

the effective couplings, Eq. (4.19), then Eqs. (4.15) and (4.16) become

1
λ11,11

=
∫ Ω

−Ω
dε

⎡
⎣1 + |Δ12|

|Δ11|δ (θ)
4E+

⎤
⎦+

∫ Ω

−Ω
dε

⎡
⎣1− |Δ12|

|Δ11|δ (θ)
4E−

⎤
⎦ , (4.20)

1
λ12,12

=
∫ Ω

−Ω
dε

⎡
⎣1 + |Δ11|

|Δ12|δ (θ)
4E+

⎤
⎦+

∫ Ω

−Ω
dε

⎡
⎣1− |Δ11|

|Δ12|δ (θ)
4E−

⎤
⎦ , (4.21)

where ε =�k2/2m.

4.3.1 Analytic solution for θ = 0

Integrating Eqs.(4.20) and (4.21),

( |Δ11|
λ11,11

+ |Δ12|
λ12,12

)
(|Δ11|+ |Δ12|) = log

⎛
⎝
√

Ω2 + (|Δ11|+ |Δ12|)2 + Ω

(|Δ11|+ |Δ12|)

⎞
⎠ , (4.22)

( |Δ11|
λ11,11

− |Δ12|
λ12,12

)
(|Δ11| − |Δ12|) = log

⎛
⎝
√

Ω2 + (|Δ11| − |Δ12|)2 + Ω√
(|Δ11| − |Δ12|)2

⎞
⎠ . (4.23)

We can simplify the above equations further if Ω >>
√
(|Δ11| ± |Δ12|)2,

then

Δ+ = |Δ11|+ |Δ12| = 2Ωe
− 1
(|Δ11|+|Δ12|)

( |Δ11|
λ11,11

+
|Δ12|
λ12,12

)
, (4.24)

Δ− = ||Δ11| − |Δ12|| = 2Ωe
− 1
(|Δ11|−|Δ12|)

( |Δ11|
λ11,11

− |Δ12|
λ12,12

)
. (4.25)

Eqs. (4.24) and (4.25) correspond to the opening gaps Δ+ and Δ−
expected to be observed in the DOS. As mentioned earlier a gapless
state emerges when |Δ11| = |Δ12|. The single-gap solution is recover
whenever |Δ|11 = |Δ22| = 0 or Δ12 = 0.
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4.3.2 Analytic solution for θ = π

In this case there is only one analytic solution which corresponds to
the total degenerated case:

1
λ11,11

=
1

λ12,12
= log

⎛
⎝
√

Ω2 + |Δ11|2 + |Δ12|2 + Ω√
|Δ11|2 + |Δ12|2

⎞
⎠ . (4.26)

Again if Ω >>
√|Δ11|2 + |Δ12|2, then

√
|Δ11|2 + |Δ12|2 = 2Ω exp

− 1
λ11,11 = 2Ω exp

− 1
λ12,12 . (4.27)

From (4.27), we recover the single-gap solution if either Δ12 = 0
or Δ11 = 0. Although the solution for θ = π seems very restrictive,
it becomes robust when one allows scattering among the different
pair amplitudes by introducing non-zero Josephson-like couplings
(λii,ij = 0).

4.4 numerical solutions

For clarity we will focus on solutions for the two-band system. In
this situation, we expect the intraband pair amplitudes {Δ11, Δ22} and
cross-band pair amplitudes {Δ12, Δ21} to be competitive due to the
constant density of states N11(0) and N22(0). For example, if n1 and
n2 is the number of electrons that can form Cooper pairs belonging
to band 1 and 2 respectively, then the number of intraband and cross-
band Cooper pairs is constraint to the finite values of n1 and n2. In
other words, for any intraband Cooper pair we expect to have one less
cross-band Cooper pair and vice versa.

The effective couplings for a two-band system in presence of cross-
pairing is given by 3× 3 matrix:

λij,kl =

⎛
⎜⎜⎝

λ11,11 λ11,22 λ11,{12}
λ22,11 λ22,22 λ22,{12}

λ{12},11 λ{12},22 λ{12},{12}

⎞
⎟⎟⎠ , (4.28)

where the upper left 2× 2 inner matrix corresponds to the well es-
tablished SMW case [122], and the third row and column include
the crosspairing (where {12} indicates symmetrization under given
indices, so that e.g. λ{12},{12} = λ12,12 + λ21,21). In the effective cou-
pling matrix, the attraction between electrons is given by its diagonal
elements, i.e. λ11,11 is the effective attraction of electrons belonging
to band 1, λ22,22 is the effective attraction of electrons belonging to
band 2 and λ12,12 is the effective attraction of electrons one which
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belongs to band 1 and the other to band 2. The off-diagonal elements
in (4.28) describe the Josephson-like coupling among the intraband
and cross-band Cooper pairs. For example λ11,22, describes the Cooper
pair transfer between band 1 and 2. The elements of the form λii,ij
describe not the rigid Cooper pair transfer but the quasiparticle scatter-
ing between band i and band j. All Josephson-like couplings connect
the different order parameters {Δ11, Δ22, Δ12} which induces a single
Tc in our system.

The conventional method to solve the pair amplitude equation or
gap equation for the one-band case is the iterative-self-consistent
method. Even when we have multiple bands with only IBP, modifica-
tion of the iterative-self-consistent method can be applied which in
general converge to a unique solution. However, when we have both
IBP and CBP, then the intrinsic competition between these two types
of pairing promotes three non trivial solutions: (a) only intraband
pairing solution (IPS), (b) only cross-band pairing solution (CPS) and
(c) coexistent solution with both IBP and CBP. Therefore, with three
latent solutions the long used iterative-self-consistent method fails
on obtaining a single solution which is dictated by the initial condi-
tion. To avoid this issue and respect the initial condition we adopt the
Newton-Raphson method to solve the matrix system of equations (4.7),
which keeps track on the same solution by following its derivative.
To perform the integrals we use the Gaussian quadrature method. In
this thesis we developed a new numerical procedure whose details
are given in App. C.

For the rest of the Chapter we will show the numerical results
obtained by this numerical procedure.

4.4.1 Zero Josephson-like coupling

First we recall that the off-diagonal elements of the interaction ma-
trix λij,kl given by Eq. (4.28) are referred as Josephson-like couplings.
However, to understand better the role of crosspairing in a two-band
system we make equal to zero all Josephson-like couplings in the
matrix (4.28). This limit with only IBP describes two decoupled bands
and therefore presents two critical temperatures. However in presence
of both IBP and CBP the system of equations given by (4.7) remains cou-
pled due to the induced hybridization between bands by crosspairing,
Δ12 = 0.

Without any particular superconductor in mind, we consider the fol-
lowing parameters Ω = 45 meV, μ = 300 meV and effective couplings,

λij,kl =

⎛
⎜⎜⎝

0.5 0 0

0 0.4 0

0 0 λ{12},{12}

⎞
⎟⎟⎠ . (4.29)
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The solution for coincident bands at zero temperature is given in
Fig. 4.2.

Figure 4.2: Coexistence of IBP and CBP at zero temperature. (a) Excitation gaps
Δ±. (b) Magnitude of the pair amplitudes for θ = 0. The black
dotted line indicates the transition where crosspairing begins to
coexist with intraband pairing (λ12,12 ≈ 0.24).

First, we emphasize that the gap openings in the DOS is not longer
given by order parameters Δ11, Δ22 and Δ12 but rather by the excitation
gaps Δ± given in Eq. (4.14) and shown in Fig. 4.2a. Furthermore,
the onset of coexistence between IBP and CBP is accompanied by a
gapless state, Δ− = 0 when λ12,12 ≈ 0.24. Coexistent solutions for
weak coupling, λ12,12 < 0.24, are not possible in this range because
all electrons have formed intraband Cooper pairs and no one is left
for crosspairing. This means that to initiate crosspairing we need to
break some intraband Cooper pairs. This is shown by the decrease The gapless state and

the phase change in
the pair amplitudes
indicates the onset of
cross-band Cooper
pairs.

of Δ11 and Δ22, see Fig. 4.2b. As we increase λ12,12, the cross-band
pair amplitude fails to overcome the intraband pair amplitudes due to
the yet dominant value of Δ11. The abrupt transition to the coexistent
solution with IBP and CBP indicates that the system is unstable at the
gapless state.

The coexistence of IBP and CBP begins when λ12,12 ≈ 0.24 which
gives a value of λ{12},{12} = 0.48 which is approximately the average
of the intraband couplings λ11,11 and λ22,22 given by the matrix 4.29.

The gapless state obtained in Fig. 4.2a (Δ− = 0 for λ12,12 = 0.24),
resembles the new class of interior gap superfluids, see Fig. 4.3b. There
are two conditions for the formation of an interior gap: (a) First, we
need at least two fermionic species, like the quarks up, down and
strange in QCD or ultracold atoms with different atoms. (b) Second,
their Fermi surfaces should slightly differ, like the two electronic spin
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states ↑ and ↓ or the hyperfine states of cold 40K and 6Li. Under this
conditions the kinetic energy can promote particles of one fermionic
species to the exterior of the Fermi sphere. This migration of particles
in the momentum states will create a “breach” of particle of one
fermionic species, which is where its name came from. The ground
state of a interior gap superfluid will present both superfluid and
normal Fermi components.

(a) Prototype situation for a inte-
rior gap superfluid at weak cou-
pling. The pairing between differ-
ent species can be favorable by pro-
moting some particles of the heav-
ier species to the exterior Fermi
sphere. Thus carving an interior
“breach” of the species B near mo-
mentum p = pA

F From Ref. [75]

(b) Solutions of the gap equation as
function of the Fermi momentum
mismatch δpF for different cou-
pling constants parameterized by
Δ0. (a) Fixed chemical potential
and (b) fixed total density. The
dashed line marks the transition be-
tween the BCS and breached pair-
ing phases. From Ref. [56]

Figure 4.3: Gapless state as predicted in superfluidity.

Now we will present the temperature dependence of the pair ampli-
tudes Δij and gaps Δ± for the same set of effective couplings given by
Eq. (4.29) with λ12,12 = 0.3. We choose λ12,12 = 0.3 to show the effect
of increasing temperature on the three pair amplitudes (Δ11, Δ22 and
Δ12) and their derived gaps, (Δ+ and Δ−).The presence of

crosspairing induces
a non-BCS profile of
the gaps as function

of temperature.

Fig. 4.4b shows three critical temperatures, T = T11
c ≈ 80 K (Δ11 =

0), T = T22
c ≈ 50 K (Δ22 = 0) and T = T12

c = 42 K (Δ12 = 0). The
presence of crosspairing (Δ12 = 0) induces a non BCS behavior of the
gaps versus temperature, because Δ− increases with temperature until
T12

c . This means that increment of Δ− with temperature cannot be
explained by the conventional BCS theory. Above T12

c the crosspairing
amplitude becomes zero (Δ12 = 0) and the gaps dependence with
temperature recovers its conventional BCS behavior as function of
temperature. In this regime the gaps Δ+ and Δ− coincide with the
non zero pair amplitudes Δ11 and Δ22 respectively.

Up to now multiband superconductors with no electron scattering
among the different bands have not been found, although a supercon-
ductor with two superconducting transition has been hypothesized for
U1−xThxBe13. Therefore one can assume that most superconductors
have non-zero values for the off-diagonal elements of the interaction
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Figure 4.4: Coexistence of IBP and CBP at finite temperature for λ12,12 = 0.3.
(a) Excitation gaps Δ±. (b) Magnitude of the pair amplitudes for
θ = 0. The black dotted line indicates the critical temperature for
the crosspairing order parameter Δ12.

matrix gij,kl = 0. Therefore in the next Section we will present solutions
where the Josephson-like couplings are non zero.

4.4.2 Finite Josephson-like coupling

The novelty in this Section is the presence of couplings between
the intraband pair amplitudes (Δ11, Δ22) and the cross-band pair
amplitude (Δ12). The effective coupling in this situation is given by
terms of the form λii,ij (λ11,12, λ12,11, λ12,22, λ22,12). Here, we will present
solutions at finite Josephson-like when λii,ij is weak (0.005), medium
(0.01) and strong (0.1).

As we mentioned in the previous Section, the different pair ampli-
tudes open a gap in different parts of the Fermi surface which are
inevitably coupled by the electron-electron scattering. In multiband
superconductors with only IBP this coupling is guaranteed by the
presence of the pair exchange interactions, λii,jj = 0, which can be
interpreted as the transfer of Cooper pairs from band i to band j.
Furthermore, this interband coupling will establish the presence of a
unique Tc which is a reasonable assumption for most superconducting
compounds [stewart2019]. Therefore, motivated by the uniqueness of
Tc, we will introduce Josephson-like couplings between the intraband
pair amplitudes {Δii, Δjj, . . . } with the cross-band pair amplitudes
{Δij, Δkl , . . . }. This would imply in the presence of effective couplings Pair breaking

scenarios favor the
coupling between
intraband pair
amplitudes and
cross-band pair
amplitudes.

of the form λii,ij, which cannot longer be interpreted as the Cooper
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pair transfer between two bands but should rather be interpreted in
terms of electron-electron scattering. This type of scattering can be
promoted by any pair breaking scenario which would allow the intra-
band pairs once broken to cross-band pair and vice-versa. Therefore,
in presence of a pair breaking scenario we expect the solutions with
both IBP and CBP to coexist even at weak coupling.

To elucidate the role of crosspairing for finite Josephson-like cou-
pling (λii,ij = 0, λii,jj = 0), we use the following parameters: Ω = 45
meV, μ = 300 meV and effective couplings

λij,kl =

⎛
⎜⎜⎝

0.5 0.1 0.01

0.1 0.4 0.01

0.01 0.01 λ{12},{12}

⎞
⎟⎟⎠ . (4.30)

The above matrix, Eq. (4.30) describes a system whose intraband
pair amplitudes are strongly coupled, λ11,22 = 0.1 while the coupling
with the crosspairing pair amplitude is weak, λ11,12 = λ22,12 = 0.01.

Figure 4.5: Coexistence of IBP and CBP for finite Josephson-like couplings,
λ11,22 = 0.1 and λ11,12 = λ22,12 = 0.01. Solutions at zero temper-
ature (a,b) and finite temperature (c,d). The excitation gaps are
shown in (a,c) with their respective pair amplitudes (b,d). For the
solution at finite temperature we fix λ12,12 = 0.2 (λ{12},{12} = 0.4).
The dotted lines in (a,c) indicates the transition from intraband
pairing dominated regime to a cross-band pairing dominated
regime.

From Fig. 4.5, we observe that the role of the Josephson-like cou-
plings do not only induce a single Tc in our system but extend the
coexistence between the IPS and CPS to a new domain where the at-
traction between two electrons belonging to different bands can be
infinitesimally small, λ12,12 → 0. Interestingly, we observe a clear
competition between IBP and CBP which presents a discontinuity at
λ12,12 = λc ≈ 0.21, Figs. 4.5(a,b). This characteristic value marks the
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maximal competition between the intraband and the crossband pair-
ing channels and separates our solution in two regimes: the IDR for
λ12,12 < λc, and a CDR for λ12,12 > λc. In the CDR, both gaps, Δ±, in-
crease at the same rate, similarly to the one-band scenario. Therefore,
the CDR describes a two-gap system which is characterized by a sole
order parameter Δ12, while the intraband pair amplitudes Δ11 and Δ22

participate only passively, due to proximity effect [49, 50].
Now we analyze the situation where all Josephson-like couplings

are equal λij,kl = 0.1. This particular value implies that the Cooper
pair transfer is strongly equal to the coupling between intraband pair
amplitudes and cross-band pair amplitudes, e.g. (λii,12 = λ11,22). The
coupling matrix becomes,

λij,kl =

⎛
⎜⎜⎝

0.5 0.1 0.1

0.1 0.4 0.1

0.1 0.1 λ{12},{12}

⎞
⎟⎟⎠ . (4.31)

In Fig. 4.6, we observe that the role of the Josephson-like couplings
λ11,12 and λ22,12 has a different effect than λ11,22. The former, makes the
crosspairing pair amplitude stronger which increases the larger gap
Δ+ and decreases the smaller gap Δ−. This behavior is in opposition
of λ11,22 which has the effect of increasing both gaps Δ+ and Δ−.
Interestingly, the transition to the CDR starts at λ12,12 ≈ 0.17 which is
accompanied by a gapless state.

Figure 4.6: Coexistence of IBP and CBP for finite Josephson-like couplings,
λ11,22 = 0.1 = λ11,12 = λ22,12. Solutions are presented at zero
temperature (a,b) and finite temperature (c,d). The excitation
gaps are shown in (a,c) with their respective pair amplitudes
(b,d). For the solution at finite temperature we fix λ12,12 = 0.2
(λ{12},{12} = 0.4). This value is taken just before crosspairing is
dominant. The dotted lines in (a,c) indicates the transition from
IDR to a CDR.
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Figs. 4.5, 4.6 describe the effect of the Josephson like coupling from
weak to strong coupling. The effect of changing λii,12 from 0.01 to 0.1
has a net effect of changing the critical temperature from 100 K to 165
K. Furthermore, both figures 4.5 and 4.6, present a discontinuity at
the transition from the IDR to the CDR which is more pronounced at
weak coupling. Now, it would be interesting to find some values of the
Josephson-like couplings where this discontinuity disappears. In order
to do so, lets consider the following matrix of effective couplings:

λij,kl =

⎛
⎜⎜⎝

0.5 0.01 0.005

0.01 0.4 0.005

0.005 0.005 λ{12},{12}

⎞
⎟⎟⎠ . (4.32)

The above matrix (4.32), describes a system which is weakly cou-
pled and where cross-band Cooper pairs are present mostly due to
proximity for λ12,12 < 0.2, see Fig. 4.7. This solution is obtained when
one takes as a initial condition Δ11 = Δ22 = 0.5 meV, Δ12 = 17 meV,
θ = 0 and sweeps the parameter λ12,12 from 0.3 to 0.01. Remarkably
we observe that θ changes phase from 0 to π at the transition from
the CDR to the IDR. This indicates that the solution given in Fig. 4.7
is meta-stable because when one approaches the limit Δ12 → 0, the
solution with only IBP and θ = 0 should be recovered.

The above solution can become stable when one introduces repul-
sive scattering among the electrons. As we know from the previous
Chapter, negative values of Josephson-like couplings describe repul-
sive scattering and promote phase changes in the pair amplitudes.
In this sense we can state that repulsive scattering between different
superconducting condensates induces a continuous transition from
the IDR to the CDR and vice-versa. This repulsive scattering betweenRepulsive scattering

between different
superconducting

condensates induces
a continuous

transition from the
IDR to the CDR

electrons belonging to different condensates have been reported in
many superconductors. For example, in the family of FeSCs one can
have two cases where a π-phase difference between two pair ampli-
tudes is present (s+− symmetry). The first is the conventional s+−

case, which contemplates a π-phase difference between electron-like
and hole-like pair amplitudes [84]. The second case is the orbital an-
tiphase s+−, where one has a π-phase difference between bands of
the same type (electron-like or hole-like), as reported in the optimally
doped (BaK)Fe2As2 (Tc = 36 K) [77, 138, 141]. Other phase changing
mechanisms are driven by impurity scatterings which are particularly
important across the Lifshitz transitions [127, 128].
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Figure 4.7: Coexistence of IBP and CBP at zero temperature. (a) Excitation gaps
Δ±. (b) Magnitude of the pair amplitudes and their respective
phases (c). The black dotted line indicates the transition from the
CDR to the IDR at λ12,12 ≈ 0.225. The brown line in (c) represents
θ.

To end this Section, we will present a case where a phase change is
induced by temperature. Let us consider μ = 500 meV, Ω = 75 meV
and

λij,kl =

⎛
⎜⎜⎝

0.28 −0.005 0.01

−0.005 0.27 0.01

0.01 0.01 0.13

⎞
⎟⎟⎠ . (4.33)

The solution of the system described by the matrix (4.33) is shown
in Fig. 4.8. There we can observe a non-BCS behavior of the excitation
gaps Δ± as a function of temperature. Fig. 4.8b presents only the
imaginary part of the pair amplitudes because the real parts are negli-
gible. The dotted lines in Figs. 4.8(a,b) mark the s+− ↔ s++ transition
at T = 19.8 K. This transition is an indicator of a phase frustrated
state among the pair amplitudes which in this case is induced by the
condition λ11,22λ11,12 < 0. Phase frustrations are known in three-band
systems [20, 97, 120] and can lead to skyrmionic vortex states [40, 41,
95], but are not possible in a two-band systems without crosspairing. The phase frustrated

state is not possible
in two-band systems
unless crosspairing
is present.

We conclude this Section by underlying the competitive nature
between IBP and CBP which is general characteristic in superconductors
with both IBP and CBP. This type of competition has been reported
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Figure 4.8: Coexistence of IBP and CBP at finite temperature. (a) Excitation
gaps Δ±. (b) Imaginary part of the pair amplitudes and their
respective phases (c). The black dotted line indicates when we
have an s+− ↔ s++ transition. The brown line in (c) represents θ.

also in one-dimensional superconducting nanowires [107] and electron
doped BiS2 [55].

4.4.3 The Gapless state

As we mentioned in the previous Section, the most pronounced fea-
ture of the presence of crosspairing in two-band superconductors is
the tendency towards a gapless state for the smaller gap. This state
marks the maximum level of competition between the IBP and CBP

and delimits the IDR and CDR. Interestingly the transition between
these two regimes (IDR and CDR) is either continuous or discontinuous
depending if the scattering between electrons belonging to different
condensates is attractive or repulsive.

In this Section we will study the conditions for the formation of the
gapless state by calculating the spectral wave function and its related
density of states. A zero of the spectral wave function for a particular
combination of parameters λij,kl signals the presence of a gapless state.

To help our search for a numerical solution of the gapless state we
analyze it analytically. We begin by writing down the normal Green
function in presence of both IBP and CBP for a two-band system (its
full derivation can be found in Appx. A.2).
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Gijω =
(ih̄ω + ξ2)(ih̄ω + ξ1)

(h̄2ω2 + E2
+)(h̄

2ω2 + E2−)
×

×
⎛
⎝ih̄ω− ξ2 − |Δ12|2

ih̄ω+ξ1
− |Δ22|2

ih̄ω+ξ2

Δ11Δ∗12
ih̄ω+ξ1

+
Δ12Δ∗22
ih̄ω+ξ2

Δ12Δ∗11
ih̄ω+ξ1

+
Δ22Δ∗12
ih̄ω+ξ2

ih̄ω− ξ1 − |Δ11|2
ih̄ω+ξ1

− |Δ12|2
ih̄ω+ξ2

⎞
⎠ . (4.34)

Interestingly the normal Green function (4.34) presents off-diagonal
elements only due to crosspairing. This will introduce new terms for
the spectral wave function, however as we will see later these terms
do not contribute to the total particle density.

Before we calculate the spectral wave function, we note that the
elements of the normal Green function are symmetric under the ex-
change of the band indices, 1 ↔ 2. Therefore in what follows we will
present the relevant quantities regarding G11ω and G12ω only.

The spectral wave function is defined by

Sijω(�k) = − 1
π
�Gijω(�k)(iω → ω + iε), ε = 0+. (4.35)

Substituting (4.34) into (4.35), we obtain

S11ω(�k) = (v2
k11 A− v2

k12C)δ(E+ + ω) + (u2
k11A− u2

k12C)δ(E+ −ω) +

+(v2
k21B + v2

k22C)δ(E− + ω) + (u2
k21B− u2

k22C)δ(E− −ω) (4.36)

S12ω(�k) = (v2
k12P + v2

k11R)δ(E+ + ω) + (u2
k12P + u2

k11R)δ(E+ −ω) +

−(v2
k22P + v2

k21R)δ(E− + ω)− (u2
k22P− u2

k21R)δ(E− −ω), (4.37)

where A = (E2
+ − ε2

2)/b, B = (E2− − ε2
2)/b, C = |Δ12|2/b, P =

|Δ11||Δ12| cos(ϕ12 − ϕ11)/b, R = |Δ22||Δ12| cos(ϕ12 − ϕ22)/b and the
spectral weight for holes and electrons are given by the 2× 2 matrices
u2

kij and v2
kij respectively

u2
kij =

⎛
⎝ 1

2 +
ξ1

2E+

1
2 +

ξ2
2E+

1
2 +

ξ1
2E−

1
2 +

ξ2
2E−

⎞
⎠ , v2

kij =

⎛
⎝ 1

2 − ξ1
2E+

1
2 − ξ2

2E+

1
2 − ξ1

2E−
1
2 − ξ2

2E−

⎞
⎠ , (4.38)

where the sub-index kij of u2
kij and v2

kij represent the momentum k and
its respective matrix element ij.

At this point it is instructive to check the correctness of our result
by taking the limit Δ12 = 0. We verify that one obtains the standard
result for the spectral weight for holes and electrons in presence of
only IBP. Taking the limit Δ12 = 0 into Eqs. (4.36) and (4.37), we get

S11ω(�k) = v2
k1δ(ε1 + ω) + u2

k1δ(ε1 −ω), (4.39)

S12ω(�k) = 0, (4.40)
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where ε1 =
√

ξ2
1 + |Δ11|2 and the spectral weights for hole and elec-

trons have BCS-like form: u2
k1 = 1/2(1 + ξ1/ε1), v2

k1 = 1/2(1− ξ1/ε1).
As it is well known the integration of the spectral wave function

(4.35) with respect to the energy ω constitute the sum rule for a two-
band system in presence of crosspairing. Indeed our formalism is
checked to be correct since:

∫ +∞

−∞
dωSijω(�k) =

(
1 0

0 1

)
. (4.41)

From the above expression (4.41) we conclude that the off-diagonal
terms of the spectral function do not contribute to the total particle
density.

The DOS is defined by

Nij(ω) =
∫ d3k

(2π)3 Sijω. (4.42)

To calculate the DOS, we first solve the pair amplitude equations (4.7)
and then we introduce the obtained solutions Δij into Eq. (4.42) which
finally we integrate numerically with respect to �k. For example, in
case of a presence of gapless state for E−, then its associated spectral
weight function S22ω is equal to zero. Nonetheless S11ω and S12ω are
not zero. Furthermore, according to Eq. (4.42) at the gapless state
N22(ω) = 0 and N11(ω) = 0, N12(ω) = 0.

Now, we have everything to our disposal to verify the presence of
the gapless state, but first we will illustrate the shape of the DOS for
the crossover from the IDR to the CDR when μ = 200 meV, Ω = 30 meV
and

λij,kl =

⎛
⎜⎜⎝

0.4 0.05 0.05

0.05 0.3 0.05

0.05 0.05 λ12,12

⎞
⎟⎟⎠ . (4.43)

In Figs. 4.9a and 4.9b, we show the excitation gaps and all three
pairing amplitudes at 4.2 K (an experimental standard). As the cross-
pairing coupling λ12,12 is increased, the two excitation gaps Δ+ and
Δ− split further as discussed before. The value of λ12,12 = λc was ob-
tained numerically (roughly half the average of λ11,11 and λ22,22) and
marks the maximal competition between the intraband and the cross-
band pairing channels and separates the two regimes: the intraband-
dominated regime (IDR) for λ12,12 < λc, and a crosspairing-dominated
regime (CDR) for λ12,12 > λc. Fig. 4.9c shows that superconducting
critical temperature Tc increases with λ12,12 faster than expected con-
sidering the range of values of λ12,12 alone. In the miniplots above
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Figure 4.9: Effect of crosspairing for the same phase. Excitation gaps (a) with
their corresponding pair amplitudes (b) as function of λ12,12 at
T = 4.2 K. The three miniplots above (a) show the density of
states for λ12,12 = 0.1, 0.15, and 0.2, illustrating the behavior in
the intraband-dominated regime, gapless state, and the cross-
pairing dominated regime, respectively. (c) Mean-field critical
temperature versus λ12,12.

Fig. 4.9a, we show the density of states obtained from Eq. (4.42) (as
a measurable quantity in STM/STS) for the IDR, CDR as well as for
the crossover point λ12,12 = λc. At this point our analytical approach
is helpful to confirm that we have a gapless state for the case of total
degeneracy (Δ11 = Δ22 = Δ12), where S22ω vanishes. Note that in
the latter situation the Δ− (inner coherence peak) approaches zero,
and become exactly zero for a favorable combination of parameters.
Now, we analyze the spectral wave functions (4.36, 4.37) and confirm
that at least we have a gapless state for the case of total degeneracy
as we have already have seen from the analytical solutions, see Eqs.
(4.24) and (4.25). We have not been able to find other combination of
parameters that could make zero the weaker gap Δ−. Nonetheless we
cannot discard its possibility.

The three miniplots shown above Fig. 4.9a, present four coherence
peaks. The energy separation between the outer coherence peaks
(the two more distant to each other) is equal to 2Δ+ and the energy
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separation between the inner coherence peaks (the more close to each
other) is equal to 2Δ−. As indicated by the red arrows, across the IDR

the inner coherence peaks move closer to each other while the outer
coherence peaks split further apart. At the critical value of λ12,12 = λc,
we do not have gapless state because Δ− = 0. Interestingly the inner
coherence peaks due to its proximity look like a single coherence peak.
At the CDR the inner and outer coherence peaks move both outwards.

The DOS for λ12,12 = λc (closest point to the gapless state) resembles
the scanning tunneling microscopy (STM) measurements in supercon-
ductors doped with magnetic impurities [51] or the Majorana zero-
energy bound states [135, 137]. In the next Section, we will illustrate the
effects of the inclusion of crosspairing in MgB2 and Ba0.6K0.4Fe2As2.

4.5 signatures of crosspairing in magnesium diboride
and iron arsenide

One of the most well established two-gap superconductors is MgB2.
The fermiology of this compound presents two 2D σ bands localized
within the boron layers and two π bands which are delocalized and
manifest 3D properties, see Fig. 4.10.

Figure 4.10: The superconducting energy gaps of MgB2 (expressed in meV)
on the Fermi surface for T = 10 K. Dark orange and light orange
come from the bonding px,y bands, the top and bottom tubular
networks (hole-like) from the bonding pz bands, and the middle
tubular network (electron-like) from the antibonding pz band.
From Ref [103].

Although MgB2 has four gaps, its mean-field description contem-
plates only two gaps. One gap comes from the merging of two σ

bands and the other by the the electron-like π band, this simplifica-
tion permits to treat MgB2 effectively as a two-gap superconductor.
Nonetheless, in this Section we will relax this assumption and consider
the two σ bands independent. Moreover, based on the feasibility of
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crosspairing due to band proximity, we will explore the implications
of cross-band pairing in MgB2 between the two σ-bands.

Our starting point is to observe the band structure and determine
how close are the two σ bands in the vicinity of the Fermi level.
Unfortunately, angle-resolved photoemission spectroscopy (ARPES)
measurements do not have enough resolution to determine the inter-
band distance between the two σ bands at the Γ point of the Brillouine
zone [119]. Therefore we will use the bands structure obtained from
density functional theory (DFT) calculations to observe specifically the
σ bands at the Γ point. Interestingly the band structure of MgB2 in the
ultrathin limit presents several bands with small interband distance
among them close to the Fermi level. This motivates the presence of
cross-band pairing in the atomically-thin limit or even when one has
6-monolayers of MgB2 [11], see Fig. 4.11.

Figure 4.11: The relevance of crosspairing is illustrated based on the band
structure of (a) bulk MgB2 [103] and (b) 6-monolayer MgB2
[11]. Only sigma bands close to the Γ point of the Brillouine
zone are shown, with chemical potential μ = 500 meV and
energy scale of the pairing Ω = 75 meV. In (b), each interior
monolayer contributes a pair of hole-like bands σ1 and σ2, and
the surface band is denoted by S′. The (purple) overlapping
shadows project the momentum states where cross-band pairing
between opposite momenta states among the σ bands is feasible.

To describe this system we will consider MgB2 as three gap super-
conductor, two σ bands and one π band. When we have crosspairing
only between the two σ bands the pair amplitude equations are ob-
tained from Appx. A.1,
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Δij = ∑
kl=1,2

gij,kl

∫ d3�k
(2π)3 Δkl

{
χ+

kl f [E+] + χ−kl f [E−]
}
+

+ gij,33

∫ d3�k
(2π)3 Δ33 f (E3), (4.44)

where Δij ≡ {Δ11, Δ22, Δ12, Δ33}, with 1, 2 denoting the two σ bands
and 3 the π band. The expression for f (E±) is obtained from Eq.

(4.7) and E3 =
√

ξ2
3 + |Δ33|2 is the BCS-like spectra of the π band.

The distance of two σ-bands in the vicinity of the Fermi level is
approximately 75 meV (see Fig. 4.11a). Taking the parameters μ =

500 meV and Ω = 75 meV from Refs. [70, 103], we consider the
crosspairing between the σ-bands, with the coupling matrix

λij,kl =

⎛
⎜⎜⎜⎜⎝

0.275 0.032 λij,12 0.032

0.032 0.274 λij,12 0.032

λ12,ij λ12,ij 0.1 0.01

0.01 0.01 0.01 0.22

⎞
⎟⎟⎟⎟⎠ . (4.45)

Here λij,33 is the coupling to the π band, and the third column
and row correspond to the coupling to the crosspairing channel, with
λij,12 as a free (small) parameter. Other coupling constants are taken
from literature, and yield the experimentally measured gaps of MgB2

(≈ 7 and 3 meV) in absence of crosspairing (λij,12 = 0, see Fig. 4.12).
Even a small λij,12 = 0.01 yields a 2 meV split of the two σ gaps and
a 1 K increase in Tc. This gives confidence that crosspairing effects,
even if seemingly small, can lead to significant modifications of the
gap spectrum without changing significantly Tc. That in turn calls
for revisiting of theoretical approaches, e.g. to include crosspairing
in anisotropic Eliashberg calculations even for materials that seemed
previously well described [5, 24], as well as revisiting the available
experimental data (bearing in mind the non-equivalence between Δ±
and the pairing amplitudes in presence of crosspairing). Conducting
more refined ARPES measurements (e.g. in case of crystalline MgB2,
on two σ-bands separately) can provide the required resolution to
observe the gap splitting predicted by crosspairing.

Last but not least, we discuss the phase-frustrated solutions of Eq.
(4.7), with non-zero angle θ. As we mentioned before, see Fig. 4.7,
superconductors with non trivial phase symmetry include the FeSCs

where one can have two types of s+− symmetry. The case of interest is
the orbital antiphase s+−, with a π-phase difference between bands of
the same type (electron-like or hole-like), as reported in the optimally
doped (BaK)Fe2As2 (Tc = 36 K) [77, 138, 141]. This compound presents
two hole-like bands (α, β) stemming from two nested Fermi sheets
at Γ-point, and two electron-like bands (γ, δ) stemming from two



4.5 signatures of crosspairing in magnesium diboride and iron arsenide 79

Figure 4.12: Superconducting gaps of bulk MgB2 as a function of temperature,
for intraband pairing only (solid lines), and in the presence of
weak crosspairing (dashed lines).

nested Fermi sheets at the M-point, see Fig. 4.13. The proximity of
both pairs of bands to the Fermi level and the smallness of their
interband distance justifies the assumption of crosspairing between
bands α and β or γ and δ. To identify the emergent effects, we will
consider the effect of crosspairing only between α and β (assume
similar consequences for crosspairing between γ and δ).

We take the interband distance between α and β as 10 meV and
the Fermi level at μ = 50 meV, see Fig. 4.13. To obtain the gaps (Δ±)
as measured in low-temperature experiments (≈ 12.4 and 6.2 meV
extrapolated to T = 0, [31]), we take for the coupling matrix:

λij,kl =

⎛
⎜⎜⎝

0.51 λ11,22 λ11,12

0.5λ11,22 0.39 λ11,12

0.5λ11,12 0.5λ11,12 0.25

⎞
⎟⎟⎠ . (4.46)

Here λ11,22 is taken negative, which is the standard way to obtain the
sign change in the band-dependent order parameters (as reported in
Ba0.6K0.4Fe2As2 [108]). We introduce a small repulsion λ11,22 = −0.005,
which induces a phase shift between the two intraband pair amplitudes
Δ11 and Δ22, therefore ϕ11 − ϕ22 = π.

In such a case, the coupling of the crosspairing pair amplitude with
the intraband pair amplitudes (for λij,12 > 0) will introduce frustration
on the phase of the crosspairing order parameter ϕ12. Phase frustration
of similar sort is known in three-band systems [20, 97, 120] and can
lead to skyrmionic vortex states [40, 41, 95], but is not possible in a
two-band system unless crosspairing is present. In the present case,
we reveal additional new physics, as crosspairing induces s+− → s++

transition as a function of temperature, as shown in Fig. 4.14(a,b) for
exemplified parameters of (BaK)Fe2As2.
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Figure 4.13: (a) Fermi surfaces in the 2D Brillouine zone. (b) Measured band
dispersion (circles) along Γ−M and Γ− X, compared with the
local density approximated bands normalized by a factor of
2 (solid lines), and tight-binding fits (dashed lines). The inset
table lists parameter of tight-binding bands. (c) Measured Fermi
surface (circles) and fitted tight-binding curves (solid lines). (d)
Table of measured and calculated Fermi velocities along Γ− M.
From Ref. [30].

In the example shown in Fig. 4.14(a,b), after the transition, the
pair amplitudes recover the same phase (θ = 0) until the expected
BCS critical temperature of ≈ 80 K. In experiment however [31], the
measured gaps abruptly cease at Tc ≈ 40 K, for reasons that are
not understood to date. Without claiming to rigorously describe the
non BCS behavior of the gaps versus temperature, we notice that
our calculation of the gaps vs. temperature can closely reproduce the
experimentally measured data (as shown in Fig. 4.14c), assuming that
the s+− orbital antiphase is protected by symmetry or the transition
to s++ state is disallowed.

In this Chapter we have introduced crosspairing from first principles
in the BCS-mean-field Hamiltonian. Furthermore, we assume that the
Cooper pair instability holds for a small attraction among electrons
with opposite spin and momentum. This restricts the formation of
cross-band Cooper pairs to hybridized bands or close bands in the
vicinity of the Fermi level. The pair amplitude solutions showed an
increment of the gap splitting between the the initial gaps with only IBP
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Figure 4.14: (a) Excitation gaps Δ±, and (b) real part of the pair amplitudes
ΔR

ij as a function of temperature, for parameters of (α, β) bands
in (BaK)Fe2As2, with nominal s+− antiphase and in presence of
crosspairing. For parameters given in the text, s+− → s++ transi-
tion is found at 36 K, corresponding to the critical temperature of
the measured gaps at the Γ-point of Ba0.6K0.4Fe2As2 [31]. Panel
(c) superimposes the theoretical data of (a) on experimental data
of Ref. [31], highlighting their agreement in case s+− antiphase
is protected.

with a tendency to decrease the weaker gap Δ− to zero (gapless state).
The competition between IBP and CBP induces phase frustration where
one has two possible solutions: (a) one with θ = 0 and another (b)
with θ = π. In the next Chapter, we will address this issue by studying
the free-energy of the mean-field Hamiltonian (4.3). To obtain the free
energy we will derive first the GL equations when one has intraband
and cross-band pair amplitudes. Once we have the GL equations,
we will use the variational principle to obtain its correspondent free
energy. The minimum of the free energy will determine unequivocally
which of the above mentioned solutions (θ = 0 or θ = π) is more
stable.





5
G I N Z B U R G L A N D AU T H E O RY W I T H
C R O S S PA I R I N G

Superconductors with multiple gaps are a common scenario in the
current most studied compounds. The origin of the different gaps is
usually linked to the presence of different bands and can present non
homogeneous electronic structures. For example, MgB2 is a well char-
acterized two-gap superconductor which presents 2D and 3D bands
[119]; the four-gap Ba1−xKxFe2As2 superconductor which presents
two hole-like and two electron-like nested pockets [31]; Pb which was
first described as a single-gap superconductor presents two gaps due
to the disjoint nature of the electron-phonon energy [37]; UPt3 which
presents different phonon modes that promote the formation of singlet
and triplet Cooper pairs [64]; or the whole class of p−wave super-
conductors whose symmetry can only be described in a multi-gap
scenario. All these examples motivated the inclusion of two [126] or
multiple [97] components within the GL formalism. A multicompo-
nent GL theory with only IBP has each component associated with a
different gap opening in the DOS.

The derivation of the GL equations is done by expanding the order
parameter in powers of τ1/2. In the expansion the terms proportional
to τ1/2 give us an expression for the critical temperature, while the
terms proportional to τ3/2 give us the GL equation. Here we will refer
this particular expansion in τ1/2 and τ3/2 as the Gor’kov domain. We
showed in Sec. 3.2.2 that a multicomponent GL theory with only IBP is
reduced to a single-component GL theory with a sole coherence length,
see Eq. (3.47). Immediately after the presentation of this issue [67],
several publications managed to restore the multicomponent nature of
the GL theory (extended GL theory) [114, 130, 131]. However, all those
efforts require the inclusion of a higher order (τ5/2) in the expansion
of the OP around Tc. This means that within the Gor’kov domain and
in presence of only IBP the multi-component nature of the GL theory
is lost.

The purpose of the present Chapter is to study a multicomponent
GL theory in presence of both IBP and CBP. In order to do this we will
derive microscopically the GL equations within the Gor’kov domain
and proceed with the conventional reconstruction of the OP. Then we
will study the normal-superconducting interface and the vortex lattice.
At the end we will discuss its experimental signatures in MgB2 and
FeSCs.

83
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5.1 derivation of the ginzburg-landau equations

We will derive the GL equations in presence of crosspairing for a
two-band system using the method developed by Vagov, Shanenko,
et al. [131]. The Hamiltonian in consideration and the pair amplitude
definition are given by Eqs. (4.3) and (4.4) respectively. From this
system one can write the Gor’kov equations in the form of the Dyson
equation for the matrix propagator Gijω,

Gijω = G(0)
ijω + G(0)

ikωΔ̃klGl jω, (5.1)

with

Gijω =

(
Gijω Fijω

F̄ijω Ḡijω

)
, G(0)

ijω =

⎛
⎝G(0)

ijω 0

0 Ḡ(0)
ijω

⎞
⎠ , (5.2)

Δ̃ij =

(
0 Δij

Δ∗ij 0

)
, Mij =

(
M11 M12

M21 M22

)
, (5.3)

where Gijω, Fijω, Ḡijω, F̄ijω, G(0)
ijω, Ḡ(0)

ijω, Δij and Δ∗ij are matrices 2× 2

whose general form is given by Mij. Therefore Gijω and G(0)
ijω are 4× 4

matrices. One can write Eq.(5.1) in an integral form as follows:

Fijω(�r,�r′) =
∫

d3yG(0)
ikω(�r,�y)Δkl(�y)Ḡljω(�y,�r′) (5.4)

Ḡijω(�r,�r′) = Ḡ(0)
ijω(�r,�r′) +

∫
d3yḠ(0)

ikω(�r,�y)Δkl(�y)Fljω(�y,�r′). (5.5)

The systematic expansion in small deviation from the critical tem-
perature is controlled by the parameter τ = 1− T/Tc. This parameter
allows us to introduce the following scaling for the order parameter
and the coordinates,

Δij = τ1/2Δ̄ij, �r = τ−1/2�̄r. (5.6)

We recall that the Gor’kov domain is defined by solving the system
of equations (5.4) and (5.5) by an iterative method and consider only
terms up to τ3/2 as done without crosspairing. Substituting Eq. (5.4)
into Eq. (5.5) and its result back into Eq. (5.4) we obtain

Fijω(�r,�r′) =
∫

d3yG(0)
ikω(�r,�y)Δkl(�y)Ḡ

(0)
l jω(�y,�r′) +

∫
d3y1d3y2 ×

× d3y3G(0)
ikω(�r,�y1)Δkl(�y1)Ḡ

(0)
lmω(�y1,�y2)Δ∗mn(�y2)×

× G(0)
noω(�y2,�y3)Δop(�y3)Ḡ

(0)
pjω(�y3,�r′). (5.7)
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The order parameter can be obtained from the above equation as
follows:

Δij = lim
�r′→�r

[
− 1

β ∑
kl

gij,kl ∑
ω

Fklω(�r,�r′)

]
= τ1/2Δ̄(0)

ij + τ3/2Δ̄(1)
ij , (5.8)

where β = 1/(kBT) with kB = 1 and we have further expanded the
order parameter to be consistent with the Gor’kov derivation1. Using
the expression to obtain the order parameter (5.8) in the expansion of
the anomalous Green function (5.7), we obtain

Δij(�r) = − 1
β ∑

kl
gij,kl ∑

ω

I(A)
kl − 1

β ∑
kl

gij,kl ∑
ω

I(B)
kl , (5.9)

I(A)
kl =

∫
d3yG(0)

kmω(�r,�y)Δmn(�y)Ḡ
(0)
nlω(�y,�r), (5.10)

I(B)
kl =

∫
d3y1d3y2d3y3G(0)

kmω(�r,�y1)Δmn(�y1)Ḡ
(0)
noω(�y1,�y2)×

×Δ∗op(�y2)G
(0)
pqω(�y2,�y3)Δqr(�y3)Ḡ

(0)
rlω(�y3,�r). (5.11)

We note that our system is symmetric under the exchange of the
band index 1 ↔ 2. Therefore it is sufficient to write down the GL

equations for Δ11(�r) and Δ12(�r). The details of the sum over Matsubara
frequencies and the integration in Eq. (5.9) are given in the Appx. (B).

Δij = ∑
kl

gij,kl

(
Akl + aklτ + Kkl�D2

)
Δkl +

− gij,11
(
b11|Δ11|2Δ11 + 2b12|Δ12|2Δ11 + b12Δ2

12Δ∗22
)
+

− gij,22
(
b22|Δ22|2Δ22 + 2b12|Δ12|2Δ22 + b12Δ2

12Δ∗11
)
+

− 2gij,12
(
b12|Δ12|2Δ12 + b12|Δ11|2Δ12 + b12|Δ22|2Δ12 +

+ b12Δ11Δ22Δ∗12
)
, (5.12)

with

Aij = Nij(0) ln
(

2eγ

πTc

)
, aij = Nij(0), (5.13)

Kij = Nij(0)
v2

Fij

6
7ζ(3)

8(πTc)2 , bij = Nij(0)
7ζ(3)

8(πTc)2 , (5.14)

N12(0) =
1
2
[N11(0) + N22(0)] , v2

F12
=

1
2
(v2

F11
+ v2

F22
), (5.15)

where ζ(x) is the Riemann zeta function, γ is the Euler constant, Nii(0)
is the density of states relative to band i and vFii is the Fermi velocity
relative to band i. At this point, it is important to remark that the above

1 In principle the above expression should contain all orders in the τ-expansion,
however the Gor’kov domain only contains two terms τ1/2 and τ3/2. Extended GL

formulations include terms up to τ5/2.
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coefficients given by Eqs. (5.13) and (5.14) are obtained when the two
bands in consideration overlap, see Appx. (B). In general, the presence
of a finite interband distance will affect the GL coefficients. Nonetheless,
we will proceed with the two-band system with overlapping bands
and later heuristically assume that the variation in the coefficients
can be represented by variation of the normalization factors in the GL

equations.
The number of components of a two-band system in presence of IBP

and CBP is three, because Δ12 = Δ21. Therefore we can write the GL

equations using 3−component order parameter (Δ11, Δ22, Δ12).
Now we introduce Eq. (5.8) into (5.12) and group all terms propor-

tional to τ1/2,

⎛
⎜⎜⎝

g11,11A11 − 1 g11,22A22 g11,12A12

g22,11A11 g22,22A22 − 1 g22,12A12

g12,11A11 g12,22A22 g12,12A12 − 1

⎞
⎟⎟⎠
⎛
⎜⎜⎝

Δ̄(0)
11

Δ̄(0)
22

Δ̄(0)
12

⎞
⎟⎟⎠ = 0. (5.16)

As usual from the determinant of the above matrix one can obtain
the expression for the critical temperature, Tc.

The GL equation is obtained by collecting the terms proportional to
τ3/2 in Eq. (5.12),

Mij

⎛
⎜⎜⎝

Δ̄(1)
11

Δ̄(1)
22

Δ̄(1)
12

⎞
⎟⎟⎠+

⎛
⎜⎜⎝

g11,11 g11,22 g11,12

g22,11 g22,22 g22,12

g12,11 g12,22 g12,12

⎞
⎟⎟⎠
⎛
⎜⎜⎝

Ω11[Δ̄
(0)
11 ]

Ω22[Δ̄
(0)
22 ]

Ω12[Δ̄
(0)
12 ]

⎞
⎟⎟⎠ = 0, (5.17)

where Mij is the same matrix given by l.h.s in Eq. (5.16), Ωij[Δ̄
(0)
ij ] is

given by the terms proportional to τ3/2 in the r.h.s of Eq. (5.12). Now,
we assume that the term proportional to Δ̄(1)

ij of Eq. (5.17) when multi-
plied by the inverse of gij,kl vanishes or that it satisfies the equation
for Tc given by (5.16). Then Eq. (5.17) becomes

⎛
⎜⎜⎝

Ω11[Δ̄
(0)
11 ]

Ω22[Δ̄
(0)
22 ]

Ω12[Δ̄
(0)
12 ]

⎞
⎟⎟⎠ = 0, (5.18)

where we assumed that gij,kl is non singular. In what follows we

will drop the bar notation and upper index (0), Δ̄(0)
ij → Δij. The full

expressions for Ωij[Δij] are given by
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Ω11[Δ11] =

[
a11τ + K11�D2 − b11|Δ11|2 − 2b12|Δ12|2 − b12

Δ2
12Δ∗22
Δ11

]
Δ11

Ω22[Δ22] =

[
a22τ + K22�D2 − b22|Δ22|2 − 2b12|Δ12|2 − b12

Δ2
12Δ∗11
Δ22

]
Δ22

Ω12[Δ12] =

[
2a12τ + 2K12�D2 − 2b12|Δ12|2 − 2b12|Δ11|2 − 2b12|Δ22|2 +

− 2b12
Δ11Δ22Δ∗12

Δ12

]
Δ12.

From the above equations, we can identify the GL operators in
presence of only IBP, L11, L22 and in presence of only crosspairing L12:

[
L11 − 2b12|Δ12|2 − b12

Δ2
12Δ∗22
Δ11

]
Δ11 = 0, (5.19)[

L22 − 2b12|Δ12|2 − b12
Δ2

12Δ∗11
Δ22

]
Δ22 = 0, (5.20)[

L12 − b12|Δ11|2 − b12|Δ22|2 − b12
Δ11Δ22Δ∗12

Δ12

]
Δ12 = 0, (5.21)

where Lij = Kij�D2/2 + aijτ − bij|Δij|2 are the conventional GL opera-
tors.

Remarkably the system of equations (5.19-5.21) remains coupled
only due to the presence of cross-band pairing (Δ12 = 0). Furthermore
the coupling between the condensates contains a non-trivial phase
dependence which is different from the Josephson coupling due to the
presence of the crosspairing phase ϕ12.

At this point is useful to test the validity of our system of equations
by taking the limit with only IBP, Δ12 = 0, and the limit with only
CBP, Δ11 = Δ22 = 0. Interestingly for both cases we recover the single-
component GL equation. A two-band

superconductor with
both IBP and CBP
constitute effectively
a three-component
GL system.

Now using the variational principle we write the free energy density
that contains the system of equations (5.19-5.21),

f = K11|�DΔ11|2 − a11τ|Δ11|2 + b11

2
|Δ11|4 + 2b12|Δ12|2|Δ11|2 +

+ K22|�DΔ22|2 − a22τ|Δ22|2 + b22

2
|Δ22|4 + 2b12|Δ12|2|Δ22|2 +

+ 2K12|�DΔ12|2 − 2a12τ|Δ12|2 + b12|Δ12|4 + b12Δ2
12Δ∗22Δ∗11

+ b12Δ11Δ22Δ∗2
12 +

�h2

8π
. (5.22)

We note that although the GL equations (5.19-5.21) are phase de-
pendent, the reality of the free energy is preserved. This can be seen
from the sum of the phase-dependent terms of Eq. (5.22). Interest-
ingly, we observe the emergence of the angle θ = 2ϕ12 − ϕ11 − ϕ22
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which was also present in the microscopic pair amplitude equations
(4.7). This angle introduces new degrees of freedom similarly to the
Josephson coupling. However, we recall that Josephson couplings in
the conventional GL theories cannot be incorporated when one has
only intraband pairing. Remarkably, when one has both IBP and CBP

we have phase interaction between the different components which
are well defined within the Gor’kov domain (see introduction of the
present Chapter). This surprising result constitutes one of the main
contributions of the present thesis.

The free energy (5.22) reaches a minimum for θ = π as a conse-
quence of the positive coefficient b12, see Eq. (5.14). We show in the
previous Chapter that the mere competition between IBP and CBP can
induce a phase shift of π between condensates, see Fig. 4.7. Now
from the GL equations (5.19-5.21) and its related free energy (5.22), we
conclude that the origin of the π-phase shift in θ is a requirement to
reach the minimum of the free energy.

In the next Section we will attempt to reconstruct the order pa-
rameter to elucidate if our system of equations can be reduced to a
single-component GL equation with only one coherence length.

5.2 reconstruction of the ginzburg-landau order pa-
rameter

We will perform the reconstruction of the order parameter following
the same method from Ref. [130, 131]. For our case, the reconstruction
of the order parameter consist in the reduction of the three GL Eqs.
(5.19-5.21) to a single GL equation with only one component. First we
introduce the γij as the inverse of the coupling matrix gij,kl :

γij =

⎛
⎜⎜⎝

g11,11 g11,22 g11,12

g22,11 g22,22 g22,12

g12,11 g12,22 g12,12

⎞
⎟⎟⎠
−1

=

⎛
⎜⎜⎝

γ11 γ12 γ13

γ21 γ22 γ23

γ31 γ32 γ33

⎞
⎟⎟⎠ . (5.23)

Using the above matrix (5.23), we can write Eq. (5.16) as follows:

⎛
⎜⎜⎝

γ11 −A11 γ12 γ13

γ21 γ22 −A22 γ23

γ31 γ32 γ33 −A12

⎞
⎟⎟⎠
⎛
⎜⎜⎝

Δ̄(0)
11

Δ̄(0)
22

Δ̄(0)
12

⎞
⎟⎟⎠ = 0. (5.24)

Now we begin the reconstruction of the order parameter by obtain-
ing the eigenvector whose eigenvalue is zero from equation (5.16),

�Δ(0)(�r) =

⎛
⎜⎜⎝

1
γ21γ13−γ23S11
γ23γ12−S22γ13

ei(ϕ22−ϕ11)

S11γ23γ32+S22γ13γ31−2γ12γ23γ31
S33(γ12γ23−S22γ13)

ei(ϕ12−ϕ11)

⎞
⎟⎟⎠ψ(�r), (5.25)
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where S11 = γ11 −A11, S22 = γ22 −A22 and S33 = γ33 −A12.
The proportionality of the multiple components given by Eq. (5.25)

is a physical constraint because all pair amplitudes become simultane-
ously zero at Tc. This proportionality holds also for the GL equations
in presence of only IBP which ultimately makes our system to present
a single coherence length. However, we observe that our eigenvec-
tor (5.25) presents a relative phase which can induce a negative sign
whenever ϕ22 − ϕ11 = π or ϕ12 − ϕ11 = π.

The eigenvector with zero eigenvalue is obtained from the expres-
sion �η1ψ(�r) in Eq. (5.25). To form an orthogonal basis we obtain the
second eigenvector by taking the scalar product, �η1.�η2 = 0 and the
third one by taking the vectorial product, �η3 = �η1 ×�η2.

We proceed with the reconstruction of the OP in the GL equation as
follows:

⎛
⎜⎜⎝

γ11 −A11 γ12 γ13

γ21 γ22 −A22 γ23

γ31 γ32 γ33 −A12

⎞
⎟⎟⎠
⎛
⎜⎜⎝

Δ(1)
11

Δ(1)
22

Δ(1)
12

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

R11[Δ
(0)
11 ]

R22[Δ
(0)
22 ]

R12[Δ
(0)
12 ]

⎞
⎟⎟⎠ , (5.26)

where we have dropped the bar notation, Δ̄(k)
ij → Δ(k)

ij .
The term τ3/2 of the Gor’kov expansion mixes the different orders of

the order parameter, Δ(0)
ij and Δ(1)

ij . Interestingly the relation between
different orders is linear and can be decouple if we chose an appropiate
basis for Δ(1)

ij ,

⎛
⎜⎜⎝

Δ(1)
11

Δ(1)
22

Δ(1)
12

⎞
⎟⎟⎠ = χ1(�r)�η1 + χ2(�r)�η2 + χ3(�r)�η3. (5.27)

Substituting (5.27) into (5.26) and projecting its result to �η†
1 ,

0 =
(

η∗1(1) η∗1(2) η∗1(3)
)⎛⎜⎜⎝

Ξ1 0 0

0 Ξ2 0

0 0 Ξ3

⎞
⎟⎟⎠
⎛
⎜⎜⎝

Δ(0)
11

Δ(0)
22

Δ(0)
12

⎞
⎟⎟⎠ , (5.28)

with

Ξ1 = L11 − 2b12|Δ(0)
12 |2 − b12

|Δ(0)
12 |2|Δ(0)

22 |
|Δ(0)

11 |
eiθ (5.29)

Ξ2 = L22 − 2b12|Δ(0)
12 |2 − b12

|Δ(0)
12 |2|Δ(0)

11 |
|Δ(0)

22 |
eiθ (5.30)

Ξ3

2
= L12 − b12|Δ(0)

11 |2 − b12|Δ(0)
22 |2 − b12

|Δ(0)
11 ||Δ(0)

22 ||Δ(0)
12 |

|Δ(0)
12 |

e−iθ , (5.31)
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where θ = 2ϕ12 − ϕ11 − ϕ22.
We finish the reconstructive procedure by substituting (5.25) into

(5.28),

[
K�D2 + ατ − β(θ)|ψ(�r)|2

]
ψ(�r) = 0, (5.32)

with

K = K11 + η2
b K22 + 2η2

c K12, (5.33)

α = a11 + η2
b a22 + 2η2

c a12, (5.34)

β(θ) = b11 + η4
b b22 + 2η4

c b12

[
1 + 2

(1 + η2
b + ηb cos θ)

η2
c

]
, (5.35)

where (ηa, ηb, ηc) = �ηT
1 are given by Eq. (5.25).

It is important to remember that the reconstructed GL equation (5.32)
is equivalent to the multicomponent system of equations (5.19-5.20)
only when the phases of the different components ϕ11, ϕ22 and ϕ12

are constant. This can be seen from Eq. (5.35), where normalization
of β(θ) is ill-defined due to the phase dependence from the other
components. Nonetheless, we will proceed the analysis assuming θ as
an auxiliary variable (non-dynamical variable). The minimization of
the free energy will constraint the values of θ to two cases: θ = π for
η1(2) > 0 or θ = 0 for η1(2) < 0.

Now the GL equation is reduced to a single component where β

is now phase-dependent. From the GL equation in presence of IBP

and CBP, Eq. (5.32) and using Eqs. (2.52) and (2.59), we obtain the
superfluid density and London penetration depth:

ns(θ) ∝
√

α

β(θ)
, λL(θ) =

√
m∗c2β(θ)

4πe∗2α
, (5.36)

where m∗ and e∗ are the effective mass and electric charge when one
solves the London equation together with Eq. (5.32).

To end this Section, we will speculate the connection of our results
with the experimental data. The phase dependence of the London
penetration depth (5.36) implies that the phase transition s+− ↔
s++ should be accompanied by a change in λL or in the superfluid
density. Particularly, the phase transition s+− → s++ can be induced
by disorder in superconductors with a pristine s+− state [93]. In a two-
band superconductor, the physical origin of this transition is caused
by the strong scattering between the two bands induced by disorder.
This means that the mean lifetime that an electron stays in a single
band approaches zero until one obtains effectively a dirty-one-band
superconductor. Suitable candidates that present this transition are



5.2 reconstruction of the ginzburg-landau order parameter 91

Figure 5.1: (a) Density of states Ntot(ω)/N vs. the scattering rate Γa/Tc0 and
ω/Tc0. (b) Total superdluidity density 1/(ωpλL)

2 vs. Γa/Tc0 and
T/Tc0 where ωp is the total plasma frequency and λL. From Ref.
[35]

the FeSCs were disordered can be induced by proton irradiation [35],
see Fig. 5.1.

The reported results shown in Fig. 5.1 from Ref. [35] were obtained
using the linearized Eliashberg equations and the T-matrix approxi-
mation for the the average impurity self-energy. Furthermore the GL

formulation of a dirty two-band s+− superconductors although agree
with the conclusion that disorder disfavors the s+− state [93], is not
able to predict the phase dependence of the London penetration depth
and superfluid density. Here we point out that if one includes IBP

and CBP within the Abrikosov-Gor’kov framework, then one has the
necessary degrees of freedom to describe the phase change in the
London penetration depth and superfluid density induced by disorder.
Experimentally the signatures of s+− → s++ were found in single
crystals Ba(Fe1−xRhx)As2 [45, 112], Fig. 5.2.

Strikingly in Fig. 5.2a we observe a small enhancement of Tc with
increasing disorder. This effect is similar to the transition from IDR to
the CDR see Fig. 4.7. Therefore, it is possible that as disorder increases,
the mean lifetime that the electrons stays in one band gets smaller
favoring cross-band pairing. If disorder can trigger the transition from
the IDR to the CDR then we know from the previous Chapter (see
Fig. 4.5) that it is also possible in absence of the s+− → s++ phase



92 ginzburg landau theory with crosspairing

Figure 5.2: (a) Critical temperature of the irradiated crystal normalized to its
value for the pristine crystal vs. disorder. (b) Low-temperature val-
ues of the London penetration depth. Here disorder is represented
by the average displacement per atom dpa and the different back-
ground color are used to qualitatively distinguish between the
s+− and s++ phases. From Ref. [45]

transition. This would imply in a continuous decrease of the London
penetration depth according to (5.36). Experiments in the thin film
Ba(Fe0.9Co0.1)As2 [112], reported a tendency towards a gapless state
for the weaker gap (in-gap) without discontinuity in the London
penetration depth.Disorder can drive

the transition from
the IDR to the CDR.

5.3 interface energy

In this section we will calculate the surface energy ES for the normal-
superconductive interface at the thermodynamic critical field Hc. The
interplay between the diamagnetic energy which is positive and the
condensation energy which is negative will determine whether the
superconductor is of type-I (ES > 0) or type-II (ES < 0).

Now, close to Tc and far from the normal-superconducting interface,
we can neglect the variations of the order parameters as they become
homogeneous in the bulk. The homogeneous order parameters are
obtained from (5.25),

Δ(0)
11 = ηaτ1/2, Δ(0)

22 = ηbτ1/2, Δ(0)
12 = ηcτ1/2. (5.37)
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From Fig. 2.4, we can see that the critical field equals the free energy
when the order parameters are homogeneous. If we substitute (5.37)
into (5.22) we can write the critical field as

H2
c

4π
= b11 + η4

b + 2η4
c b12

[
1 +

2
η2

c
(1 + η2

b + ηb cos θ)

]
. (5.38)

When one considers the normal-superconductive interface in two-
band superconductors without CBP, then it is possible to define the
single-band penetration depth as λ−2

L,i = 4πe2|Δ(0)
ii |2/(mic2) [44]. Fur-

thermore due to the additive property of the superfluid density relative
to each band (ntotal = n1 + n2, ni ∝ 1/λ−2

L,i ), then one can write the
effective London penetration depth as λ−2

L = λ−2
L,1 + λ−2

L,2. However,
we should have in mind that when one considers IBP and CBP in a
two-band system, then the additive property of the band-dependent
superfluid density is not longer valid. The presence of crosspairing,
(Δ12 = 0), introduces a new term in the total superfluid density which
now must account not only for the density of Cooper pairs relative
to band 1 and 2 but also for the density of cross-band Cooper pairs.
This implies that we cannot extract the effective London penetration
depth directly from Eq. (5.38). Nonetheless, in what follows we will
analyze the normal-superconducting interface of the reconstructed GL

equation where the London penetration depth will be given by Eq.
(5.36).

We proceed by considering the interface between a normal state and
a superconducting state defined by the plane z = 0, see Fig. 5.3,

Figure 5.3: Schematic representation of the interface between the normal and
the superconducting states. Figure extracted from Ref. [44]

In the above figure, Fig. 5.3, the external magnetic field is chosen
to be the critical one along x-axis Hx = Hx(z) with vector potential
Ay = −A(z), so �∇× �A = �H. For systems with an external magnetic
field is more convenient to work with the Gibbs free energy, then using
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Eq. (2.76) we write the Gibbs energy G relative to the reconstructed
GL equation (5.32),

G = K|�Dψ(�r)|2 − ατ|ψ(�r)|2 + 1
2

β(θ)|ψ(�r)|4 + (�h− �Hc)2

8π
. (5.39)

We make the Gibbs energy (5.39) dimensionless by performing the
following scaling in the variables,

Ḡ =
G
H2

c
4π

, |ψ̄|2 =
|ψ|2

ατ
β(θ)

, h̄ =
�h√
2Hc

, s =
z

λL
, (5.40)

where the coordinates where scaled in units of the London penetration
depth λL.

We are interested in the spatial profile of the surface energy in the
z-axis, then using Eq.(2.63), the above scaling (5.40) and integrating
along the z-axis then the surface energy becomes

γ = λ
∫

ds

[
1
2

∣∣∣(κ−1i∂s − κĀ
)

ψ̄
∣∣∣2 − |ψ̄|2 + 1

2
|ψ̄|4 +

(
h̄− 1√

2

)2
]

,

(5.41)

where we used the expression of the critical field as function of the
coherence length, Hc = c/(2eξ2) and we have defined the coherence
length and GL parameter as follows

ξGL =

√
K
α

, κ(θ) =
λL(θ)

ξGL
. (5.42)

The angle dependence of the penetration depth λ(θ) and the GL

parameter κ = κ(θ), implies that the classification of superconductors
in type-I and type-II depends on the position �r. This means that
depending on the value of θ = θ(�r), then one can can have type-I
superconductivity, type-II superconductivity or both. See Fig 5.4.

One could be eager to conclude that even in presence of IBP and
CBP the three-component Ginzburg-Landau equations are reduced
to a single-component with only one GL parameter κ, see Eq. (5.42).
However as we mentioned before, the reconstruction of the order
parameter and the classification of superconductors in type I or type
II is valid only when the phases are global. The assumption of θ =

f (ϕ12, ϕ11, ϕ22) as an auxiliary variable is valid only for non dynamic
variables which is the case for ϕ12 and ϕ22 but not for ϕ11. This limits
the validity of the reconstruction of the order parameter and the
analysis of the surface energy to the homogeneous case, i.e. when all
phases are constant.
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x

z

ξ 

N S
λ(0)

λ(π)

Hc

Figure 5.4: Hypothetical situation where the type-I/type-II classification di-
chotomy is present. The figure presents a transverse section along
the xz-plane from the schematic representation 5.3. The spatial
profile of the coherence length ξ is given by the solid blue line
and the possible spatial profiles for the London penetration depth
λ(θ) are given by the solid red line (θ = 0) an the red dotted line
(θ = π).

It would be interesting to study the formation of Abrikosov vortices
in presence of IBP and CBP using the three component GL equations
(5.19-5.21). In the next Section, we will described the most pronounced
features that signal the competition between intraband and cross-band
Cooper pairs. Although not develop in this thesis would be interesting
to study the inclusion of CBP in presence of other competitive orders
such as the presence of charge-density waves or spin-density waves,
which modify the periodic electronic structures of the solid [39], the
presence of disorder in a two-gap superconductors which promotes
the s+− → s++ transition [35, 45].

5.4 vortex lattice

We start by writing the Gibbs free energy from Eq. (5.22) in dimen-
sionless form,

F =
�H2

c
4π

∫
dV
[

r2
a

2
|�DΔ11|2 − r2

a |Δ11|2 + r2
a

2
|Δ11|4 + 2rarc|Δ12|2|Δ11|2 +

+
r2

b
2
|�DΔ22|2 − r2

b|Δ22|2 + r2
b

2
|Δ22|4 + 2rbrc|Δ12|2|Δ22|2 +

+ r2
c |�DΔ12|2 − r2

c 2|Δ12|2 + r2
c |Δ12|4 +√rarbrcΔ2

12Δ∗22Δ∗11 +

+
√

rarbrcΔ∗2
12Δ22Δ11 + κ2(�h− �H0)

2, (5.43)
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here H2
c /(4π) = (a11τ)2/b11, is the nominal critical field energy given

by only Δ11, see Eqs. (5.13-5.14). Each component Δij is normalized
with respect to

√
aijτ/bij where r2

a = H2
c11/H2

c , r2
b = H2

c22/H2
c and

r2
c = H2

c12/H2
c are the relative ratios of the component-dependent

critical field energies with respect to H2
c . Furthermore �D = �∇/i− �A,

�∇× �A = �h , �H0 is the applied magnetic field, κ is the GL parameter
given by κ = λL/ξGL where λL and ξGL are the London penetration
depth and coherence length given by the presence of only Δ11. Thus
λL = (c/e)

√
b11/8πK11a11τ and ξGL =

√K11/a11. All distances are
normalized by ξGL and the vector potential �A by ch̄/(2eξGL). From
the Gibbs free energy (5.43), we obtain the dimensionless GL equations

[
r2

a L̄11 − 2rarc|Δ12|2 −√rarbrc
Δ2

12Δ∗22
Δ11

]
Δ11 = 0, (5.44)[

r2
b L̄22 − 2rbrc|Δ12|2 −√rarbrc

Δ2
12Δ∗11
Δ22

]
Δ22 = 0, (5.45)[

r2
c L̄12 − rc(ra|Δ11|2 + rb|Δ22|2)−√rarbrc

Δ11Δ22Δ∗12
Δ12

]
Δ12 = 0, (5.46)

where L̄ij = �D2 + 1 − |Δij|2 is the dimensionless GL operator. The
coefficients ra, rb and rc will be the tuning parameters that control the
crossover between the IDR and the CDR.

At this point we introduce the method of link variables to solve the
system (5.44-5.46) in 2D. We apply the method as described in Ref. [87]
and employ periodic boundary conditions. This method is based on
the lattice gauge theory where the broken U(1) symmetry is restored
by the introduction of link variables. In addition we will insert a time
relaxation term that will help us to determine the most adequate
iteration step. The details of this method and its implementation for
our system are given in the Appx. C.2. We note that Eq.s (5.44-5.46)
are similar to equations (4.7) in the sense that we expect competition
between the intraband components (Δ11, Δ22) and the cross-band
component (Δ12). Therefore we expect three non-trivial solutions: (a)
only intraband components different than zero (Δ11 = 0, Δ22 = 0,
Δ12 = 0), (b) only crosspairing component different than zero ( Δ11 =

Δ22 = 0, Δ12 = 0) and (c) all three components different than zero
(Δ11 = 0, Δ22 = 0, Δ12 = 0). For any case, we will assume that we have
obtained a solution if after two consecutive iterations the maximum
deviation of each component is lower than 10−7 ( δΔij < 10−7).

The figure on the right presents
the scaled colorbars of the
Cooper-pair density (a) and the
phase of the GL component (b).
All solutions presented in this
thesis will follow the same scale.
Therefore, blue and red will rep-



5.4 vortex lattice 97

resent 0 and 1 for the minimum
and maximum Cooper-pair den-
sity. It will also represent the phase change from −π to π.

To elucidate better the interplay between the intraband and cross-
band GL components we first calculate the solution for two identical
overlapping bands. This means that the intraband and cross-band
Cooper pairs are energetically equally favorable so in the free energy
(5.43) the coefficients are ra = rb = rc = 1. For this case, our system
of three equation is reduced to only two, (5.44) and (5.46), which we
solve by taking as initial condition, Δ11 = Δ12 = 1.

Figure 5.5: Superconducting square of lateral side 20ξ in a homogeneous
magnetic field equal to 0.31Hc. (a), (b) are the Cooper-pair density
for the intraband |Δ11|2 and cross-band |Δ12|2 components respec-
tively. Below each Cooper pair density we have their respective
phases ϕ11(c) and ϕ12 (d).

The competitive behavior between the intraband and cross-band GL

components for a superconductor is depicted in Fig. 5.5. Interestingly
we observe a tendency that whenever Δ11 is maximum, Δ12 is min-
imum and vice versa. This indicates a strong competitive interplay
between the intraband and cross-band GL components. Note that in
Fig. 5.5a we have the formation of a vortex cluster given by the big
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blue region. In Fig. 5.5b we observe the formation of string of vortices
that surround two vortices in the bottom right region. The vortex
arrangements on Figs. 5.5(a,b) which are different from the Abrikosov
lattice (triangular lattice), signal the presence of crosspairing. In case a
similar simulation is done for ra > rc and for rc > ra we recover the
Abrikosov lattice for the IDR and CDR respectively.

Although the above solution, Fig. 5.5 was obtained only for the case
that IBP and CBP are both energetically equally favorable (ra = rc), the
domain of coexistent with non trivial solutions can be enlarged. This
can be achieved by considering a more realistic scenario where the
two bands in consideration do not longer overlap, see Fig. 5.6.

Figure 5.6: All solutions correspond to a superconducting square of lateral
side 20ξ in a homogeneous magnetic field equal to 0.31 �Hc. For
each row we fixed the normalization coefficients {ra, rb, rc} :
(a-c) {1, 0.43, 0.75}; (d-f) {1, 0.42, 0.75}; (g-i) {1, 0.3, 0.75}; (j-l)
{1, 0.2, 0.75}; (m-o) {0.9, 0.1, 0.75}.

In Fig. 5.6, we present solutions for five different set of parameters
{ra, rb, rc} with initial condition Δ11 = Δ22 = Δ12 = 1. Those solutions
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(intermediate states), describe a transition from the IDR to the CDR

and were obtained by reducing the parameter rb or ra. Across the
simulations we assumed that the following condition, rb < rc < ra

holds. The intermediate states are characterized by the deformation
of the Abrikosov lattice, in the form of a square lattice (Fig. 5.6(f,j,l)),
elongated vortices (Fig. 5.6(e,f,l)), stripes (Fig. 5.6(g,i,k)) or clusters
of vortices (Fig. 5.6(g,h,i)). The reestablishment of the Abrikosov lat-
tice for the IDR or CDR is accompanied by the vanishment of Δ12 or
{Δ11, Δ22} respectively.

Usually the melting of the Abrikosov lattice is an indicative of a first
order transition [62, 110, 111, 140]. In our case the free energy presents
clear discontinuities when one approaches the crossover region as
shown in Fig. 5.7.

Figure 5.7: Normalized free energy vs ratio rb/rc where ra = 1. A first
order transition is clearly observed at the the boundaries of the
intermediate state with the CDR for rb/rc = 0.178 and with the
IDR for rb/rc = 0.418.

Fig. 5.7 describes a first order transition which is accompanied by
the melting of the Abrikosov lattice as follows from Fig. 5.6. Interest-
ingly at the intermediate state we have other consecutive first order
transitions which reveals a multi-phase nature of the superconducting
state in presence of IBP and CBP.

Vortex configurations different from the triangular lattice has been
reported in MgB2 single crystals [27], superconducting/ferromagnetic
hybrids [29], BaFe2−xNixAs2 at low field [72], the order-disorder transi-
tion in NbSe2 and the Turing like patterns as reported in EuFe2(As0.79P0.21)2

[121]. In these materials, the origin of different vortex patterns is at-
tributed to the competition between short-range repulsive and long-
range attractive vortex-vortex interactions. Typically systems with
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nonmonotonic repulsive-attractive interaction leads to the vortex core
deformation which induce frustration and consequently the deforma-
tion of the Abriksov lattice [143]. For all practical cases the simulations
and descriptions of unusual vortex configurations are only possible in
presence of different lengths scales which is a fundamental premise of
any multicomponent GL theory.

Figure 5.8: Scanning Hall probe images (≈ 50× 50 μm2) of the vortex distri-
bution in a 160 nm thick superconducting MgB2 film at T= 1.7
K and fields of (a) 1.25 G, (b) 1.7 G, (c) 2.8 G and (d) 5 G, and a
77 nm film at (e) 1.25 G and (f) 2.8 G. Typical examples of dimers
and voids are indicated in (a), short chains in (b) while vortex
locations in (d) are highlighted with white dots. From Ref. [27].

In this Chapter we have microscopically derived the GL equations us-
ing the Gor’kov approach for a two-band superconductor in presence
of both IBP and CBP. In systems without crosspairing the reconstruc-
tion of the GL order parameter prohibits the definition of different
length scales besides one London penetration depth and one coher-
ence length. Remarkably the situation changes when one includes
crosspairing due to mixing of the different components and its phase-
dependent interaction. The reconstructive procedure for this case fails
to globally lock all the phases of the different GL components. As a
consequence one has a phase-dependent penetration depth λ(θ) which
challenges the conventional classification of superconductors in type I
or type II. This means that the long range order of the superconducting
state cannot be described by the phase of a single component and one
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needs to introduce other components. Moreover, we showed that a
two-band system in presence of IBP and CBP is minimally described by
a three-component GL theory. In this case, the smoking gun signatures
of the interplay between superconductivity and magnetism are the
intermediate states characterized by the deformation of the Abrikosov
lattice in form of new patterns like, square lattices, stripes, labyrinths
and vortex clusters.





6
C O N C L U S I O N S A N D P E R S P E C T I V E S

Emergent phenomena in multigap superconductors or multicompo-
nent Ginzburg-Landau theories are defined as the new phenomena
which cannot be attainable by a superconductor with a single gap
or a single component. In this thesis we have studied the emergent
phenomena in superconductors with multiple gaps and multicompo-
nent Ginzburg-Landau theories in presence of intraband pairing and
cross-band pairing. By cross-band pairing or simply crosspairing we
refer to a Cooper pair formed by two electrons where each electron
belongs to a different band. To distinguish the novel signatures and
consequences of superconductors in presence of these two types of
pairing, we have divided the conclusions in two parts:

Without crosspairing
A multigap superconductor or a multicomponent Ginzburg-Landau

theory with zero interband coupling and without crosspairing presents
no new phenomena besides the ones described by the conventionals
BCS and Ginzburg-Landau theories. This is a natural conclusion be-
cause when different regions of a physical system do not interact with
its surroundings, then each region becomes and independent system
by itself. However, multigap superconductors with small interband
coupling (scattering of electrons between different bands) present os-
cillations in the relative phase (Legget modes) and amplitude (Higgs
modes) of the order parameters. Interestingly, in this thesis we have
found that this effect is more pronounced at weak interband coupling.
For example, in a two-band system when the interband coupling is
positive the phase of both order parameters has the same sign. This
defines an s++ phase, however when the interband coupling is neg-
ative, then we have a change of sign in one of the order parameters
which defines an s+− phase. As a consequence we have that the gap
resonances accompanied by Legget and Higgs modes are more pro-
nounced at the s+− ↔ s++ transition. On the other hand we have
found that the Gor’kov derivation of the Ginzburg-Landau equations
for multigap superconductors do not incorporate the Josephson cou-
plings between the different components. Therefore effectively we
have only one coherence length whose value is just renormalized by
taking into account the contribution of all different bands. Hence, a
multi-component Ginzburg-Landau theory with only intraband pair-
ing can always be described by the conventional single-component
Ginzburg-Landau equation.

103
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With crosspairing
When one introduces crosspairing, even systems with zero inter-

band coupling can present gap resonances accompanied with Leggett
and Higgs modes. This occurs because cross-band pairing introduces
phase interaction between the intraband pair amplitudes and the cross-
band pair amplitude. In this thesis we have shown that in presence
of crosspairing the energy spectra of the electrons, the gap openings
in the density of states and the London penetration depth are phase-
dependent. At the microscopic level, the interplay between intraband
pairing and cross-band pairing have several unique effects. For one,
cross-band pairing increases the splitting between intraband gaps,
with a tendency to decrease the weaker gap towards an entirely novel
“gapless” state. The signatures of this state will still be observable
in measured quantities as the order parameters of the superconduct-
ing state, no longer directly correspond to the observable gaps. The
crosspairing also introduces the possibility of a phase frustration be-
tween the pairing channels, leading to novel transitions as a function
of temperature (such as s+− → s++), and nontrivial response of the
superconductor to an external magnetic field.

In this thesis we found that multicomponent Ginzburg-Landau the-
ories within the Gor’kov domain (expansion of the order parameter
up to (1− T/Tc)3/2) are only present when one considers intraband
pairing and cross-band pairing simultaneously. The equation for Tc

in this case also restricts the introduction of Josephson couplings be-
tween the different Ginzburg-Landau components, nonetheless the
different order parameters remain coupled due to the induced hy-
bridization by crosspairing. In this scenario, we have shown that a
two-band system with intraband pairing and cross-band pairing is
minimally described by a three-component Ginzburg-Landau theory.
Interestingly the interplay of those components present an intrinsic
competition similarly to the one found between intraband and cross-
band Cooper-pair amplitudes. Moreover, we have obtained in this
thesis new effects in presence of a constant magnetic field, where the
competition between the different components drives effectively a
nonmonotonic repulsive-attractive interaction among vortices which
leads to the deformation of the Abrikosov lattice. This deformation
presents itself as a first order transition at the boundaries of the inter-
mediate state with the intraband dominated regime and cross-band
dominated regime. The intermediate state presents multiple phases
where the vortices arrange in different configurations like the square
lattice, higher-flux vortices, elongated vortices, stripes, labyrinths and
clusters. Therefore the new derivation of the Ginzburg-Landau theory
with the inclusion of crosspairing introduces an exciting new venue
where its signatures can experimentally be tested.

Perspectives
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Our results call for revisiting the existing theories and experimental
data for multiband superconductors with close bands or hybridized
orbitals, bearing also in mind that the band dispersions and chemical
potential can be tuned towards a parameter regime where the above
mentioned signatures of crosspairing with and without an applied
magnetic field can be detected. Remarkably, the signatures of cros-
spairing resemble the effects of magnetic impurity doping, applied
magnetic field and disorder induced transitions which suggests that
the presence of crosspairing in superconductors is more general that
we initially thought. For example, the presence of magnetic impurities
in MgB2 induced by Mn substitution present a pronounced coherence
peak in the density of states similarly to the gapless state tendency
of the weaker gap. This signature in the density of states can also
overlap with the long searched Majorana zero-energy bound states.
Furthermore would be interesting to examine the competition between
intraband pairing and crosspairing competition in the presence of spin-
flip scattering, oddness in parity, and photo-induced phenomena. Also,
the theoretical formulation of the two-gap GL theory in the dirty limit
with nematicity looks very similar to the GL theory in presence of both
intraband pairing and crosspairing and present the same vortex con-
figuration (elongated vortices). Therefore, further investigation should
be directed towards the origin of the elongated vortex formation in the
FeSCs which can be an indicative of a nematic order, crosspairing or
both. Even beyond superconductivity, crosspairing and its competition
with intraband pairing remains insufficiently explored in molecular
optics, multicomponent superfluidity, and quantum chromodynamics.
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A P P E N D I X





A
A N O M A L O U S A N D N O R M A L G R E E N F U N C T I O N S

This Appendix is divided in two Sections. The first one presents
the derivation of the pair amplitude equations from the anomalous
Green function. The second Section contains a detailed derivation
of the spectral wave function and density of states from the normal
Green function. For both Sections we use the Gor’kov Green function
formalism.

a.1 nambu-gorkov approach for n-multiband hamilto-
nian with crosspairing

In the Heisenberg picture of quantum mechanics the equations of
motion of the Hamiltonian (4.3) are given by

−h̄∂τψi↑ (�xτ) = Tiψi↑ (�xτ) + ∑
j

ψ†
j↓ (�xτ)Δij (�x) , (A.1)

−h̄∂τψ†
i↓ (�xτ) = −T∗i ψ̄i↓ (�xτ) + ∑

i
Δ∗ij (�x)ψj↑ (�xτ) . (A.2)

Now we introduce the normal and anomalous Green functions:

Gij
(
�xτ,�x′τ′

)
= −1

h̄

〈
Tψi↑ (�xτ)ψ†

j↑
(
�x′τ′

)〉
, (A.3)

Fij
(
�xτ,�x′τ′

)
= −1

h̄

〈
Tψ†

i↓ (�xτ)ψ†
j↑
(
�x′τ′

)〉
, (A.4)

Gij
(
�xτ,�x′τ′

)
= −1

h̄

〈
Tψ†

i↓ (�xτ)ψj↓
(
�x′τ′

)〉
, (A.5)

Fij
(
�xτ,�x′τ′

)
= −1

h̄
〈

Tψi↑ (�xτ)ψj↓
(
�x′τ′

)〉
, (A.6)

using the Fourier transform of the periodic time τ:

Onm
(
�xτ,�x′τ′

)
=

1
βh̄ ∑

ω

e−iω(τ−τ′)Onm,ω
(
�x,�x′

)
, (A.7)

with the equations of motion (A.1) and (A.2), then we can write the
evolution of the Green functions as follows:
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ih̄ωGij,ω = δij + TiGij,ω + ∑
k

ΔikFkj,ω (A.8)

ih̄ωFij = −T∗i Fij,ω + ∑
k

Δ∗ikGkj, (A.9)

ih̄ωGij,ω = δij − T∗i Gij,ω + ∑
k

Δ∗ikFkj, (A.10)

ih̄ωFij,ω = TiFij,ω + ∑
k

ΔikGkj,ω. (A.11)

Assuming spatial isotropy, we introduce the Fourier transform of
the spatial coordinates:

Onm,ω
(
�x,�x′

)
= Onm,ω

(
�x−�x′

)
, (A.12)

Onm,ω

(
�k
)
=
∫

d3�xe−i�k.(�x−�x′)Onm,ω
(
�x−�x′

)
. (A.13)

Now, for a N-band superconductor we introduce the kinetic and
pair amplitude matrices:

T =

⎛
⎜⎜⎝

ξ1k 0 0

0 ξ2k 0

0 0 . . .

⎞
⎟⎟⎠ , Δ =

⎛
⎜⎜⎝

Δ11 Δ12 0

Δ21 Δ22 0

0 0 . . .

⎞
⎟⎟⎠ , (A.14)

and the matrices for the normal and anomalous Green functions

Gω =

⎛
⎜⎜⎝

G11,ω G12,ω . . .

G21,ω G22,ω . . .

. . . . . . . . .

⎞
⎟⎟⎠ , Fω =

⎛
⎜⎜⎝

F11,ω F12,ω 0

F21,ω F22,ω 0

0 0 . . .

⎞
⎟⎟⎠ . (A.15)

Using the above matrices and assuming crossband pair formation
every two bands (i.e. between band 1 and 2, between band 3 and
4, and so on), we obtain the Nambu-Gorkov equations for N-band
system:

(ih̄ω− ξk) Gω = 1N×N + ΔFω, (A.16)

(ih̄ω + ξk) Fω = Δ∗Gω (A.17)

(ih̄ω + ξk) Gω = 1N×N + Δ∗Fω (A.18)

(ih̄ω− ξk) Fω = ΔGω. (A.19)

From Eqs. (A.18) and (A.19), we obtain the anomalous Green func-
tion Fω,

Fω =
[
(ih̄ω + ξk)Δ−1 (ih̄ω− ξk)− Δ∗

]−1
, (A.20)
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after tedious but straightforward algebraic calculations we obtain
Fω:

Fω = F̄ijω ⊗ F̄klω ⊗ ...⊗ F̄pqω, (A.21)

where the number of times we make the tensorial product is the
greatest integer of N/2. F̄ijω is given by

F̄ijω =

⎛
⎜⎝ − Δii(h̄2ω2+ξ2

2)+DΔ∗jj
(h̄2ω2+E2

+)(h̄2ω2+E2−)
[Δij(ih̄ω+ξi)(ih̄ω−ξ j)+DΔ∗ij]
(h̄2ω2+E2

+)(h̄2ω2+E2−)
[Δji(ih̄ω−ξi)(ih̄ω+ξ j)+DΔ∗ji]
(h̄2ω2+E2

+)(h̄2ω2+E2−)
− [Δjj(h̄2ω2+ξ2

i )+DΔ∗ii]
(h̄2ω2+E2

+)(h̄2ω2+E2−)

⎞
⎟⎠ , (A.22)

where the excitation spectra E± is given by

E± =

√
1
2

(
ε2

i + ε2
j + 2

∣∣Δij
∣∣2 ± b

)
, (A.23)

b =

√(
ε2

i − ε2
j

)2
+ 4

∣∣Δij
∣∣2 c, (A.24)

c =
(
ξi − ξ j

)2
+ |Δii|2 +

∣∣Δjj
∣∣2 + 2 |Δii|

∣∣Δjj
∣∣ cosθ, (A.25)

where
ξi =

k2

2m − μ + ci spectra of a free electron

ε2
i = ξ2

i + |Δii|2 BCS spectra without crosspairing

θ = 2ϕij − ϕii − ϕjj phase dependence of the excitation gaps.

The pair amplitude definition is obtained as follows,

Δij = −T ∑
kl

gij,kl ∑
ω

eiω0+
∫ d3−→k

(2π)3 Fkl,ω

(−→
k
)

. (A.26)

Finally summing (A.26) over Matsubara’s frequencies we obtain the
pair amplitude equations:

Δij = ∑
kl

gij,kl Ikl , (A.27)

Ikl =
∫ d3−→k

(2π)3 Δkl

⎡
⎣ f+kl

tanh
(

βE+

2

)
4E+

+ f−kl

tanh
(

βE−
2

)
4E−

⎤
⎦ . (A.28)

where
f±kk = 1± p

b with k as the index of any band

f±ll = 1± q
b with l as the index consecutive to k

f±kl = 1± r
b with kl as the index of the crosspairing

p = ε2
k − ε2

l + 2 |Δkl |2
(

1 + |Δll |
|Δkk | e

iθ
)

q = ε2
l − ε2

k + 2 |Δkl |2
(

1 + |Δkk |
|Δll | e

iθ
)

r = (ξk − ξl)
2 + |Δkk|2 + |Δll |2 + 2 |Δkk| |Δll | e−iθ
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If the number of bands is two, the scattering elements ḡij,mn is given
by the following matrix:

ḡij,nm =

⎛
⎜⎜⎝

g11,11 g11,22 g11,12

g22,11 g22,22 g22,12

g12,11 g12,22 g12,12

⎞
⎟⎟⎠ , (A.29)

where the pair amplitudes are given by

Δij =

(
Δ11 Δ12

Δ21 Δ22

)
, (A.30)

Now under the assumption that we have crosspairing every two
bands, the Gor’kov couplings scale with the tensor product gij,rs =

ḡij,kl ⊗ ḡpq,rs. For example, for N = 4:

gij,nm =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

g11,11 g11,22 g11,12 g11,33 g11,44 g11,34

g22,11 g22,22 g22,12 g22,33 g22,44 g22,34

g12,11 g12,22 g12,12 g12,33 g12,44 g12,34

g33,11 g33,22 g33,12 g33,33 g33,44 g33,34

g44,11 g44,22 g44,12 g44,33 g44,44 g44,34

g34,11 g34,22 g34,12 g34,33 g34,44 g34,34

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A.31)

where we neglected the couplings g13,13 = g14,14 = g23,23 = g24,24 = 0.
This implies that the pair amplitude matrix for N = 4 is given by
diagonal blocks:

Δij =

⎛
⎜⎜⎜⎜⎝

Δ11 Δ12 0 0

Δ21 Δ22 0 0

0 0 Δ33 Δ34

0 0 Δ43 Δ44

⎞
⎟⎟⎟⎟⎠ , (A.32)

which consistently have Δ13 = Δ14 = Δ23 = Δ24 = 0 which is the our
assumption of crosspairing every two bands.

For the case of N odd, we proceed similarly to the case with N even
and add one column and one row to the Gor’kov couplings and pair
amplitudes matrices.

a.2 derivation of the normal green function

Similarly to the derivation of the pair amplitude equations, we can
obtained from Eqs. (A.16) and (A.17) an expression for Gω:

Gω = [(ih̄ω− ξk)− Δ(ih̄ω + ξk)
−1Δ∗]−1 (A.33)
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after tedious but straightforward algebraic calculations we obtain
Gω:

Gω = Ḡijω ⊗ Ḡklω ⊗ ...⊗ Ḡpqω, (A.34)

where the number of times we make the tensorial product is the
greatest integer of N/2 times. Ḡijω is given by

Ḡijω =
(ih̄ω + ξ2)(ih̄ω + ξ1)

(h̄2ω2 + E2
+)(h̄

2ω2 + E2−)
×(A.35)

×
⎛
⎝ih̄ω− ξ2 − |Δ12|2

ih̄ω+ξ1
− |Δ22|2

ih̄ω+ξ2

Δ11Δ∗12
ih̄ω+ξ1

+
Δ12Δ∗22
ih̄ω+ξ2

Δ12Δ∗11
ih̄ω+ξ1

+
Δ22Δ∗12
ih̄ω+ξ2

ih̄ω− ξ1 − |Δ11|2
ih̄ω+ξ1

− |Δ12|2
ih̄ω+ξ2

⎞
⎠ ,

We observe that the elements the above matrix (A.36) are symmetric
under the exchange of the band index 1 ↔ 2.

Now we calculate the spectral function Sijω(�k),

Sijω(�k) = − 1
π
�Ḡijω(�k)(iω → ω + iε), ε = 0+. (A.36)

The denominator of the normal Green function (A.36) can be ex-
panded as follows (h̄ = 1),

1
(ω2 + E+)(ω2 + E−)

=
1
b

(
− 1

2E+

1
iω + E+

− 1
2E+

1
iω + E+

+

+
1

2E−
1

iω + E−
+

1
2E−

1
−iω + E−

)
(A.37)

taking the limit iω → ω + iε, ε = 0+ and using the relation

1
x± iε

= P(
1

x± ε
)∓ iπδ(x), (A.38)

we obtain

S11ω(�k) =
[

1
2

(
1− ξ1

E+

)
E2
+ − ε2

2
b

− 1
2

(
1− ξ2

E+

) |Δ12|2
b

]
δ(E+ + ω) +

+

[
1
2

(
1 +

ξ1

E+

)
E2
+ − ε2

2
b

− 1
2

(
1 +

ξ2

E+

) |Δ12|2
b

]
δ(E+ −ω) +

+

[
1
2

(
1− ξ1

E−

)
ε2

2 − E2−
b

+
1
2

(
1− ξ2

E+

) |Δ12|2
b

]
δ(E− + ω) +

+

[
1
2

(
1 +

ξ1

E−

)
ε2

2 − E2−
b

+
1
2

(
1 +

ξ2

E−

) |Δ12|2
b

]
δ(E− −ω),
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where we have neglected all the principle values because they do not
contribute to the imaginary part.

Analogously we can obtain the spectral wave function for S12ω(�k),

S12ω(�k) =
[

1
2

(
1− ξ2

E+

) |Δ11||Δ12|
b

cos(ϕ11 − ϕ12) +

+
1
2

(
1− ξ1

E+

) |Δ22||Δ12|
b

cos(ϕ12 − ϕ22)

]
δ(ω + E+) +

+

[
1
2

(
1 +

ξ2

E+

) |Δ11||Δ12|
b

cos(ϕ11 − ϕ12) +

+
1
2

(
1 +

ξ1

E+

) |Δ22||Δ12|
b

cos(ϕ12 − ϕ22)

]
δ(−ω + E+) +

−
[

1
2

(
1− ξ2

E−

) |Δ11||Δ12|
b

cos(ϕ11 − ϕ12) +

+
1
2

(
1− ξ1

E−

) |Δ22||Δ12|
b

cos(ϕ12 − ϕ22)

]
δ(ω + E−) +

−
[

1
2

(
1 +

ξ2

E−

) |Δ11||Δ12|
b

cos(ϕ11 − ϕ12) +

+
1
2

(
1 +

ξ1

E−

) |Δ22||Δ12|
b

cos(ϕ12 − ϕ22)

]
δ(−ω + E−)

Now we introduce the spectral wave function coefficients for holes,

u2
k11 =

1
2

(
1 +

ξ1

E+

)
, u2

k12 =
1
2

(
1 +

ξ2

E+

)
,

u2
k21 =

1
2

(
1 +

ξ1

E−

)
, u2

k22 =
1
2

(
1 +

ξ2

E−

)
, (A.39)

and for electrons,

v2
k11 =

1
2

(
1− ξ1

E+

)
, v2

k12 =
1
2

(
1− ξ2

E+

)
,

v2
k21 =

1
2

(
1− ξ1

E−

)
, v2

k22 =
1
2

(
1− ξ2

E−

)
. (A.40)

Using the above expression for the electron and hole coefficients of
the spectral wave function (A.39) and (A.40) we write the elements of
the spectral wave function in a more compact form:
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S11ω(�k) =
(

v2
k11

E2
+ − ε2

2
b

− v2
k12
|Δ12|2

b

)
δ(E+ + ω) +

+

(
u2

k11
E2
+ − ε2

2
b

− u2
k12
|Δ12|2

b

)
δ(E+ −ω) +

+

(
v2

k21
ε2

2 − E2−
b

+ v2
k22
|Δ12|2

b

)
δ(E− + ω) +

+

(
u2

k21
ε2

2 − E2−
b

− u2
k22
|Δ12|2

b

)
δ(E− −ω), (A.41)

S12ω(�k) =
|Δ12|

b

[
v2

k12|Δ11| cos(ϕ12 − ϕ11) +

+ v2
k11|Δ22| cos(ϕ12 − ϕ22)

]
δ(E+ + ω) +

+
|Δ12|

b

[
u2

k12|Δ11| cos(ϕ12 − ϕ11) + u2
k11|Δ22||Δ12| cos(ϕ12 − ϕ22)

]
δ(E+ −ω) +

− |Δ12|
b

[
v2

k22|Δ11| cos(ϕ12 − ϕ11) + v2
k21|Δ22| cos(ϕ12 − ϕ22)

]
δ(E− + ω) +

− |Δ12|
b

[
u2

k22|Δ11| cos(ϕ12 − ϕ11) + u2
k21|Δ22| cos(ϕ12 − ϕ22)

]
δ(E+ −ω). (A.42)

The sum rule of the spectral wave function requires that

∫ +∞

−∞
dωSijω(�k) = 12×2, (A.43)

where the right hand side of Eq. (A.43) is the 2× 2 identity.
We can perform the sum rule for the spectral wave function by

writing the delta of Dirac in a Lorentzian form

δ(Ei ±ω) = lim
ε→0

1
π

ε

(Ei ±ω)2 + ε2 . (A.44)

If we perform the sum rule for S11ω(�k), we have

∫ +∞

−∞
dωS11ω(�k) =

1
b

[
(v2

k11 + u2
k11)(E2

+ − ε2
2) + (v2

k21 + u2
k21)(ε

2
2 − E2−) +

− v2
k12|Δ12|2 − u2

k12|Δ12|2 + v2
k22|Δ12|2 + u2

k22|Δ12|2
]
. (A.45)

Now if we use the following identities, u2
k11 + v2

k11 = 1, u2
k21 + v2

k21 =

1, u2
k22 + v2

k22 − u2
k12 − v2

k12 = 0, we get

∫ +∞

−∞
dωS11ω(�k) =

1
b
(E2

+ − E2−), (A.46)
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furthermore using E2
+ − E2− = b,

∫ +∞

−∞
dωS11ω(�k) = 1. (A.47)

Complementary we calculate the sum rule for S12ω(�k),

∫ +∞

−∞
dωS12ω(�k) =

1
b

[
(u2

k12 + v2
k12)|Δ11||Δ12|+

+ (u2
k11 + v2

k11)|Δ22||Δ12| − (u2
k22 + v2

k22)|Δ11||Δ12|+
− (u2

k21 + v2
k12)|Δ22||Δ12|

]
. (A.48)

Similarly we use the following identities, u2
k12 + v2

k12 = 1, u2
k11 +

v2
k11 = 1, u2

k22 + v2
k22 = 1, u2

k21 + v2
k21 = 0, we get

∫ +∞

−∞
dωS12ω(�k) = 0. (A.49)

Therefore using (A.47) and (A.49) we verify the sum rule,

∫ +∞

−∞
dωSijω(�k) =

(
1 0

0 1

)
. (A.50)

Last but not least we calculate the density of states which can be
obtained from the spectral wave function as follows

Nijω =
∫ d3k

(2π)3 Sijω(�k). (A.51)

If we substitute Eqs. (A.41) and (A.42) into (A.51) we obtain the
expressions for the density of states to be integrated numerically.



B
G I N Z B U R G - L A N D AU I N P R E S E N C E O F
C R O S S PA I R I N G

To obtained the GL equation in presence of IBP and CBP we need to
sum over the matrix elements gij,kl and Matsubara frequencies the
following integrals:

I(A)
kl =

∫
d3yG(0)

kmω(�r,�y)Δmn(�y)Ḡ
(0)
nlω(�y,�r) (B.1)

I(B)
kl =

∫
d3y1d3y2d3y3G(0)

kmω(�r,�y1)Δmn(�y1)Ḡ
(0)
noω(�y1,�y2)×

×Δ∗op(�y2)G
(0)
pqω(�y2,�y3)Δqr(�y3)Ḡ

(0)
rlω(�y3,�r). (B.2)

First based on the CPT symmetry we use the following identity:

Ḡ(0)
ijω(�x,�y) = −G(0)∗

ij−ω(�y,�x), (B.3)

using the above identity (B.3) in (B.1) and (B.2), we get

I(A)
kl = −

∫
d3yG(0)

kmω(�r,�y)Δmn(�y)G
(0)∗
nl−ω(�r,�y) (B.4)

I(B)
kl =

∫
d3y1d3y2d3y3G(0)

kmω(�r,�y1)Δmn(�y1)G
(0)∗
no−ω(�y2,�y1)×

×Δ∗op(�y2)G
(0)
pqω(�y2,�y3)Δqr(�y3)G

(0)∗
rl−ω(�r,�y3). (B.5)

Now the expression for the normal Green functions as usual trans-
form covariantly under a local gauge transformations:

G(0)
ijω(�r,�r′) = e

i
h̄

e
c

∫�r
�r′ �A.d�l

[
G(0)

ijω(�r,�r′)
] ∣∣∣

�B=0
. (B.6)

Furthermore, the exponential in Eq. (B.6) using the path integral
formalism can be expanded around the classical trajectory which is
the straight line:

e
i
h̄

e
c

∫�r
�r′ �A.d�l ≈ e

i
h̄

e
c
�A.(�r−�r′). (B.7)

The above approximation (B.7) is consistent with the Gor’kov deriva-
tion.

Before we proceed we use the Fourier representation of the normal
Green functions

[
G(0)

ijω(�r,�r′)
] ∣∣∣

�B=0
=

⎛
⎝∫ d3k

(2π)3
ei�k.(�r−�r′)
ih̄ω−ξ1k

0

0
∫ d3k

(2π)3
ei�k.(�r−�r′)
ih̄ω−ξ2k

⎞
⎠ . (B.8)
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The sum over the matrix elements gij,kl and Matsubara frequencies
of (B.4) is given by:

− 1
β ∑

kl
gij,kl ∑

ω

I(A)
kl = − 1

β
gij,11 ∑

ω

I(A)
11 − 1

β
gij,22 ∑

ω

I(A)
22 +

− 1
β

gij,12 ∑
ω

I(A)
12 − 1

β
gij,21 ∑

ω

I(A)
21 . (B.9)

Using (B.8), we get that the sum over Matsubara frequencies of I(A)
kl

can be written as

∑
ω

I(A)
kl = −∑

ω

∫
d3y

(
G(0)

11ωΔ11(�y)G
(0)∗
11−ω G(0)

11ωΔ12(�y)G
(0)∗
22−ω

G(0)
22ωΔ21(�y)G

(0)∗
11−ω G(0)

11ωΔ22(�y)G
(0)∗
22−ω

)
.(B.10)

Now we Taylor expand Δmn(�y) around�r,

Δmn(�y) = Δmn(�r) + (�z.�∇)Δmn(�r) +
(�z.�∇)2

2
Δmn(�r), (B.11)

where �z = �y−�r and we have only taken the terms relevant for the
Gor’kov derivation. Substituting (B.11) into (B.10)

−∑
ω

∫
d3y

(
G(0)

11ωÔG(0)∗
11−ωΔ11(�r) G(0)

11 ÔG(0)∗
22−ωΔ12(�r)

G(0)
22ωÔG(0)∗

11−ωΔ21(�r) G(0)
11 ÔG(0)∗

22−ωΔ22(�r)

)
. (B.12)

where Ô = 1 + (�z.�D)2/2, �D = h̄/i�∇− 2e/c�A, and we have neglected
terms odd in �z because its limits of integration are symmetric.

It is important to note that our system is symmetric under the
exchange of indices 1 ↔ 2. Therefore it is sufficient to calculate ∑ω I(A)

11 ,

∑ω I(A)
12 , ∑ω I(B)

11 and ∑ω I(B)
12 .

∑
ω

I(A)
11 = −∑

ω

∫
d3y

[ ∫ d3k1

(2π)3
ei�k1.(�r−�y)

ih̄ω− ξ1k1

∫ d3k2

(2π)3
e−i�k2.(�r−�y)

−ih̄ω− ξ1k2

+

−
∫ d3k1

(2π)3
ei�k1.(�r−�y)

ih̄ω− ξ1k1

(�z.�∇)2

2

∫ d3k2

(2π)3
e−i�k2.(�r−�y)

−ih̄ω− ξ1k2

]
Δ11(�r) (B.13)

The above expression can be calculated following the same steps as
given in Section (2.3.3) for the one band system. Then,

− 1
β ∑

ω

I(A)
11 = N11(0)

[
ln
(

2eγΩ
πTc

)
+ τ +

v2
F1

6
7ζ(3)
8π2T2

c

�D2

]
Δ11(�r). (B.14)

Analytic expressions for ∑ω I(A)
12 are only attainable when ξ1 = ξ2.

Therefore:

− 1
β ∑

ω

I(A)
12 = N12(0)

[
ln
(

2eγΩ
πTc

)
+ τ +

v2
F12

6
7ζ(3)
8π2T2

c

�D2

]
Δ12(�r),
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(B.15)

where one formally define N12(0) and vF12 as:

N12(0) =
1
2
[N11(0) + N22(0)] , v2

F12
=

1
2
(
v2

F1
+ v2

F2

)
. (B.16)

Now we proceed by taking the sum over Matsubara frequencies of
Eq. (B.5):

− 1
β ∑

ω

I(B)
kl = ∑

ω

∫
d3y1d3y2d3y3

(
B11 B12

B21 B22

)
(B.17)

with

B11 = G(0)
11ω(�r,�y1)G

(0)∗
11−ω(�y2,�y1)G

(0)
11ω(�y2,�y3)G

(0)∗
11−ω(�r,�y3)|Δ11|2Δ11 +

+ G(0)
11ω(�r,�y1)G

(0)∗
22−ω(�y2,�y1)G

(0)
11ω(�y2,�y3)G

(0)∗
11−ω(�r,�y3)|Δ12|2Δ11 +

+ G(0)
11ω(�r,�y1)G

(0)∗
11−ω(�y2,�y1)G

(0)
22ω(�y2,�y3)G

(0)∗
11−ω(�r,�y3)|Δ12|2Δ11 +

+ G(0)
11ω(�r,�y1)G

(0)∗
22−ω(�y2,�y1)G

(0)
22ω(�y2,�y3)G

(0)∗
11−ω(�r,�y3)Δ2

12Δ∗22.

and

B12 = G(0)
11ω(�r,�y1)G

(0)∗
11−ω(�y2,�y1)G

(0)
11ω(�y2,�y3)G

(0)∗
22−ω(�r,�y3)|Δ11|2Δ12 +

+ G(0)
11ω(�r,�y1)G

(0)∗
22−ω(�y2,�y1)G

(0)
11ω(�y2,�y3)G

(0)∗
22−ω(�r,�y3)|Δ12|2Δ12 +

+ G(0)
11ω(�r,�y1)G

(0)∗
11−ω(�y2,�y1)G

(0)
22ω(�y2,�y3)G

(0)∗
22−ω(�r,�y3)Δ11Δ∗12Δ22 +

+ G(0)
11ω(�r,�y1)G

(0)∗
22−ω(�y2,�y1)G

(0)
22ω(�y2,�y3)G

(0)∗
22−ω(�r,�y3)|Δ22|2Δ12.

The sum over the matrix elements gij,kl and Matsubara frequencies
of (B.5) is given by:

− 1
β ∑

kl
gij,kl ∑

ω

I(B)
kl = − 1

β
gij,11 ∑

ω

I(B)
11 − 1

β
gij,22 ∑

ω

I(B)
22 +

− gij,12 ∑
ω

I(B)
12 − 1

β
gij,21 ∑

ω

I(B)
21 . (B.18)

Again here, complete analytic expressions for ∑ω I(B)
ij are only at-

tainable when ξ1 = ξ2. Therefore:

− 1
β ∑

ω

I(B)
11 = b11|Δ11|2Δ11 + 2b12|Δ12|2Δ11 + b12Δ2

12Δ∗22 (B.19)

− 1
β ∑

ω

I(B)
12 = b12|Δ12|2Δ12 + b12|Δ11|2Δ12 + b12|Δ22|2Δ12 +

+ b12Δ11Δ22Δ∗12, (B.20)

where

b12 = N12(0)
7ζ(3)

8(πTc)2 . (B.21)





C
N U M E R I C A L M E T H O D S

In this appendix we will present the numerical methods to solve the
pair amplitude equations and the multicomponent GL equations in
presence of both intraband pairing and crosspairing.

c.1 numerical method to solve the pair amplitude equa-
tions

To solve the pair amplitude equations (4.7) we first change the integra-
tion variable from the momentum to band representation,

∫
d3�kΔij

(
. . .
) ≡ Nij(0)

∫
dεΔij

(
. . .
)
, (C.1)

where Nij(0) is the band dependent density of states. In a two-band
system with overlapping bands the limits of integration for all cases is
given by the interval 〈μ−Ω, μ + Ω〉.

To integrate we use the Legendre-Gaussian quadrature method. This
method approximates a definite integral as discrete sum of a weighted
integrands as follows:

∫ b

a
f (x)dx =

∞

∑
i=1

ωi f (xi) ≈
n

∑
i

f (xi), (C.2)

where n is the number of roots xi that will approximate the above
integral as a sum. This approximation which is only defined for the
interval [−1, 1] can always be taken in consideration if we perform
change of variables as follows:

∫ b

a
f (x)dx =

b− a
2

∫ 1

−1
f
(

b− a
2

xi +
b + a

2

)
dx

≈ b− a
2

n

∑
i=1

ωi f
(

b− a
2

xi +
b− a

2

)
. (C.3)

Assuming that fij are our integrands, then we have

∫ μ+Ω

μ−Ω
dε fij(Δij) ≈ Ω

n

∑
i=1

ωi f (Ωxi + Ω) , (C.4)

once we have this expression we perform the integration by taking
from any subroutine or table the weights ωi and roots xi. Usually four
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hundred roots and weights (n = 400) is good enough for getting a
smooth solution.

Once we have implemented the integration method we proceed to
solve the system of equations (4.7) using the Newton-Raphson method.
Newton-Raphson is an iterative method where the wanted root is
approximated by using the derivative of the function in consideration.
For example, if we want to solve the equation g(x) = 0, then we can
approximate the root of this equation by

xn+1 = xn − g(xn)

g′(xn)
, g′(xn) =

∂g(x)
∂x

∣∣∣∣
x=xn

. (C.5)

One can write formally the pair amplitude equations as gij(Δij) = 0,
then we approximate the solutions as follows

Δn+1
ij = Δn

ij −
gij(Δij)

J
, (C.6)

where J is the Jacobian given by

J =

⎛
⎜⎜⎝

∂g11
∂Δ11

∂g11
∂Δ22

∂g11
∂Δ12

∂g22
∂Δ11

∂g22
∂Δ22

∂g22
∂Δ12

∂g12
∂Δ11

∂g12
∂Δ22

∂g12
∂Δ12

⎞
⎟⎟⎠ . (C.7)

The Newthon-Raphson method is computationally expensive due
to the Jacobian calculation and its inversion. Nonetheless has second
order of convergence which implies that one will approach the solution
after few interations (three or four depending on the desired accuracy
of the solution). Finally to calculate the derivatives for each matrix
element of the Jacobian we use the central difference of the finite
difference method:

∂gij

∂Δij
=

gij(Δij + δ)− gij(Δij − δ)

2δ
. (C.8)

c.2 numerical method to solve the ginzburg-landau
equations

We solve the GL equations (5.44-5.46) in a two-dimensional grid with
periodic boundary conditions. Therefore each point of the grid has
four neighbors as shown in Fig. C.1. Furthermore, the 2D discretization
breaks the gauge symmetry of the system. To restore this symmetry
we introduce the link variables for the phase of the GL components as
follows:

Uxi ,xi+δ
i = exp

[
−i

∫ xi+δ

xi

Ai(�r).dxi

]
, (C.9)
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with i = x, y are the index of the lattice and δ is the distance between
two grid points, see Fig. C.1. To observe the variation of the GL com-
ponents on the grid one has to take δ ≤ 0.3ξ with ξ being the average
coherence length of the system.

(i,j)

(i,j+δ)

(i,j-δ)

(i-δ,j) (i+δ,j)

Figure C.1: Representation of the 2D discretization. When one has periodic
boundary condition each point of the grid has four neighbors.
Each point of the grid is spaced by a distance δ.

The kinetic term on the lattice point (i, j) can be rewritten using the
link variables as follows

(∇i

i
− Ai

)2

ψj =
1

Uj
i

∇i(∇i(U
j
i ψj)). (C.10)

Now analogously to the single-component GL equation we introduce
a time-derivative term to each equation of our system (5.44-5.46). Then
we get

[
r2

a L̄11 − 2rarc|Δ12|2 −√rarbrc
Δ2

12Δ∗22
Δ11

]
Δ11 =

∂Δ11

∂t
,[

r2
b L̄22 − 2rbrc|Δ12|2 −√rarbrc

Δ2
12Δ∗11
Δ22

]
Δ22 =

∂Δ22

∂t
,[

r2
c L̄12 − rc(ra|Δ11|2 + rb|Δ22|2)−√rarbrc

Δ11Δ22Δ∗12
Δ12

]
Δ12 =

∂Δ12

∂t
.

The introduction of the time derivative can be seen as artificial,
however can just simply interpret it as an iterative equation where the
consecutive approximation of the solution is scaled by a time-step dt.
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dt
[

r2
a L̄0

11 − 2rarc|Δ0
12|2 −

√
rarbrc

Δ02
12Δ0∗

22

Δ0
11

]
Δ0

11 + Δ0
11 = Δ11,

dt
[

r2
b L̄0

22 − 2rbrc|Δ0
12|2 −

√
rarbrc

Δ02
12Δ0∗

11

Δ0
22

]
Δ0

22 + Δ0
22 = Δ22,

dt
[

r2
c L̄0

12 − rc(ra|Δ0
11|2 + rb|Δ0

22|2)−
√

rarbrc
Δ0

11Δ0
22Δ0∗

12

Δ0
12

]
Δ0

12 + Δ0
12 = Δ12,

When one runs the code we usually start with a larger time-step
(dt ≈ 1) and then whenever the solutions for the components Δij
diverges we restart the values of Δij and reduce in 20% the value of
the time-step until we obtain a convergent solution. In this thesis we
assumed that one has reached a stable or steady solution if after two
consecutive iterations max(||Δij| − |Δ0

ij||) < ε, with ε = 10−7.
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Andrea Perali. “BCS-BEC Crossover in Quantum Confined
Superconductors.” In: Journal of Superconductivity and Novel
Magnetism 29.3 (2016), pp. 711–715. issn: 1557-1947. doi: 10.
1007/s10948-015-3308-y. url: https://doi.org/10.1007/
s10948-015-3308-y.

[59] Yang Guo et al. “Superconductivity Modulated by Quantum
Size Effects.” In: Science 306.5703 (2004), pp. 1915–1917. issn:
0036-8075. doi: 10.1126/science.1105130. eprint: https://
science.sciencemag.org/content/306/5703/1915.full.pdf.



132 bibliography

url: https://science.sciencemag.org/content/306/5703/
1915.

[60] T. Hanaguri, S. Kasahara, J. Böker, I. Eremin, T. Shibauchi,
and Y. Matsuda. “Quantum Vortex Core and Missing Pseu-
dogap in the Multiband BCS-BEC Crossover Superconductor
FeSe.” In: Phys. Rev. Lett. 122 (7 2019), p. 077001. doi: 10.1103/
PhysRevLett.122.077001. url: https://link.aps.org/doi/
10.1103/PhysRevLett.122.077001.

[61] J. Herbrych, N. Kaushal, A. Nocera, G. Alvarez, A. Moreo,
and E. Dagotto. “Spin dynamics of the block orbital-selective
Mott phase.” In: Nature Communications 9.1 (2018), p. 3736. issn:
2041-1723. doi: 10.1038/s41467-018-06181-6. url: https:
//doi.org/10.1038/s41467-018-06181-6.

[62] R. E. Hetzel, A. Sudbø, and D. A. Huse. “First-order melting
transition of an Abrikosov vortex lattice.” In: Phys. Rev. Lett. 69
(3 1992), pp. 518–521. doi: 10.1103/PhysRevLett.69.518. url:
https://link.aps.org/doi/10.1103/PhysRevLett.69.518.

[63] Davide Innocenti, Nicola Poccia, Alessandro Ricci, Antonio
Valletta, Sergio Caprara, Andrea Perali, and Antonio Bianconi.
“Resonant and crossover phenomena in a multiband supercon-
ductor: Tuning the chemical potential near a band edge.” In:
Phys. Rev. B 82 (18 2010), p. 184528. doi: 10.1103/PhysRevB.82.
184528. url: https://link.aps.org/doi/10.1103/PhysRevB.
82.184528.

[64] Robert Joynt and Louis Taillefer. “The superconducting phases
of UPt3.” In: Rev. Mod. Phys. 74 (1 2002), pp. 235–294. doi:
10.1103/RevModPhys.74.235. url: https://link.aps.org/
doi/10.1103/RevModPhys.74.235.

[65] Shigeru Kasahara et al. “Field-induced superconducting phase
of FeSe in the BCS-BEC cross-over.” In: Proceedings of the Na-
tional Academy of Sciences 111.46 (2014), pp. 16309–16313. issn:
0027-8424. doi: 10 . 1073 / pnas . 1413477111. eprint: https :

//www.pnas.org/content/111/46/16309.full.pdf. url:
https://www.pnas.org/content/111/46/16309.

[66] A. F. Kemper, M. A. Sentef, B. Moritz, J. K. Freericks, and
T. P. Devereaux. “Direct observation of Higgs mode oscilla-
tions in the pump-probe photoemission spectra of electron-
phonon mediated superconductors.” In: Phys. Rev. B 92 (22
2015), p. 224517. doi: 10.1103/PhysRevB.92.224517. url:
https://link.aps.org/doi/10.1103/PhysRevB.92.224517.

[67] V. G. Kogan and J. Schmalian. “Ginzburg-Landau theory of
two-band superconductors: Absence of type-1.5 superconduc-
tivity.” In: Phys. Rev. B 83 (5 2011), p. 054515. doi: 10.1103/



bibliography 133

PhysRevB.83.054515. url: https://link.aps.org/doi/10.
1103/PhysRevB.83.054515.

[68] F. G. Korchorbé and M. E. Palistrant. “Superconductivity in a
two-band system with low carrier density.” In: Zh. Eksp. Teor.
Fiz. 104 (1993), pp. 442–451.

[69] H. Krull, N. Bittner, G. S. Uhrig, D. Manske, and A. P. Schnyder.
“Coupling of Higgs and Leggett modes in non-equilibrium
superconductors.” In: Nature Communications 7 (2016). Article,
11921 EP –. url: https://doi.org/10.1038/ncomms11921.

[70] S. A. Kuzmichev, T. E. Kuzmicheva, and S. N. Tchesnokov.
“Determination of the electron-phonon coupling constants from
the experimental temperature dependences of superconducting
gaps in MgB2.” In: JETP Letters 99 (May 2014), pp. 295–302. doi:
10.1134/S0021364014050129.

[71] A. J. Leggett. “Number-Phase Fluctuations in Two-Band Super-
conductors.” In: Progress of Theoretical Physics 36.5 (Nov. 1966),
pp. 901–930. issn: 0033-068X. doi: 10.1143/PTP.36.901. eprint:
http://oup.prod.sis.lan/ptp/article- pdf/36/5/901/

5256693/36-5-901.pdf. url: https://doi.org/10.1143/PTP.
36.901.

[72] L. J. Li, T. Nishio, Z. A. Xu, and V. V. Moshchalkov. “Low-field
vortex patterns in the multiband BaFe2−xNixAs2 superconduc-
tor (x = 0.1, 0.16).” In: Phys. Rev. B 83 (22 2011), p. 224522. doi:
10.1103/PhysRevB.83.224522. url: https://link.aps.org/
doi/10.1103/PhysRevB.83.224522.

[73] W.X. Li, R. Zeng, L. Lu, and S.X. Dou. “Dependence of super-
conducting properties on lattice strain in MgB2.” In: Physica
C: Superconductivity and its Applications 470 (2010). Proceedings
of the 9th International Conference on Materials and Mecha-
nisms of Superconductivity, S629 –S630. issn: 0921-4534. doi:
https://doi.org/10.1016/j.physc.2009.11.053. url:
http : / / www . sciencedirect . com / science / article / pii /

S0921453409007709.

[74] Y. Li et al. “Pressure-induced superconductivity in topological
semimetal NbAs2.” In: npj Quantum Materials 3.1 (2018), p. 58.
issn: 2397-4648. doi: 10.1038/s41535-018-0132-1. url: https:
//doi.org/10.1038/s41535-018-0132-1.

[75] W. V. Liu and F. Wilczek. “Interior Gap Superfluidity.” In: Phys.
Rev. Lett. 90 (4 2003), p. 047002. doi: 10.1103/PhysRevLett.
90 . 047002. url: https : / / link . aps . org / doi / 10 . 1103 /

PhysRevLett.90.047002.



134 bibliography

[76] F. London and H. London. “The Electromagnetic Equations
of the Supraconductor.” In: Proceedings of the Royal Society of
London. Series A - Mathematical and Physical Sciences 149.866 (Mar.
1935), pp. 71–88. issn: 1471-2946. doi: 10.1098/rspa.1935.
0048. url: http://dx.doi.org/10.1098/rspa.1935.0048.

[77] Xiaoli Lu, Chen Fang, Wei-Feng Tsai, Yongjin Jiang, and Jiang-
ping Hu. “s-wave superconductivity with orbital-dependent
sign change in checkerboard models of iron-based supercon-
ductors.” In: Phys. Rev. B 85 (5 2012), p. 054505. doi: 10.1103/
PhysRevB.85.054505. url: https://link.aps.org/doi/10.
1103/PhysRevB.85.054505.

[78] Y Lubashevsky, E Lahoud, K Chashka, D Podolsky, and A
Kanigel. “Shallow pockets and very strong coupling supercon-
ductivity in FeSexTe1−x.” In: Nature Physics 8 (2012), p. 309. url:
https://doi.org/10.1038/nphys2216http://10.0.4.14/

nphys2216https://www.nature.com/articles/nphys2216{\#

}supplementary-information.

[79] F. Marsiglio, P. Pieri, A. Perali, F. Palestini, and G. C. Strinati.
“Pairing effects in the normal phase of a two-dimensional Fermi
gas.” In: Phys. Rev. B 91 (5 2015), p. 054509. doi: 10.1103/
PhysRevB.91.054509. url: https://link.aps.org/doi/10.
1103/PhysRevB.91.054509.

[80] Jean Matricon and Georges Waysand. The cold wars: a history
of superconductivity. Piscataway, NJ: Rutgers University Press,
1994. url: http://cds.cern.ch/record/1558599.

[81] C. E. Matt et al. “Direct observation of orbital hybridisation in a
cuprate superconductor.” In: Nature Communications 9.1 (2018),
p. 972. issn: 2041-1723. doi: 10.1038/s41467-018-03266-0.
url: https://doi.org/10.1038/s41467-018-03266-0.

[82] J. Mayoh and A. M. García-García. “Strong enhancement of
bulk superconductivity by engineered nanogranularity.” In:
Phys. Rev. B 90 (13 2014), p. 134513. doi: 10.1103/PhysRevB.90.
134513. url: https://link.aps.org/doi/10.1103/PhysRevB.
90.134513.

[83] James Mayoh and Antonio M. García-García. “Number theory,
periodic orbits, and superconductivity in nanocubes.” In: Phys.
Rev. B 90 (1 2014), p. 014509. doi: 10 . 1103 / PhysRevB . 90 .

014509. url: https://link.aps.org/doi/10.1103/PhysRevB.
90.014509.

[84] I. I. Mazin, D. J. Singh, M. D. Johannes, and M. H. Du. “Uncon-
ventional Superconductivity with a Sign Reversal in the Order
Parameter of LaFeAsO1−xFx.” In: Phys. Rev. Lett. 101 (5 2008),
p. 057003. doi: 10.1103/PhysRevLett.101.057003. url: https:
//link.aps.org/doi/10.1103/PhysRevLett.101.057003.



bibliography 135

[85] W. Meissner and R. Ochsenfeld. “Ein neuer Effekt bei Eintritt
der Supraleitfähigkeit.” In: Naturwissenschaften 21.44 (1933),
pp. 787–788. issn: 1432-1904. doi: 10.1007/BF01504252. url:
https://doi.org/10.1007/BF01504252.
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