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eRTIS: A Fully Embedded Real Time 3D Imaging Sonar Sensor for
Robotic Applications

Robin Kerstens!, Dennis Laurijssen?, Jan Steckel®

Abstract— Many popular advanced sonar systems provide
accurate and reliable measurements containing crucial info
needed by robotic applications such as range, bearing and
reflection strength of the objects in the field of view. While
these sensor systems provide these crucial pieces of information
accurately, they are often limited by a lack of processing
power and/or size which leads to them needing an external
computing device to process all the information generated by
the microphone array on the sensor. In this paper we present
two versions of a novel fully embedded 3D sonar sensor which
have different sensing architectures which enable 3D perception
for robotic application in harsh conditions using ultrasound at
low cost. Experimental results taken from an office environment
will show the 3D localization capabilities and performance
of the sensor, showing the sensor has a large field-of-view
(FoV) with accurate 3D localization combined with real-time
capabilities.

I. INTRODUCTION

The last decade has seen a large increase in popularity
of robotic systems. Both stationary and moving robots are
being developed and manufactured for numerous applica-
tions. From simple machines to advanced robots, a large part
of these systems rely on the feedback from an operator or
the environment. With today’s demand for increasing levels
of autonomous behavior also comes an increased need for
accurate and reliable sensing mechanisms, either for added
safety or for completely autonomous control. This is espe-
cially true for challenging applications such as autonomous
navigation, SLAM or object recognition. Among the most
popular sensing modalities for these advanced applications
are Time-of-Flight (ToF) sensors [1] [2], Radar sensors [3]
and RGB-D or traditional camera’s (e.g. MonoSLAM [4])
to provide exteroceptive sensor data. While these systems
are known to perform well in their specific fields, they
struggle in harsh environmental conditions (fog, dust, etc.),
which impacts important key performance parameters such
as measurement resolution or even hinder the capability
of object detection completely. Furthermore, many optical
systems exhibit a limited field of view (ToF cameras) or lack
3D sensing performance (many commercial LIDAR sensors).
Despite of these issues these optical sensing systems still
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remain popular in the field of robotics. When looking at
nature for solutions, various animals use echolocation to
orient themselves in complex environments or for tasks like
hunting prey [5]. A prime example of an animal genus that
expertly makes use of echolocation for a wide variety of
tasks are Microchiroptera [5]. These creatures have, with the
help of evolution, developed various species using different
techniques for using echolocation to handle these complex
tasks [6][5]. In previous work, our group has developed
several 3D sonar sensors which mimic the echolocation
system of bats [7][8] which we further developed into an
industrially-relevant 3D imaging sonar [9][10]. As stated
before, while these systems achieve accurate 3D localization,
they rely on an external computer running MATLAB soft-
ware for the signal processing tasks, limiting the real-world
applicability of the sensor solution. In this paper we present
two architectures that build upon our previous developments
in which we transfer the computational signal processing
tasks from a dedicated computing device to an embedded
system. Without the need for an external computing platform
these are very compact yet powerfull systems capable of
imaging the complete frontal hemisphere and performing
3D localization, suitable for applications like SLAM [10]
or complex control tasks such as navigation in corridor-
like environments [11]. The rest of this paper is structured
as follows: In the next section (II) the sonar architecture
will be discussed to give an overview of how the sensor
systems acquire, process and evaluate environmental data.
Section IIT will cover the embedded implementation and all
the components of the embedded platform. In Section IV the
signal processing is discussed. After this, the experimental
results are shown and discussed in section V, where we will
detail about the point spread function obtained and the 3D
mapping results will be discussed. To conclude the paper, we
discuss the results and briefly mention possible future work
on this topic.

II. SENSOR ARCHITECTURE

The sensor architectures described in this paper serve as
active acoustic 3D cameras. They operate by emitting a
broadband pulse using a single transducer, which is reflected
by the environment. These reflections are picked up by an
array of microphones which are all sampled synchronously,
which allows recording the acoustic wave field impinging on
the array. Through array signal processing techniques, these
raw microphone signals can be transformed into a 3D acous-
tic image of the environment. A block schematic of the two
architectures’ components can be seen in Fig. 1. In this paper



we focus on two methods for implementing the digitizer and
processing architecture using embedded systems engineering
techniques. To capture the signals that are reflected by
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Fig. 1. Schematic global overview of both architectures.

objects in front of the sensor, a 32-element microphone
array is used. This array consists out of 32 microphones
with a built-in XA-ADC that uses Pulse-Density-Modulation
(PDM) [12]. The benefit of this is that no amplification
of the microphone signal is necessary and through which
analog noise which is added by the circuitry between the
microphone, the amplifier and the digitizer is minimised.
The microphones need to be connected to a digitizer that
is capable of handling the data coming in at a high sampling
rate of 4.5 MHz (because of the PDM). At this point there is
the first difference between the two architectures, where one
architecture is based on an STM32 microcontroller featuring
an ARM Cortex-M4 processor and the other is based on the
Cyclone V SoC which has an FPGA and an ARM Cortex-
A9 dual core processor in the same package. In the case
of the STM32 architecture the digitization will be handled
by the Cortex-M4 processor itself, while in the FPGA-SoC
architecture, the digitizing is handled by the FPGA fabric.
This allows for the Cortex-A9 to handle all communication
and signal processing required for the imaging algorithms.
The digitized sensor data is stored on an on-board SDRAM
memory where it can be accessed later for processing. In
the case of the STM32 platform the signal processor is an
of-the-shelf computing platform running Linux (such as the
Odroid XU-4) which will do the final processing where the
acquired microphone data will be transformed into acoustic
3D images. A controller on the robot can interpret these
acoustic images for application specific tasks such as obstacle
avoidance, corridor following or SLAM. In the other case
where the Cyclone V SoC is used, there is no need for
an additional computing platform as the FPGA is already
accompanied by a dual-core ARM A9 processor running at
800 MHz [13]. For this FPGA-SoC architecture we used an
of-the-shelf board from Terasic, the DE10-nano, that features
this SoC. This greatly reduces the cost of the system while
retaining the system performance. More details will be giving
later on in the paper.

III. SIGNAL PROCESSING

Fig. 2 shows an overview of the signal processing steps
that are taken by the system to transform the acquired
microphone data into 3D acoustic images. A transducer

(in this case the SensComp 7000 [14]) emits a broadband
ultrasonic chirp between 20 kHz and 80 kHz. This signal will
be reflected by objects in the environment. As the acoustic
energy of the transducer is distributed quite broadly in the
frontal hemisphere, and the microphones are near omnidirec-
tional, the field-of-view of the sensor consists of the frontal
hemisphere [9][12]. These reflections will then be received
by each microphone in the 32-element array individually. The
first signal processing step will be a matched filter that will
optimally increase the signal to noise ratio while at the same
time compressing the emitted pulse into it’s auto-correlation
function. This leads to the pulse compressed signal sM ¥ [k],
where 7 refers to the microphone channel:

st = 7 { s 5l | 1)

In equation (1) F—! is the inverse Discrete Fourier Trans-
form (DFT) applied on the discrete fourier transforms of
signal coming from the i-th microphone channel (SM[jw])
and it’s complex conjugate of the fourier transform of the
emitted signal (S;[jw]). The next step involves the beam-
former. The beamformer is used as an acoustic lens which
is steered into a particular direction (1) located in the
frontal hemisphere. Here 9 = [0 ] with 6 the azimuth
angle and ¢ the elevation angle. Equation (2) shows the
operation of the beamformer. Currently a delay and sum
(or time-domain Bartlett) beamformer is used because of it’s
simplicity and robustness against calibration errors but other,
more advanced, beamformers can also be implemented to
achieve better peak-to-sidelobe ratios in the imaging point-
spread function [15]. However, it should be noted that most
data-dependent beamformers require multiple data snapshots
to be acquired, which might not always be feasible in
robotic applications where the sensor moves fast through
the environment with respect to the sampling rate of 10-
15Hz of the sonar sensor. To overcome the limitations of
data-dependent beamformers, sparsity based segmentation
techniques of the acoustic images might be used to increase
the object localization accuracy, as demonstrated before in
[16]. In the case of the time-domain Bartlett beamformer,
time-delays 7;(1)) are added to each channel to compensate
for the angle-dependent difference in time-of-arrival caused
by the geometry of the array:

32

SiF[k] = sz‘ st {k + Ti(d’)}

i=1

)

The weigths (w;) assigned to the channels are chosen from
a gaussian window over the array aperture to minimize
sidelobe levels in the point spread function (PSF). As a last
step, an envelope detection is perfomed for every direction
1. When doing this a collection of range-energy profiles
(s(g")[k]) is obtained. The different range-energy profiles
from the desired directions are all combined into a single
image which we call the Energyscape (ES) of the environ-
ment [9].
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IV. EMBEDDED IMPLEMENTATION

An important feature of the proposed hardware imple-
mentations of the 3D imaging sonar sensor is that they are
completely embedded, meaning that they have no need for
external computational resources. This embedded character
encapsulates the needed processing from a user’s point of
view, transforming it into a plug-and-play sensor from a
robotics point of view. Here we will briefly discuss the key-
components to these systems.

A. Microphone Array

Recent evolution in the microphone industry have led
to small digital MEMS microphones such as the Knowles
SPHO641LU4H [17]. The benefit of these microphones com-
pared to other microphones like the Knowles FG-23329 used
in [9] is that the SPHO641LU4H has a one-bit digital inter-
face, making the need for additional amplification and ADC
circuitry non-existant. Furthermore, the signal to noise ration
of the digitized signals is high (approx; 60dB), which is in
part due to the inclusion of the ADC into the microphone
package. The highly oversampled Pulse Density Modulated
(PDM) signal originating from the microphones can be
converted to a Pulse Code Modulated (PCM) representation
using an IIR filter in low-pass configuration in conjunction
with decimation. As discussed and demonstrated in [12]
these microphones can easily be integrated in ultrasound
arrays used for 3D localization. The digital interface of these
microphones allows us to connect them directly to the GPIO
pins of a platform capable of acquiring the data at these
speeds. In this case 32 microphones are placed in an array,
one having a rectangular boundary similar to the array used
in [8] [10] [11], while the second type of array makes use of
a new method where the outline is an ellipsoidal shape and
the microphones are irregularly placed using Poisson disc
sampling [18]. Their corresponding Point Spread Function
(PSF) is calculated using a time-domain model of the array
sensor, which is shown in Fig.3.

B. STM32 platform

The ARM-based STM32 platform consists out of two
custom PCB’s (shown in Fig. 4), one featuring the ellipsoidal
microphone array mentioned above and one contains the
ARM daughterboard. The ARM processor (a STM32F429
from ST Microelectronics featuring a ARM Cortex-M4
processor) is responsible for obtaining all data from the
microphones, formatting, and storing it into the 4 MB of
SDRAM available. The STM32 will also initialize a DMA
proces to transfer the data from the SDRAM onto the next
processing block, which can be connected through USB. This
allows for the flexibility of using the sensor as a feature of

an existing system where there is no shortage of computing
power. A dedicated embedded computing platform can also
be used as an interface between the sensor and an existing
platform. In the experiments for this paper an Odroid XU-4
single board computer is used. This is a small linux computer
featuring a Cortex-A15 running at 2 GHz and an additional
Cortex-A7 octacore CPU, 2 GB of LPDDR3 RAM along
with 3 USB connections and ethernet for communication
[19]. This embedded computational platform contains suf-
ficient computational resources for the imaging algorithms
in conjunction with basic robotic control processes.

C. FPGA-SoC platform

The use of FPGAs for large ultrasound arrays has already
been explored in earlier literature [12][20][21]. Yet the newer
System-on-Chip (SoC) architectures, combining FPGAs with
processors capable of running a fully-featured OS like Linux,
have still not found their way to this kind of research. This
platform relies on the Altera Cyclone V SoC. This SoC has
a large FPGA (Intel Cyclone V SE 5CSEBA6U23I7NDK)
combined with a dual core ARM A9 processor running at
800 MHz [13] all in the same package, connected through
AXI or Avalon bridges. This allows for a high performance
all-in-one device. The FPGA will acquire the incoming
data, do the initial processing such as the computational-
heavy tasks like the IIR filtering on each channel, this gives
the processor-side the possibility to run other tasks such
as processing the signals and ethernet communication with
other devices.

Sampling all 32 elements of the microphone array at 4,5
MHz generates 144 Mbps of microphone data. Taking in
this amount of data and performing the necessary filtering
requires a lot of processing power so using an FPGA to
handle these tasks is beneficial for the rest of the system.
Along with handling the incoming data, the FPGA also
handles the initialization of the transmitting part of the
system. The signal that is to be emitted sent to FPGA
Block RAM at boottime and from there on the FPGA will
continuously send the pulse to the corresponding circuitry on
the system. The pulse that is used in this system is a 3 ms
frequency sweep between 80 and 20 kHz (similar to what is
used in previous works like [12][22]), inspired by the signals
emitted by bats for localization [7].

D. High Voltage Amplifier

Both architectures mentioned use the popular Senscomp
7000 series transducer [14]. This transducer has a few spe-
cific operating conditions like a steady +150 Vj;,s and there
is also a need for a linear frequency response in order for
the frequency sweep to be emitted as accurately as possible
with this transducer. To meet these requirements a custom
High Voltage (HV) amplifier is designed that is tailored to
this transducer and the signal that is to be emitted. A block
schematic of this amplifier is shown in Fig. 5.
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Fig. 2. The sonar system is made up out of (a) a single emitter sending a 3 ms ultrasound frequency sweep which will be reflected by the environment
and then be recorded again using an array of 32 microphones placed pseudo-randomly in a ellipsoidal boundary. (b) is a matched filter used to increase
the signal to noise ratio and compress the emitted pulse into it’s auto-correlation function. (c) a delay-and-sum beamformer which is used to steer the
array-data in certain directions and (d) an envelope extraction module to obtain the range-energy profiles.

V. EXPERIMENTAL RESULTS
A. Point Spread Function

When designing an imaging system, the key characteristic
to defining the quality of a sensor is it’s point spread function
(PSF). This function can show the sensitivity of the sensor
for point source impulses coming from different locations,
the PSF’s of both architectures presented in Fig. 3. Note that
the two architectures use a different version of the sensor,
one with a rectangular array and the other with an ellipsoidal
array where the microphones are placed using poisson disk
sampling. For each architecture three different PSF’s are
shown with different positions for a single point source. The
first thing that one should notice is that, contrary to the PSF
obtained from optical systems, the PSF of a planar array
is anisotropic across the field of view of the sensor. The
PSF is dependant on the angle of the source to the surface
normal of the array, with the shape becoming wider as the
angle strays further from the perpendicular location. This
is caused by the visible sensor surface becoming smaller
with increasing angles, making it less precise in these areas.
What is interesting about this case is that the ellipsoidal array
has an increased peak-to-sidelobe ratio when compared to
it’s rectangular counterpart, which is caused by the irregular
placement through poisson disk sampling, as a poisson disk
sampling distribution exhibits blue noise characteristics [23].

B. 3D mapping

In order to test the 3D mapping capabilities of our sensor,
it was mounted on top of a mobile robot (Pioneer P3DX),
aimed towards the forward direction and driven through the
corridor an office environment. To make this environment
more interesting three objects are placed in the trajectory of
the robot along the length of the corridor (a small cabinet and
two standing metallic cylinders). To get a ground truth of the
robot position within the measurement environment at time ¢
(P(t)), the robot is also equipped with a laser-range scanner
and a small computer running a fastSLAM algorithm and
AMCL [24]. This way it is possible to compare the 3D sonar

data against the data of the laser range scanner and validate
the measurements. For this experiment the robot moves at a
speed of 0.3 m/s while the 3D sonar sensor mounted on-top
measures the environment at a rate of 3 Hz. Note that this
is not the maximal measurement-rate at which the sensor
can operate. The maximum frames-per-second (FPS) of the
sensor is 10 Hz, limited only by the USB2.0 interface which
is upgraded in a version that is currently under development.
Each sensor measurement results in an Energyscape F(r, 1)),
a 3D representation of the environment visualising the inci-
dent energy from all directions in the frontal hemisphere
[9]. The Energyscape is created using a uniform sampling of
the frontal hemisphere which is calculated by an equal area
zone partitioning algorithm (EQSP [25]) and a peak detection
algorithm analyses the image for object localization. Each
sensor measurement at time-step ts gives a local 3D point
cloud Py (t):

r1 T2 I
Pr(t)=|y1 2 Un 4)
Z1 2 Zn

Because the robot’s path is not perfectly linear i.e. it also
contains turns, the local 3D point cloud P; needs to be
mapped onto a higher-level 3D point cloud Py in order for
the measurements to be compatible to each other, which can
be achieved using a standard coordinate transformation:

Py (t) = T%(a) * Pp(t) + T<x’”> (3)

Yr
Here, o, is the rotation component of the robot pose which is
rotated around the Z-axis and T(ff) is the translation matrix,
with z, and y, being the X and Y components of the robot
pose. For each time-step we aggregate Py (¢) into a global

point cloud.

Pg = [Pw(t1) Pw(ts) ... P (tm)] ©6)

After the trajectory is completed we can combine the mea-
surement data from both the 3D sonar sensor and the laser-
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Fig. 3. The point spread function (PSF) of both microphone arrays is
shown for three different source directions. The PSFs are plotted using a
Lambert azimuthal equal area projection. Gridlines are spaced 30 apart and
the contour lines indicate 3dB differences. First the source is located at
-30°, 30° (azimuth, elevation), then at 0°, 0° (azimuth, elevation), and
lastly 60°, 0° (azimuth, elevation). a) shows the PSF of the mirophone
array with rectangular boundary and random microphone placement. b)
shows the PSF of the microphone array with the ellipsoidal boundary
and where the microphones are distributed over the area using poison-disk
sampling. Notice that the Peak-to-Sidelobe (PSR) ratio is larger when using
the ellipsoidal array and that the main lobe is wider, which is expected from
random array literature [9].

range scanner to obtain a 3D image of the environment, this
is shown in Fig. 6. This figure illustrates the 3D mapping
capabilities of the system and a detailed description is
provided in the figure caption.

VI. CONCLUSION & FUTURE WORK

In this paper we have demonstrated two fully embedded
real-time 3D imaging sonar (eRTIS) architectures. Both sys-
tems are capable of generating accurate 3D images of an of-
fice environment and detecting objects that are located within
the field of view of the sensor, which spans the entire frontal
hemisphere. Both systems do this in a fully embedded way so
that no external computational power is needed, allowing for
a portable system that is well suited for robotic applications.
The two sensor versions that were presented have a different
hardware architecture with identical performance where one

Senscomp 7000
Transducer

STM32
Daughterboard

Senscomp 7000
Transducer _ F°H

#
>
T § \
o 222 : 1
&Y Rectangular Microphone Array 3 \ @

Fig. 4. a) shows the front of STM32 platform with ellipsoidal microphone
array featuring the 32-element ellipsoidal microphone array and the Sen-
scomp 7000 transducer. b) shows the back of the STM32 platform where
the daughterboard and Odroid XU-4 are visible. ¢) Shows the front of
the Cyclone V SoC platform featuring the 32-element rectangular array
and the Senscomp 7000 transducer. d) shows the back of the Cyclone V
SoC platform where the circuitry needed to drive the Senscomp transducer
and the DE10-Nano are shown. Note that the two underlying hardware
architectures behind the microphone arrays, despite their differences, offer
identical performance and any differences in accuracy (as shown in Fig. 3)
are caused only by the shape of the microphone array.

DAC output Band-pass
signal filter

Non-Inverting Senscomp Ultrasonic Senscomp 7000
Power Op-Amp Ranging Transformer Transducer

Custom Step-Up
Voltage Regulator

Fig. 5. The schematic of the custom designed amplifier, giving a steady
+150V4;4s to operate the Senscomp transducer. Along with an linear
frequency response to limit loss of information on the data that is being
transmitted

+150V Bias

+12Vv
s ly,

is based on an STM32 processor featuring an ARM Cortex-
M4 which handles the incoming microphone data and sends
it to a small of-the-shelf Linux computer (the Odroid XU-
4). The signal processing is handled by the Odroid which
will send object locations to the robot. The second sensor
architecture is based on the Cyclone V SoC featuring an
FPGA and a dual-core ARM Cortex-A9 in the same package.
Here the FPGA will handle all the incoming microphone
data and filtering while the Cortex-A9 will take care of
the remaining signal processing and communication with
the robot. Also two different microphone arrays were tested
in this system, where the array with ellipsoidal boundary
and poisson-disk sampled microphone placement yielded a
larger PSR. We demonstrated the use of the sensor in an
office environment where the system succeeds in detecting
the complete environment as well as the obstacles placed
in front of the moving robot. Future work on this topic
will include a system where the microphone array can be



Y-axis (m)

Accumulated Sonar Data - Top View

e

b) Accumulated Sonar Data - Side View

= 3 e ks A s ey e
- 2
%
N‘." ; B o e e

! i ) Art ; ) Y

5 10 15 20 25
X-axis (m)

Fig. 6.

The plots shown here display the data collected by the 3D sonar sensor (colored data), the data obtained by the laser-range finder (grey bottom

layer), and some added visual cues to help the reader in understanding what has been measured (dotted grey lines). The color of the 3D sonar data is
related to the height of the reflector found (making the 3D plots easier to interpret), while the size of the dot represents the strength with which the object’s
reflection was detected. Three versions of the same plot are shown. a) shows the top-view of the generated 3D map, here we can see that the 3D sonar
sensor is capable of locating the boundaries of the environment along with the objects that were put in its path. b) shows the side-view where the data
from the X-Z plane is visible. One can see that the walls are detected at the height of the sensor itself, and that objects such as doors also give strong
reflections that are received by the sensors (the doors have windows above them that give similar reflections), the green dots found at approx 1 m height
are handles for closets that are built into the walls. c¢) gives a corner view that shows off the 3D view. Notice the upright metallic cylinders and cabinet
that are accurately detected.

changed depending on the application, making the system
more versatile and reducing the cost for experimenting with
multiple array geometries. This paper also illustrates the 3D
mapping capabilities of the 3D sonar sensor, encouraging
extended testing in more challenging environments. Another
topic to be investigated are methods to increase the framerate
of the imaging sensor using pulse encoding techniques, as
demonstrated before in [21].
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