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Introduction

During his first Prime Minister’s Questions in the UK parliament, the ex-Prime Minister (PM) Boris Johnson
called Jeremy Corbyn, who was the leader of the opposition at the time, a “chlorinated chicken” and
described him as a “great big girl’s blouse” (Reuters, 2019). Almost one year before that, it was Jeremy
Corbyn who allegedly called the then PM Theresa May a “stupid woman” (BBC, 2018). In Belgium, a
country with a completely different political system (Lijphart, 2012), things are no different. Barbara Pas,
a radical-right member of the country’s federal parliament (MP), called PM Alexander De Croo a
“champion of lying” while handing him a Pinocchio doll (Redactie24.be, 2021). During a different event, it
was the mainstream PM De Croo who stated that MP Bert Wollants is “suffering from amnesia” (HLN,
2022). Even in countries that incorporate elements of both the British and Belgian political systems, such
as Croatia, similar patterns are observed. Social-Democratic President Zoran Milanovi¢ stated that the
Christian-Democratic PM Andrej Plenkovié is behaving like a “frustrated father” who “comes home and
freaks out his wife” (Dnevnik.hr, 2022) while the PM, a few days later, described the President as “a wild,

uncultured primitive” (Jutarnji.hr, 2022).

These are just a few examples of very personal and insulting rhetoric in day-to-day politics from
three vastly different countries. Despite the extremity of these examples, as citizens, we are continuously
exposed to politicians using negativity between themselves, whether on social media (Frimer et al., 2023;
Ott, 2017), in newspapers (Niven, 2001; Vliegenthart et al., 2011) or on TV (Maier and Jansen, 2017;
Goovaerts and Turkenburg, 2022). This observation is concerning since ample literature demonstrates
that politicians indulging in negativity may have adversarial effects on citizens (see e.g. Fridkin and Kenney,
2011; Hopmann et al., 2018; Van der Goot et al., 2023; Walter and Ridout, 2021). For example, negativity
can demotivate the electorate to participate in democratic processes such as elections (Nai, 2013), and
can make the electorate emotionally angry (Gervais, 2017; Walter and Ridout, 2021). Furthermore,
negativity has been shown to increase voters’ cynicism diminishing political trust (Lau et al., 2007; Van't
Riet & Van Stekelenburg, 2022), especially towards particular parties and politicians (Clementson et al.,
2023; Lefevere et al., 2020). This provides a fruitful ground for democratic backsliding in society (Marien
and Hooghe, 2011; Van Elsas and Fiselier, 2023) and allows ideologically extreme and populist parties to
thrive (De Vries and Hobolt, 2020). Lastly, it has also been shown that negativity in politics may give rise
to affective polarisation in society (Druckman et al. 2019; Iyengar et al., 2012; Skytte 2022). As such,

negativity does not only impact the linkage between politics and citizens but also society as a whole,



whereby increasing resentment among politicians spills over among the electorate and partisan

supporters (Hernandez et al, 2021; Nai and Maier, 2023).

However, despite the adverse impact of political negativity on citizens, negative politics can also
play a crucial role in preserving the quality of democracy. Conflict is an inherent characteristic of politics
(Schattschneider, 1960), where actors are expected to compete for power (Bachrach and Baratz, 1962)
and express their views on key issues through criticism of one another (Geer, 2006). As such, this use of
negativity helps signal to voters where politicians stand on policy and can clarify to the electorate their
differences. Consequently, negativity in politics enhances political knowledge by providing valuable
information about political distinctions. Moreover, exposure to political conflict and differences between
actors may also increase satisfaction with democracy (Ridge, 2022; Tuttnauer, 2022) and may stimulate

citizens' interest in politics (Brooks and Geer, 2007; Mutz, 2015).

While we are well aware that negativity is one of the causes that impact the quality of
contemporary democracies, it is largely unclear if negativity among politicians is indeed as widespread as
it appears to be, especially in day-to-day politics, and what are the conditions that lead to politicians’
negativity usage. What we do know, is that negativity in politics occurs due to the negativity bias (Soroka,
2014) that exists on both the side of politicians and the side of citizens. As citizens, we are more likely to
engage with negative, rather than positive information (Knobloch-Westerwick et al., 2020; Soroka et al.,
2019). This increases the demand for negativity in news (Robertson et al. 2023) and may lead journalists
to prioritise such news stories (Lamot and Van Aelst, 2020). As a result, politicians that want to
communicate with the public through media outlets are usually more successful if they convey negative,
rather than positive information (Haselmayer et al., 2019; Skytte, 2019). This trend has been amplified by
social media, where politicians directly communicate with voters and where most citizens' engagement

happens when politicians post something negative (Mueller and Saeltzer, 2022; Peeters et al., 2022).

As such, negativity can be a powerful tool for politicians to gain citizens' attention and ensure re-
election. The negative campaigning literature, which focuses exclusively on official campaigns and not on
day-to-day politics, has established that politicians’ negativity usage is a vote-seeking strategy. Therefore,
this makes opposing actors and those losing in the polls more negative compared to actors that are in the
government and those that are high in the polls (Benoit, 1999). This overall premise of negativity being

|II

used as a vote-seeking strategy has been dominating both “traditional” US literature on negative

campaigning (e.g. Haynes & Rhine, 1998; Lau and Pomper, 2001) as well as more contemporary studies



from Europe (e.g. Nai, 2020; Somer-Topcu and Weitzel, 2022). It has furthermore been speculated that

negative campaigning has been on the rise in recent decades (Geer, 2012).

Despite the lack of literature on negativity outside campaigning periods, there are reasons to
expect that negativity spills over from campaigns to day-to-day politics. Many studies have argued that
cooperative and peaceful governing periods during the electoral cycle between two consecutive elections
are increasingly tainted by competitive and adversarial campaigns (Heclo, 2000). As a result, politicians
are permanently campaigning instead of governing. Therefore, the idea of the permanent campaign
suggests that politicians now prioritise their public image on a daily basis (Blumenthal, 1980), aiming to
sustain or boost public support and secure re-election. Essentially, it proposes that the electoral

atmosphere, such as negative campaigning, may persists even in the time between elections.

Although studies have supported this phenomenon of permanent campaigning (Joathan and
Lilleker, 2020), it remains unclear whether negative campaigning during campaigns is similar to negative
campaigning in day-to-day politics. For example, do low-approval actors also engage in negativity after
the election? Does the opposition go negative immediately after the government assumes office despite
the “honeymoon period” (Chanley et al., 2000)? And if they do go negative, how is this negativity voiced,
on what issues are politicians attacking, and who do they target? These questions have not been
addressed in the current literature. What we do know, however, is that different patterns of political
actors’ behaviour can be observed when comparing campaigns and routine periods (Ceccobelli, 2018;
Vasko and Trilling, 2019). Furthermore, changes have been observed in-between elections, not only in the
politicians’ behaviour (Schwalbach, 2022; Seeberg, 2022) but also in the public approval of politicians
(Miller and Louwerse, 2020) and media reporting on politicians (Falasca, 2014; Miiller, 2020; Van Aelst
and De Swert, 2009; Vliegenthart, et al., 2011). Therefore, the current theory of negative campaigning is

not entirely suited for studying the usage of negativity on a day-to-day basis.

It is important to answer these questions as campaigns only last a couple of weeks, and it is likely
during the electoral cycle, the period in-between two consecutive elections, when negativity fuels citizens'
resentment with politics. Put differently, while negativity in campaigns may have an immediate and short-
term impact on citizens' attitudes and behaviour, it is likely negativity in general day-to-day politics that
has long-lasting effects on the electorate. This is especially relevant knowing that some literature claims
that negativity is on the rise (Geer, 2012), especially more adversarial forms of negativity such as incivility
(Frimer et al., 2023). Therefore, the main research questions analysed in this dissertation relate to: who

goes negative against whom; how is this negativity used, on what is it based; and lastly, when does this



negativity take place. Answering these questions will ultimately allow us to become better aware of why
some parties and politicians engage in negativity throughout the electoral cycle and will help us gain
better knowledge regarding politicians’ general negativity usage. Ultimately, this will help us determine
whether citizens' growing resentment of politics stems from politicians' increasing use of negativity or if

politicians engage in necessary political conflict that aligns with democratic principles.

The main scientific contribution | wish to achieve with this dissertation is to disentangle negativity
in politics as a general concept that appears in both day-to-day and campaign politics, moving away from
a campaign-centric perspective. As such, | want to provide an overarching theoretical framework to
understand politicians’ negativity usage throughout the entire electoral cycle. To achieve this, | need to
bridge the gap between both negative campaigning theory (e.g. Benoit, 1999) and other theoretical
approaches from day-to-day politics (e.g. Green-Pedersen, 2007). This is why | will rely on a broad array
of theories and concepts, trying to create a novel theoretical framework allowing us to disentangle general
negativity usage among political elites. Precisely, besides negative campaigning theory (Benoit, 1999), |
will use party competition (Downs, 1957), role congruency (Eagly and Karau, 2002), issue competition
focusing on issue salience (Ansolabehere and lyengar, 1994), and ownership (Petrocik, 1996), prospect
theory of decision-making (Kahneman and Tversky, 1979), and mediatization of politics (Stromback, 2008)
throughout this dissertation. This will allow me to generate hypotheses regarding negativity usage, which
will relate to my research questions. Ultimately, by testing hypotheses that answer these research
qguestions, we will be closer to understanding why negativity occurs in politics in the first place and
whether the supposed increase in negativity usage can be blamed for the increasing democratic deficit in

contemporary democracies.

In addition to theoretical advancement, | also want to provide methodological improvements to
the current study of negativity in politics. For example, as | will outline throughout my dissertation,
studying negativity during campaigns makes it difficult to make stronger causal claims and may lead to
spurious relationships (e.g. Harrington and Hess, 1996). This outcome is caused by the methodological
shortcomings of studying negativity during short-lived campaigns, something that has been acknowledged
by the negative campaigning literature (Nai, 2020: 447; Walter et al., 2014: 560). Because campaigns tend
to be short, lasting only a couple of weeks, negative campaigning scholars could not establish clear causal
links that lead politicians to use negativity (but for improvements regarding this do see Hassell, 2021;
Maier and Jansen, 2017; Nai and Martinez i Coma, 2019). For example, because campaign strategies are

planned before the official campaign, it is difficult to establish when the decision to execute negative



campaigning has been made. Furthermore, by neglecting day-to-day politics, the negative campaigning
literature has been unable to test if, for example, more interaction with media makes negativity usage
more likely as politicians adopt the media’s negativity bias. As such, | want to reaffirm established findings
from negative campaigning literature with greater validity (e.g. opposition is more negative) while
uncovering new causal dynamics that lead to negativity (e.g. politicians with higher media experience are

more negative).

The last scientific objective of this dissertation is to explore the current state and spread of
negativity. Knowing the adversarial effect of negativity on the public, | aim to uncover whether this is a
product of political elites who are in permanent negative campaigning with each other. Therefore, looking
at day-to-day political negativity will allow me to see how much exactly are politicians prone to negativity
and what forms of negativity get utilised. Therefore, uncovering the level of negativity usage and its
various forms, such as incivility, will show us how much can political elites be attributed to continuous
(negative) campaigning, as has been expected since the mid-20" century (Blumenthal, 1980).
Furthermore, it is also possible that some of the challenges current democracies face, such as the increase
of affective polarisation (Garzia et al., 2023) and challenger parties (De Vries and Hobolt, 2020), may be
the results of increasingly higher levels of negativity between political elites. Still, it is largely unclear if
this is entirely true and whether negativity is truly on the rise (Walter, 2014b), thereby amplifying the
democratic deficit in societies. As such, | also aim to show longitudinal trends of negativity in the last
decade uncovering whether the expected increasingly wide spreading negativity is truly taking placing and
contributing to concerning political phenomena. For instance, it is plausible that negativity among political
elites simply represents essential policy conflict that upholds and sustains the proper functioning of

democracy.

Defining Negativity in Politics

Negativity in politics is a broad concept (Lipsitz and Geer, 2017). It can, for example, relate to media outlets
that overreport negative political news, or it can refer to citizens who actively indicate negative attitudes
toward political elites (Soroka, 2014). However, in this dissertation, | want to tackle negativity used by
political actors, namely political parties and politicians, because these political actors are one of the main
suppliers of negativity in politics, which have surprisingly been overlooked in political research on

negativity outside campaigns.



In this dissertation, | build upon the well-known “directional” (Walter and Vliegenthart, 2010) or
“binary” (Haselmayer, 2019) definition of negativity in politics. This definition, proposed by the US political
scientist John Geer, defines negativity as “any criticism leveled by one candidate against another during a
campaign” (Geer, 2006: 23). Despite its benefits in terms of its simplicity, some adjustments are necessary
to increase the validity of this definition throughout the entire electoral cycle (and not only during
campaign periods). That is, it is important to redefine the directional definition of negativity to avoid
current dependency on campaigning periods (Geer, 2006) and the electoral competition logic of us vs.

them (candidate vs. candidate; see also Benoit, 1999; Lau and Pomper, 2001).

| define negativity, which | also label interchangeably as attacks throughout the dissertation, as
criticism from one political actor to another political actor. Therefore, the concepts of campaigning and
competition are gone in this definition. Regarding campaigning, current literature has predominantly
studied negativity during campaigns, but as explained earlier, negativity occurs on a day-to-day basis as
well. Some politicians are party warriors with the main purpose of discrediting their competitors
throughout the electoral cycle (Ketelaars, 2019; Sevenans et al., 2015). In the most severe cases, this can
result in actual physical confrontations (Schmoll and Ting, 2022). As such, negativity takes place regardless

of the time at which it is observed.

Furthermore, the definition does not refer explicitly to competitors (i.e. candidates) since
negativity in politics can be directed toward anyone. For instance, negativity can occur on the intra-
coalition (Martin and Whitaker, 2019), intra-government (Lynch and Whitaker, 2013), or intra-party level
(Watts and Bale, 2019). During campaigns, parties (or an election coalition) are more unified, with the
party leadership often having a tight grip on the party’s behaviour (see Dolezal et al., 2017). In day-to-day
politics, this unified behaviour is not always present. Furthermore, in multi-party systems where coalitions
between parties need to be formed, negativity among coalition partners can occur. Especially when
parties deviate from policy outcomes envisioned by the coalition agreement (Héhmann and Sieberer,
2020; Martin and Vanberg, 2004). Moreover, in majoritarian one-party governments, majority MPs may
not support policy outcomes that may hurt their re-election in a constituency (Kam, 2009). Intra-party
attacks may even be supported by the party leadership if it helps them to preserve a seat in a constituency
(Proksch and Slapin, 2012). The opposition is also prone to intra-party conflict. The leadership may not be
in line with the majority of party members (Watts and Bale, 2019), and intra-party elections can create

wedges along party lines (Cross and Pruysers, 2019), all of which may emerge in the public.



Despite dropping campaigning and competition, this dissertation’s definition of negativity still
keeps the applicability principle of the original definition (Geer, 2006), that is, it encompasses any
negativity regardless of the content, nature, level, or venue. Regarding content, examples such as calling
someone’s policy proposal rubbish (policy criticism), or criticising someone as reckless (trait criticism), can
all be classified as instances of negativity in politics (Benoit, 1999). Note that issue and trait criticisms are
not mutually exclusive (see more in Chapter 4), as negativity can be used on both fronts, e.g., a politician
is incompetent and his policies demonstrate that. Regardless of the content, scholars have taken the
position that both types of negativity can be good for democracy (Geer, 2006). Namely, attacking policies
can help to indicate to voters where parties stand on issues and making such distinctions may help to
increase satisfaction with democracy (Ridge, 2022; Van Elsas and Fiselier, 2023). On the other hand,
attacking traits can also help voters to become better aware of the skills and expertise certain politicians
possess. The latter is of particular relevance with the increasing partisan dealignment where voters
become volatile (Dassonneville, 2023) and base their vote choice on individual politicians, rather than
parties (Garzia, et al., 2022). The content of negativity in day-to-day politics will be studied in greater

detail later in this dissertation (see Chapter 4).

Besides content, the nature of negativity can also vary, as politicians may choose whether to
deviate from conventional social norms when they use negativity (Mutz 2015; Walter, 2021). In other
words, politicians may express their negativity by using uncivil language which can include name-calling,
mocking, or sarcasm (Sobieraj and Berry, 2011; Stryker et al., 2016). This incivility, which | will study in
greater depth in chapters 2, 4, and 6 is the most problematic form of negativity. Incivility decreases the
quality of the political debate (Marien et al., 2020) leading to lower levels of political trust (Clementson et
al., 2023; Goovaerts and Marien, 2020; Van't Riet and Van Stekelenburg, 2022). When comparing various
forms of negativity, scholars find that incivility is the most harmful to citizens’ attitudes and behaviour
(see e.g. Fridkin and Kenney, 2011; Hopmann et al., 2018; Reiter and Matthes, 2021; Walter and Ridout,
2021). As a result, incivility is extremely newsworthy as it provokes stronger reactions among the public

compared to civil forms of behaviour (Muddiman, 2018; Mutz 2015; Skytte, 2019).

Lastly, negativity can take place on any level: between individuals, parties, or governments at the
local, regional, national to supranational levels. However, this dissertation’s definition focuses
predominantly on formal political actors that engage in political competition within a certain polity, hence
parties (Chapter 1; 3; 4; 5) and politicians (Chapter 1; 2; 6), and not on informal ones such as non-

governmental organization, media, interest groups, the army, or foreign political actors. Lastly, the



directional definition of negativity is also applicable to any type of venue (see Walter and Vliegenthart,
2010). Negativity may be employed in a television or parliamentary debate, TV ad, parties’ press releases
or conferences, on politicians’ social media profiles, etc. This dissertation will almost exclusively focus on
parliamentary venues. However, in Chapter 6, | do explore how negativity may spill over to media venues,
and how negativity in media may reinforce negativity in parliaments. | furthermore discuss venue

differences in the concluding chapter of the dissertation.

Theory of Negativity in Politics

In this dissertation, | will borrow from several theories to create a broad theoretical framework. The basis
for this framework is the notion that political decision-making is rational from the politicians’ point of
view, i.e., politicians carefully assess their actions to maximise their gain (Brams, 2014). However, we
know that full rationality cannot be achieved due to the multifaceted context in which decision-making
takes place (Simon, 1990). Therefore, the theory adopted in this dissertation assumes that politicians are
driven by maximising their goals, even if the actions they take to achieve these goals (e.g., the choice to
use negativity) end up hurting them in the end. While negativity may be the result of sudden ad-hoc
decision-making in which negativity usage relates to the mere personality of an individual politician (Nai
et al, 2022), recent studies show that some of the central claims of politicians’ rational decision-making
calculus hold. Namely, we can expect politicians to use negativity when they estimate the benefits of
negativity usage to be greater than the costs (Maier et al., 2022). This should have implications for who

uses negativity against whom, how they use it, on what they focus, and lastly when they do it.

In the literature, scholars tend to agree that political actors pursue three different goals: vote,
office, and policy goals (Strégm & Miller, 1999). As such, politicians make decisions to win votes during an
election (vote), enter executive office (office), or implement changes to society (policy). Campaign studies
mostly argue that during campaigns vote goals are the main driver for the behaviour of politicians (Benoit,
1999). After all, office goals, such as securing a position in the cabinet, and policy goals, such as
implementing policy changes, cannot be achieved when the campaign is ongoing. Only after acquiring
votes parties deal with decision-making aimed at gaining or maintaining access to office (e.g. coalition

formation) and decision-making aimed at changing policy (e.g. passing a legislation).

In this dissertation, | argue that the presence of negativity in politics is also a product of the vote,

office, and policy goals. Bridging political goals and negativity is not novel, given that the negative



campaigning literature has already highlighted that politicians use negativity to win over votes (Lau and
Pomper, 2001; Skaperdas and Grofman, 1995). During campaigns, for example, mostly risk-seeking
politicians facing low approval ratings or politicians from the opposition are prone to using negativity
(Benoit, 1999; Dolezal et al., 2018; Elmelund-Praestekaer, 2008; 2010; Haynes and Rhine, 1998; Hansen
and Pedersen, 2008; Maier and Jansen, 2017; Nai and Sciarini, 2018; Walter and Van der Brug, 2013). This
negativity is usually directed at risk-averse parties such as government parties and frontrunner parties
(Nai, 2020; Walter, 2014a). This is because the usage of negativity has been shown to have unintended
consequences. For example, as mentioned in the beginning, a politician using negativity may demobilise
the electorate to participate in elections, hereby lowering support for this politician (see review in Lau et
al., 2007). Furthermore, negativity may also give a boost to the second-preferred candidate or party
(Walter and Van der Eijk, 2019). Politicians with low approval ratings or opposing parties have much less
to lose if they go negative compared to politicians or parties that enjoy high approval or incumbency perks
(Green and Jennings, 2012). This shows that variation among politicians’ negativity usage does exist
depending on the cost-benefit framework. Furthermore, in the last decade, the theory has also expanded
towards office goals before deciding to go negative in campaigns. For example, parties with the least
coalition potential are more likely to use negative campaigning as they are not expected to cooperate in
government formation (Walter and Van der Brug, 2013; Walter et al., 2014). As such, it is safe to say that

vote- and office-seeking goals are interlinked and of high priority during campaigning periods of politics.

On the other hand, despite neglecting negativity as a concept, non-campaigning literature
studying routine day-to-day politics has shown that politicians engage in conflict to push for policies they
care about. For example, even though cooperation between parties and politicians may exist outside
campaigns, governing parties need to protect themselves from the compromises they make in office
(Fortunato, 2021). As such, they may use tools such as parliamentary questions to hold their coalition
partners accountable (Hohmann and Sieberer, 2020). Furthermore, while the opposition may support the
government's policy (Andeweg, 2013), the government likely neglects or avoids issues that the opposition
cares about (Seeberg, 2022). This can prompt the opposition to be extra critical to force the government
to tackle their issues or adopt their solutions (Seeberg, 2023). Therefore, this line of literature highlights

that conflict over issues takes place outside campaigns (see also Sevenans and Vliegenthart, 2016).

In summary, the first reason that can explain politicians’ negativity usage lies in the vote- and
office-seeking goals as was established by the negative campaigning literature. By going negative, parties

and politicians can accumulate voters on their side and ensure that once election day arrives, they will be



the preferred candidate or party. In addition, a favourable electoral outcome may secure the possibility
to participate in government formation and secure a position in office. The addition to the current
theoretical framework, however, is that politicians also use negativity due to policy-seeking goals. This is
of particular importance in day-to-day politics as politicians are expected to be responsive to real-world
problems (Ansolabehere & lyengar 1994) and push for policies they own to be high on the agenda
(Vliegenthart and Walgrave, 2011).

Of course, both policy and vote/office goals can overlap and are not mutually exclusive (Downs,
1957). For example, going negative to put a certain policy on the agenda, may increase the approval rating
among voters who care about this issue. In turn, a higher approval rating due to negativity may increase
the bargaining power of a politician to get an issue on the agenda. However, in the politicians’ perception,
these goals do not have the same utility all the time. A politician who is running a negative election
campaign to get re-elected does not prioritise at that particular moment in time a certain policy ambition.
On the other hand, a politician who is pursuing a certain policy during the term does not attach high

priority to what will happen during the next election (e.g. Louwerse and Otjes, 2016).

For the aforementioned reasons, | propose that the electoral cycle increasingly influences the
trade-off between prioritising policy- or vote/office-seeking goals (Schwalbach, 2022; Seeberg, 2022;
Somer-Topcu, 2009). | argue that negativity usage is initially driven by policy goals in the early stages of
the cycle. However, as the elections draw near, vote/office goals take centre stage, and negativity usage
is aimed at attracting voters rather than changing policy. Figure 1 presents this expectation as a heuristic
framework for the rest of the dissertation. The arrows in the figure showcase the main expectation that
certain trade-offs need to be made in goal priorities when using negativity. Specifically, negativity is
expected to decrease in relation to policy goals and increase in relation to vote and office goals as the

election approaches.
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Figure 1. Theoretical conditions of this dissertation that are expected to lead politicians to utilise negativity

throughout the electoral cycle
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Note: The figure is a merely heuristic outline of the main expectations and should not be interpreted as deterministic

To be able to test whether politicians use negativity as a strategy to achieve policy or vote/office
goals, and is this usage conditioned on the electoral cycle, several indicators are used, presented in Figure
2, to explain a political actor’s decision to (not) go negative. On the top-left side, Figure 2 shows the
indicators that can be used to analyse whether negativity predominantly is used to achieve policy goals,
namely ideology and issue ownership. The bottom-left side of Figure 2 shows the indicators that might
explain going negative to achieve vote/office goals: election proximity, public approval, and issue salience.
Additionally, | also take media access, status (government vs. opposition), and gender into account
(indicated in the middle left in Figure 2). While all of these negativity indicators are explored for the
decision to use negativity, | will also explore the impact of these indicators on particular types of

negativity, such as incivility (Chapter 2; 4).

11



Figure 2. Indicators based on which politicians are expected to utilise negativity throughout the electoral cycle
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While election proximity is observed as a standalone variable indicating vote-seeking aspiration
(see later Chapter 1 and 4), to test the dynamic aspect of negativity usage (Figure 1), this indicator is
interacted with other predictors. For example, while | investigate whether ideological differences explain
negativity usage as a policy-seeking mechanism, | also interact this with election proximity to analyse
whether this policy-seeking mechanism is decreasing as elections draw closer (Chapter 1). On the other
hand, looking at public approval as an indicator of the negativity usage to gain vote-seeking goals, | interact
this with election proximity to test if during the electoral cycle, the impact of public approval on negativity
usage increases (Chapter 5). Overall, if the main framework holds, we would assume that policy goals are
becoming less significant throughout the electoral cycle while vote/office goals are becoming increasingly
significant. As | will show throughout this dissertation, there is strong support that vote-seeking goals
become increasingly important to politicians impacting their negativity usage (Chapter 2; Chapter 4;
Chapter 5), yet policy goals appear to be stable regardless of the electoral cycle (Chapter 1; Chapter 3;
Chapter 4).

In the following section, | will present several theories using these indicators to outline the general
expectations and hypotheses of this dissertation. More specifically, these theories will provide hypotheses
regarding who goes negative against whom (status; gender; ideology), how and on what (issue salience;
issue ownership), and when (election proximity; public approval; media access). By answering these
guestions, | will investigate the occurrence of negativity throughout the electoral cycle and demonstrate
support for the notion that negativity gets used rationally by specific groups of actors showing how the

theory of negativity throughout the electoral cycle plays out in the empirical world.
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Status and Ideology

The central aspect of routine politics is a conflict between actors and their policies (Schattschneider,
1960). This notion has accumulated literature on the spatial model of party competition by Downs (1957).
These studies argue that parties clash on several ideological dimensions, with the ultimate goal of
positioning themselves closer to voters (Stokes, 1963). The main premise of the spatial model of party
competition is a strong indication of negative usage in day-to-day politics that is driven by acquiring policy
goals that benefit vote goals (Downs, 1957). | test this expectation through two conditions: status

regarding government vs. opposition and ideology.

Regarding status, the main clash in politics is between governing and opposing parties (Hix and
Noury, 2016). Governing parties enjoy incumbency perks in comparison to the opposition. For example,
while governing parties easily produce policy output by changing the legislation, the opposition’s only
option is to criticise such output (De Giorgi and llonszki, 2018). Therefore, the opposition has to go
negative against the government if it aspires to have policy success during the cycle. For example, by going
negative, the opposition may set their issues on the agenda (Green-Pedersen and Mortensen, 2010),
acquire and maintain ownership over issues (Walgrave and De Swert, 2007), and ultimately impact policy
outcomes (Seeberg, 2023). These achievements may have long-term benefits for the opposition by lower
approval of the government (Seeberg, 2020b) and reaching higher voter support in the upcoming election
(Tuttnauer and Wegmann, 2022). However, governing parties also need to keep tabs on their coalition
partners to prevent policy drift from the coalition agreement that could erode their voter base (Martin
and Vanberg, 2004). As such, governing parties are likely to target themselves (Haselmayer and Jenny,

2018).

This situation on the party level also has implications for individual politicians. Namely, the
criticism orchestrated by opposing parties is likely aimed at prominent figures within the executive
cabinet, namely, the PM and Ministers. After all, it is the cabinet politicians that propose policies that the
opposition can attack (see also Thesen, 2012). Therefore, it is expected that the PM and Ministers bear
the responsibility of counterattacking and employing negativity against the opposition. This strategy
serves not only to defend their policy record but also to safeguard their personal image. In turn, the work
on internal criticism among coalition partners in the government is likely handed to less prominent
majority MPs. As such, the task of addressing internal criticism within the government coalition typically
falls upon less prominent majority MPs. In this context, intra-government criticism is anticipated to be

undertaken by majority MPs who do not hold cabinet positions. Additionally, aside from critiquing
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coalition partners, majority MPs may find themselves needing to adopt a negative stance towards their
own party if the party's policies in the government conflict with the interests of the voters in their
respective constituencies (Kam, 2009; Bgggild and Pedersen, 2023). Such actions may even be embraced

by party leaders seeking to maintain the party's seat in a given constituency (Proksch and Slapin, 2012).

Besides status, ideological positions can also serve as a predictor of party competition (Hix and
Noury, 2016; Otjes and Louwerse, 2018). Specifically, when parties exhibit greater ideological distance,
the potential for conflict rises. This phenomenon underscores parties' policy-seeking objectives, as
opposed to vote-seeking ones. The rationale behind this is that parties with substantially different
ideologies also tend to have distinct sets of voters. Consequently, the incentive to attack ideologically
distant parties to secure votes is relatively minimal (Haynes & Rhine, 1998; Ridout & Holland 2010; Walter,
2014a). Indeed, numerous campaign-focused studies have not identified ideology as a significant
predictor of negativity usage (Dolezal et al., 2018; Elmelund-Praestekaer, 2010; Haselmayer & Jenny, 2018;
Walter, 2014a). However, if policy-driven negativity exists throughout the electoral cycle, as depicted in

Figure 2, | anticipate that an increase in ideological distance would fuel negativity in day-to-day politics.

Gender

While | have previously discussed potential individual characteristics distinguishing regular MPs from
cabinet members (PMs and Ministers), there are additional individual attributes that may influence
politicians' engagement in negativity. One such indicator can be found in Eagly and Karau's role-
congruency theory of prejudice (2002), which posits differential expectations for women and men. This
theory suggests that gender stereotypes prescribe distinct behavioural norms: women are expected to
adhere to communal norms (e.g., displaying kindness or sympathy), while men are expected to conform

to agentic norms (e.g., demonstrating aggression or dominance).

These gender-based expectations can significantly impact politicians' behaviour. For instance, a
female politician who exhibits communal norms is likely to receive more favourable approval than a
female colleague displaying agentic norms. Consequently, female politicians seeking to maximise their
success in achieving policy and vote-related objectives are more inclined to align their behaviour with
communal expectations. This propensity can contribute to women in politics adopting a less negative tone

compared to their male counterparts.
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Yet, while empirical studies demonstrate that women use less negativity in day-to-day politics
(Hargrave & Langengen, 2021; Haselmayer et al., 2021), other studies show that women, during
campaigns, tend to use negativity as equally as men (Bystrom, 2004; Maier, 2015; Walter, 2013).
Therefore, | argue that female politicians are caught in a double bind. They behave communal in day-to-
day political roles as they push for their policies. However, as goals shift toward re-election (Figure 2),
women find it difficult to ignore the negative nature of politics associated with agentic norms. As such,
women use negatively closer to elections with the intention of demonstrating to voters that they are fit
for the agentic nature of politics (Gordon et al., 2003). To compensate for this divergence from
stereotypical behaviour, which can result in a backlash (Bauer et al., 2022), | furthermore expect that
negativity used by women is going to be civil. Lastly, my theory argues that the same applies to targets:
women are going to be avoided in negative and uncivil attacks. They are not held to an equal account as

men, so politicians avoid placing a communal woman in an agentic context (Maier & Renner, 2018).

Issue Ownership and Issue Salience

While the previous conditions establish which parties and individual politicians are inclined to adopt
negative strategies and who the targets of these strategies are, they do not elucidate which specific issues
become the focal point of these attacks. To address this aspect, | draw upon insights from the issue
competition literature (Green-Pedersen, 2007). This body of research posits that politicians engage in
competition over issues with high salience and on issues that they own (Kliiver and Sagarzazu, 2016;
Wagner and Meyer, 2014). Salience pertains to issues that hold significance within society (Ansolabehere
and lyengar, 1994; Jennings and John, 2009), while ownership relates to issues of particular importance

to political parties (Budge and Farlie, 1983; Petrocik, 1996; Walgrave et al., 2015).

Therefore, | anticipate that issues on which politicians and parties engage in negativity will be
contingent on the criteria of salience and ownership. Although both factors are intertwined with both
policy-seeking and vote-seeking objectives, ownership is primarily associated with policy, while salience
tends to align with vote. This distinction arises because ownership signifies issues that parties actively
campaign on and prioritise, reflecting issues that matter to them and their constituents. When politicians
employ negative tactics on owned issues, it is likely driven by a genuine desire to bring about policy change
(Egan, 2013), which can be fundamental for retaining their core voter base. In contrast, politicians
resorting to negativity on salient issues are more inclined toward vote-seeking goals, as they respond to
the expectations of the majority of the electorate regarding the issues that politicians should address
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(Damore, 2002; Elmelund-Praestekaer, 2011). As such, when salience and ownership align, we can

anticipate a party that owns this salient issue to employ the highest level of negativity.

Election proximity

Going back to the foundation of the negative campaigning theory, largely rooted in Benoit’s functional
theory of campaigning (1999), we know that the drive behind employing negativity during campaigns is
based in the pursuit of votes. Negativity is used as a means to acquire votes at the election through
negative messages. These messages can (i) directly impact voters, (ii) impact voters through media
channels, or (iii) impact voter perceptions through political discussions among friends or family (Benoit,
2017). Consequently, the increasing proximity of elections often compels politicians to deploy negativity
more frequently (Damore, 2002; Nai and Sciarini, 2018). Furthermore, as elections draw closer, the type

and nature of attacks that politicians use to target opponents changes.

In this dissertation, it is anticipated that the described electoral competition dynamic extends
beyond official election campaigns. As the election date approaches, vote-seeking objectives become
increasingly important (Figure 2). This shift has implications for the use of negativity, as it amplifies
conflicts between political opponents and coalition partners, resulting in greater negativity usage.
Furthermore, as negativity becomes more widespread, attracting voters becomes more challenging.
Consequently, we can expect that the nature and tone of attacks are likely to become more personal and
less civil. In contrast, post-election periods are expected to be characterised by lower levels of negativity.
This reduced negativity can be attributed to factors such as the government enjoying a honeymoon period

and a lack of government activity for which the cabinet can be blamed.

Public approval

In addition to the proximity to elections, the decision to employ negativity can be influenced by a
reference point in which politicians find themselves. This concept aligns with the prospect theory, which
claims that experiencing gain tend to make individuals more risk-averse, whereas experiencing loss can
drive them to take risks (Kahneman and Tversky, 1979). For instance, when there's a favourable deviation
from a specific reference point (gain), individuals become risk-averse to safeguard their current
advantageous position. Conversely, an unfavourable deviation from a specific reference point (loss) tends
to induce risk-taking behaviour. This concept can be applied to the realm of public approval in politics,
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with numerous studies demonstrating that greater risk-taking occurs when approval ratings are low

(Somer-Topcu, 2009; Vieider and Vis, 2019).

Applying this framework to negativity, attacking colleagues can serve as a means to potentially
improve one's public approval (and consequently, voter support), but it also entails uncertainty regarding
the actual outcome (see Roese and Sande, 1993; Fridkin and Kenney, 2004; Walter and Van der Eijk, 2019).
Consequently, individuals with high approval ratings may not feel compelled to take risks that could
jeopardize their favourable standing. On the other hand, individuals experiencing a decline in approval
may be more willing to take risks by employing negativity, hoping to reverse the trend and increase their
approval (Skaperdas & Grofman, 1995). Furthermore, since public approval status is closely linked to vote-
seeking objectives, it is likely to interact with the previously discussed election proximity indicator.
Therefore, following the pattern depicted in Figure 2, the influence of public approval is expected to be

more pronounced as an election draws closer, rather than further away from it.

Media Access

Finally, the concept of mediatization plays a pivotal role in understanding politicians' behaviour. Politicians
not only rely on the media as a source of information but also as a platform to promote their policy
agendas and personal profiles (Van Aelst and Walgrave, 2016). To elevate a particular policy on the
political agenda, politicians often require media support to push for that issue. Similarly, the prospects of
re-election and acquiring higher office are often contingent on a politician's media visibility (Van Erkel and
Thijssen, 2016; Van Remoortere et al., 2023). Consequently, politicians adapt their behaviour to align with
the logic of the media, a central aspect of the mediatization of politics (Stromback, 2008). It is through
access to the media that politicians can maximise their efforts to achieve policy and vote-seeking

objectives.

It is well-established that there is a pronounced negativity bias in news coverage driven by user
engagement (Soroka, 2014). Therefore, this bias toward negativity may spill over to politicians who
perceive negativity as the most effective means to secure media attention and enjoy the associated
benefits (Ridout and Walter, 2015). As a result, it is anticipated that employing negativity generates media
attention that can prove advantageous for a politician (Haselmayer et al., 2019). Such media visibility
serves the dual purposes of advancing policy objectives by drawing attention to specific policies and

reaching a broader electorate with their messages. Consequently, once a politician experiences increased
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media coverage through the use of negativity, they are likely to resort to negativity again, in contrast to

those who struggle to gather media attention.

Overview of the dissertation

Using the above six theoretical frameworks, this dissertation has six chapters. Each of these chapters
elaborates on causal mechanisms in greater detail and tests them through empirical analyses. The
chapters reflect research questions that were posed in the introduction, with some chapters tackling one
or more research questions, demonstrated in Table 1. In chapters 1 and 2, | particularly zoom in on the
guestion of who goes negative against whom, while in chapters 2, 3, and 4 | will show how is negativity
used and on what is this negativity based. Lastly, as stated previously, the impact of timing will be studied
in every chapter as every predictor that may cause negativity gets interacted with election proximity to
see the impact of conditions on negativity usage throughout the electoral cycle. The question of when will

particularly be explored throughout chapters 4, 5, and 6.

Table 1. Main research questions and chapters

Who goes negative against whom?

How and on what do they go negative?

When do they go negative?

CHAPTER 1 CHAPTER 2 CHAPTER 3 CHAPTER 4 CHAPTER 5 CHAPTER 6

Status and Ideology Gender Issue Ownership and Salience Election Proximity Public Approval Media Access

More specifically, as can be seen in Table 2, Chapter 1 explores party competition and looks at
who is on the attacking and who is on the receiving side of negativity, focusing on status (government vs.
opposition) and ideology. Chapter 2 on the other hand takes a predominantly individual perspective of
role-congruency theory and focuses on gender (women vs. men) of both attackers and targets while not
only looking at negativity but incivility as well. The following Chapter 3 makes a novel approach by
combining issue competition literature and negativity looking at what issues are used when negativity
gets employed: are politicians attacking more on salient or issues they own, and what happens when
salience and ownership are (non)congruent. Afterwards, in Chapter 4, | explore the timing of attacks based

on election proximity zooming in on several types of attacks (policy, trait, and incivility) while relying on
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the negative campaigning theory of how negativity is means to an end (election victory). Chapter 5 looks
at whether public approval impacts negativity usage, combining elements of the prospect theory. Lastly,
Chapter 6 revolves around mediatization of politics and how the outcome of negativity, which may give

politicians media access, impacts politicians’ negativity usage.

Table 2. Overview of the chapters

CHAPTER INDICATOR GOAL ACTORS THEORY MAIN HYPOTHESES

Status Policy/Vote Parties/Politicians Being in the opposition makes politicians negative
Chapter 1 Party competition

Ideology Policy Parties Ideological differences make politicians negative
Chapter 2 Gender Policy/Vote Politicians Role congruency Being a man makes politicians negative

Issue Ownership Policy Parties Owned issues are more likely to be used in negativity
Chapter 3 Issue competition

Issue Salience Vote Parties Salient issues are more likely to be used in negativity
Chapter 4 Election Proximity Vote Parties Negative campaigning Election proximity makes politicians negative
Chapter 5 Public Approval Vote Parties Prospect theory Losing approval makes politicians negative
Chapter 6 Media Access Policy/Vote Politicians Mediatization Trying to gain media access makes politicians negative

The dissertation will zoom in on negativity usage in parliamentary venues. Parliaments are a good
venue to study negativity usage across the electoral cycle. Namely, they are the main venue in which
politicians pursue their political goals on a day-to-day basis throughout the electoral cycle. On the one
hand, it is in parliaments where parties try to push for their policies to be addressed and implemented in
society (Louwerse and Otjes, 2016). For example, parties are known to highlight relevant issues they care
about trying to influence the political agendas (Green-Pedersen and Mortensen, 2010; Vliegenthart and
Walgrave, 2011). On the other hand, parliaments present venues where politicians also focus on
discrediting their competition. As was shown by other studies, parties are known to employ criticism in
parliaments to discredit their competition in voters’ perceptions (Seeberg, 2020b). Finally, exploring
negativity in parliamentary venues can also be highly indicative of negativity employed in other venues
(see also Chapter 6). For example, recent studies show that issues politicians bring in parliament are highly
correlated with issues they feature online (Peeters et al., 2021). Overall, working with parliaments
presents a strength as it allows for a valid venue to test the theoretical framework of negativity usage
across parties and politicians consistently throughout the whole electoral cycle which likely mirrors their

negative behaviour across other venues.
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In particular, this dissertation will explore negativity during question time sessions in the (federal)
parliaments of Belgium (Vragenuur), Croatia (Aktualno prijepodne), and the United Kingdom (Prime
Minister’s Questions; PMQ). | work with question time sessions as they present one of the most important
debates that take place in parliaments when the (more-powerful) executive branch of government is
guestioned by the (less-powerful) legislative branch (Russo and Wiberg, 2010). This generates high-media
attention for these debates that likely reach citizens (Osnabriigge et al., 2021; Salmond, 2014) and are
deemed highly important and influential by politicians themselves (Soontjens, 2021). Countries, on the
other hand, are chosen due to the highly different party-system structures which can impact negativity
usage (Elmelund-Praestekaer, 2010; Walter, 2014b) and parliamentary behaviour (Proksch and Slapin,
2012; Schwalbach, 2022). As such, any findings that travel across these cases are highly generalisable. |

will argue in greater detail why | work with question times and with these countries in each chapter.

Negativity during question time sessions was studied by working with a sample of QTs between
January 2010 and December 2020. This period is sufficient to explore negativity usage through several full
electoral cycles in each country, including electoral cycles that finished early due to snap elections (2010
in Belgium; 2016 in Croatia; 2017 and 2019 in the UK). Speeches made during QTs were content analysed
by a team of student coders who were trained for six weeks in recognising the previously defined
“directional” negativity in each speech that was made during QTs (see Appendix — Coder training). This
data is the basis for all empirical tests throughout the dissertation and is transformed accordingly to tackle
research questions and hypotheses from each chapter. For example, Chapter 1 looks at who attacks
whom, and therefore the coded data was transformed into dyadic data to explore who assumes the role
of attacker and the role of target. On the other hand, Chapter 6 explores if politicians are impacted by
media access in their negativity usage, so the initial data is transformed to reflect all individuals that
participate in QTs. In each chapter, | will give an in-depth look into how exactly was the initial coded data
transformed for hypotheses testing. The concluding chapter of this dissertation contains a synthesis of all

the main findings.
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CHAPTER 1

Parties’ attack behaviour in parliaments:
who attacks whom and when

Abstract

Various research has been directed towards investigating the behaviour of political parties engaging in
attacks. However, this topic has predominantly been studied in campaigning venues while focusing only
on the attacker (parties that are attacking). This study contributes to the existing literature by (i) studying
attack behaviour in the parliamentary venue, and (ii) analysing the interactions between both the attacker
and the target. To this end, this paper uses longitudinal data on attacks during question time sessions in
the parliaments (2010 to 2020) of Belgium, Croatia, and the UK. More specifically, | investigate the
conditions that make parties engage in mutual attacks. These conditions can be characterised along three
dimensions: time (proximity to elections), status (government vs. opposition), and ideology (close vs.
distant). The results confirm the overarching argument that: (i) more attacks in parliaments happen closer
to election day; (ii) opposing parties are more likely to attack the government rather than vice-versa; (iii)
governing parties equally attack the opposition and themselves; and finally (iv) the larger the ideological
distance between parties, the more likely attacks happen (with mainstream parties engaging equally in
attack behaviour compared to radical parties). As such, these findings contribute to our understanding of

attack strategies between parties in regular day-to-day politics.
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Introduction

A well-known notion in political science literature is that conflict is at the root of all politics
(Schattschneider, 1960). Indeed, the literature on communication between political actors has established
that interactions between political actors are often conflictual and characterised by negative
communication (Benoit, 1999; Geer, 2006). More specifically, research has documented the corrosive
effect of negative interactions among political actors on citizens’ attitudes, beliefs, and behaviour. For
example, voting behaviour literature has found that negativity in politics can demobilise voters and
discourage them from going out to vote on election day (e.g. Lemert, 1999; Nai, 2013). Studies on political
polarisation have also pointed towards negative communication between politicians as the main cause
for the increasing levels of inter-partisan animosity among party supporters (e.g. lyengar et al, 2012).
Furthermore, negativity in politics has been found to affect people’s attitudes: it lowers their impression
of political efficacy and their political trust (e.g. Lau et al, 2007; Mutz and Reeves, 2005; Thorson et al,
2000).

However, while the effects of negativity are quite well-known to political science scholars, the
mere occurrence of negativity itself in the interaction between political actors has received less attention.
One strand of research that does investigate the occurrence of negativity is the literature regarding
negative campaigning. This literature studies the mechanisms that explain under which conditions
political parties engage in attack behaviour during campaigns (for an overview see Nai and Walter, 2015).
This has produced substantive knowledge on the subject with a general conclusion that parties
strategically employ negativity by attacking their rivals in the hope of reaching their goals. However, there

are two main gaps in the overall knowledge about how parties engage in attack behaviour.

First, previous studies only investigated under which conditions parties attack during campaigns.
This resulted in a theoretical understanding of parties’ attack behaviour in short-lived campaigning
venues, but has left a gap regarding the circumstances under which parties attack in non- campaigning
venues, e.g., parliaments (but see Ketelaars, 2019). There are reasons to expect different dynamics to take
place in parliaments. During campaigns, parties are driven by vote and office goals when they engage in
attack behaviour (e.g. Somer-Topcu and Weitzel, 2022; Walter et al., 2014) while in parliaments, policy
goals such as placing issues high on the agenda or acquiring ownership over an issue also take the stage
(e.g. Green-Pedersen and Mortensen, 2010; Otjes and Louwerse, 2018; Walgrave and De Swert, 2007).
Furthermore, ordinary party members are more prominent in parliaments than in campaigns (since

campaigns are usually dominated by the party leadership), which can facilitate intra-party conflicts (or
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dissent; see Kam, 2009). As such, a theoretical framework is required describing the conditions under

which parties attack each other (or themselves) in a parliamentary venue.

Second, most methodological approaches studying parties’ attacks take only the perspective of
the attacker, i.e., the party that decides to engage attack behaviour. There are a few noteworthy
exceptions to this where the target and/or the interaction between both the attacker and the target are
considered (see Haselmayer and Jenny, 2018; Walter, 2014a). However, it is not always clear what the
direction of the attack is and which parties attack each other. For example, Walter (2014) found that the
government is more likely to be targeted in attacks (for a similar insight on an individual level see Nai,
2020), but whether this is a product of the opposition attacking the government or the governing parties
attacking themselves is not entirely disentangled. Similarly, Haselmayer and Jenny (2018) classify attacks
that happen between governing and opposing parties but do not specify the direction of the attack
(government to opposition or vice-versa). As such, it is important to follow-up on these fundamental
studies by providing a different operationalisation of the interaction between attackers (parties that

attack) and targets (parties that are being attacked), while including potential intra-party attacks.

With that in mind, this paper aspires to make contributions to the literature by (i) hypothesising
about political parties’ attack behaviour in parliaments (theoretical contribution), while (ii) offering a
better approach to the operationalisation of interactions between the attacker and the target
(methodological contribution). This paper’s main argument is that parties strategically attack each other
in a parliamentary venue, similar as they do in campaigning venues, with the election date putting
pressure on parties to become more hostile and with the opposition dominantly attacking the government
(Nai and Walter, 2015). However, unlike campaigns, it can be expected that governing parties also engage
in attacks, not just with the opposition, but also between themselves in order to, for example, prevent
potential policy drifts from the coalition agreement (Martin and Vanberg, 2004). Lastly, given that parties
in parliaments deal with day-to-day political issues, ideologically distant parties are expected to clash
more compared to ideologically close ones, a hypothesis that did not find strong support in some
campaigning studies (Dolezal et al., 2018; EImelund-Praestekaer, 2010; Haselmayer and Jenny, 2018;
Walter, 2014a).

To test the abovementioned hypotheses, | use novel longitudinal data on attacks during
parliamentary question time (QT) sessions in Belgium, Croatia, and the UK in the last 11 years (January
2010 — December 2020). As the results indicate, parties do consider the timing of their attacks as more

attacks occur closer to election day. Furthermore, opposition parties are more likely to attack the
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government than vice-versa, while governing parties are equally likely to attack the opposition and their
coalition partners (or themselves). The results also show how ideology can play a role in nurturing attack
behaviour. Overall, results confirm the expectation that parties strategically employ attacks in a

parliamentary venue.

Parties’ attack behaviour in parliaments

Literature on party politics has established that parties work towards reaching three goals: (i) gather votes
of citizens (vote goals), (ii) get into the executive (office goals), and (iii) implement their policies (policy
goals) (Strem and Miiller, 1999). One strategy that parties employ to reach these goals is to attack their
rivals using negative communication. The general consensus in the literature is that an attack can be
defined as any type of criticism directed towards a political opponent (Geer, 2006). This means that
attacks always involve a directional interaction between two actors where Actor A expresses criticisms
(through a media statement, TV add etc.) towards Actor B which can vary in its content (policy and/or

trait) and language (e.g. incivility; see Mutz and Reeves, 2005).

Attacks between political actors can take place on several levels (between individuals, parties,
group of parties), but they are always driven by the underlying party competition logic, in which vote (e.g.
Somer-Topcu and Weitzel, 2022), office (e.g. Walter et al., 2014) and policy (e.g. Otjes and Louwerse,
2018) goals are the main objectives. For example, recent studies have shown that attacking actors on
policies may lower voters’ perceptions of the targeted actor (Lefevere et al., 2020; Seeberg and Nai, 2021).
This may cause the target’s performance during the next election to worsen, possibly granting the attacker
more votes (vote) and a seat in the cabinet (office). However, it is important to note that attacks are not
always successful and can backfire (the so-called backlash effect) where voters punish attackers, rather
than targets (see Lau et al, 2007: 1180-1183). For this reason, this paper considers attack behaviour to be
a strategic decision taken on the party level and driven by party goals. This strategic decision making is
the focus of the theory presented here and a deeper analysis of the types and forms of attacks is beyond

the scope of this paper.

As stated in the introduction, attacks have been predominantly studied in campaigning venues
such as TV debates or spots. While it is important to understand parties’ attack behaviour in campaigning
venues, it only paints part of the picture. Two underlying gaps can be identified. First, parties are

incentivised to attack on policy and/or trait to obtain vote (e.g. Somer-Topcu and Weitzel, 2022) and office
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(e.g. Walter et al., 2014) goals during campaigns, whereas outside campaigns, policy goals also become
relevant (e.g. Otjes and Louwerse, 2018). In other words, while in campaigns parties attack their rivals
expecting to gain support of the electorate (vote) and a potential seat in the cabinet (office), outside
campaigns, they may also engage in attacks trying to, for example, place issues high on the agenda (Green-
Pedersen and Mortensen, 2010) or secure ownership over an issue (Walgrave and De Swert, 2007). By

achieving such policy goals, parties also aspire to have long-term benefits in terms of vote and office.

Second, during campaigns it is the party’s leadership that dominantly engages in conflict, whereas
outside of campaigns other party members (MPs, ministers, speakers, etc.) become equally, if not even
more, important. As these party members may pursue their individual goals (Sevenans et al. 2015), intra-
party conflicts, which are not likely to arise during campaigns, are more prevalent outside of campaigns
(Kam, 2009). For example, politicians seeking re-election in single-member districts sometimes have to go
against party lines to retain their seats in their constituency and the party leadership may tolerate such a

course of action because it also benefits the party as a whole to keep their seat (Proksch and Slapin, 2012).

As such, it is unclear how (i) incentives to reach policy goals and (ii) the presence of a variety of
party members in non-campaigning venues impact parties’ attack behaviour. These considerations
necessitate going beyond campaign attacks and force us to investigate attack behaviour in non-
campaigning venues. This is especially important for studies that show that attacks in politics adversely
affect citizens, as they likely result not only from attacks in short-lived campaigning venues, but also from

attacks in routine day-to-day venues as well.

Therefore, this paper focuses solely on parliamentary venues (which are dissolved during
campaigns). These venues are ideal to study non-campaign attack behaviour because they allow us to
address the two gaps defined above. First, parliaments are the main venue where issue competition, and
hence conflict over policy goals, take place (gap 1; see Sevenans and Vliegenthart, 2016). Second, in
parliaments various party members from MPs to ministers regularly engage in direct verbal debates and
attacks, sometimes resulting in intra-party attacks (gap 2; see Kam, 2009). Of course, many scholars have
extensively studied party behaviour in parliaments with a general conclusion that parties and their
members behave strategically in order to achieve political goals, such as re-election. For example, there
are studies that established how, depending on the electoral system, politicians adapt their legislative
behaviour (see review in André et al. 2014). However, despite the abundant literature, attack behaviour
as a tool that is employed by politicians to achieve their goals in parliaments has largely been neglected

in the current studies.
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My theoretical foundation also stems from the view that parties are strategic and rational actors
who carefully assess their attacks with the primary aim of achieving their goals. However, because policy
goals are more profound in parliaments and various party members get a chance to engage in conflict,
different attack behaviour strategies and mechanisms could be present. As such, | argue that there are
several underlying questions parties ask themselves in parliaments, two of which will be tested here: when
and who should we attack?® The question of when relates to the condition of time, i.e. closer to the
election date or not. The question of who is less straightforward, especially in multi-party systems where
multiple parties can be attacked. In the context of this paper the question of who to attack relates to (i)
the status (opposition vs. government) and (ii) the ideology (close vs. distant). Down below, | elaborate
on all three conditions (time, status and ideology) and compare them to attack behaviour in campaigning

venues.

Time

Campaigning literature has established that as the election day approaches, more attacks can be expected
in campaigning venues as the pressure to acquire vote and office goals rises (Damore, 2002; Nai and
Sciarini, 2018). By going negative closer to the election date, parties have more chance of appearing in
the news (Haselmayer et al., 2019) in order to discredit their opponents in the perception of citizens. This
is important as it may attract undecided and swing voters. However, once elections are over parties have
exact knowledge about their support in the electorate (vote) and the position in which they will be until
the next election (office). Such a situation leads to less pressure on parties and their members to attack
each other, providing room for more fruitful discussions or even cooperation in parliaments (Andeweg,

2013).

Despite this, it is safe to expect that attack behaviour in parliaments is also tainted by elections.
The closer to the election, the more important attacks in parliament become as this causes visibility in the
media and puts competitors in a bad light. Furthermore, while in campaigns the election date has a
dominant influence on the attacking behaviour of the opposition and parties that lag behind in the polls
(e.g. Nai and Sciarini, 2018), the election date is likely to have a hostile influence on all parties in

parliament. This is due to parties feeling the pressure to differentiate themselves from other parties in

1 Other questions which will not be explored here, but are also expected to impact attack behaviour are, e.g., how
should we attack and on what should we attack?

26



parliament, as cross-party cooperation during the legislature may have blurred party lines in the
perception of voters (both in the government and in the opposition). By contrast, once elections are over,
and politicians have secured a position for the current term, the urge to discredit opponents and/or
differentiate from other parties decreases (see Schwalbach, 2022). This is why | hypothesise that more
attacks between parties in parliaments occur closer to the (parliamentary) election date, rather than

immediately after it.

H1: Parties are more likely to attack each other as the election comes closer

Status

Besides considering when to attack, parties and their members also consider their status when they
attack, i.e. whether they are part of the ruling majority or the opposing minority. Current literature has
found ample evidence of how opposing parties engage significantly more in attack behaviour during
campaigns compared to governing parties (Benoit, 1999; Dolezal et al., 2018; EImelund-Praestekeer, 2010;
Haynes and Rhine, 1998; Hansen and Pedersen, 2008), who are mostly targeted in these attacks (Walter,
2014a). A similar pattern was observed in parliaments because it is the parliamentary opposition’s role to
hold the government accountable (De Giorgi and llonszki 2018) and governing parties enjoy incumbency
perks that allow them to implement policies in society. By producing output, governing parties provide
the opposition with a portfolio of issues that can be criticised (e.g. Loxbo and Sj6lin, 2017), something
governing parties (mostly) cannot do to opposing parties. This is particularly important for achieving policy
goals and acquiring the ownership of issues (which can result in more votes). As such, | hypothesise that

opposing parties are more likely to attack governing parties than vice-versa.

H2: Opposition parties are more likely to attack government parties compared to government parties

attacking opposition parties

While it is expected that opposition parties dominantly attack governing parties, it is also very
likely that the government does not remain silent and also engages in attacks. However, while the

opposition has a clear target to aim for, governing parties are faced with a choice of whether to attack the
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opposition or their coalition partners (Haselmayer and Jenny 2018). Although governing parties prevent
internal conflicts during the term by agreeing on policies (e.g. coalition agreements), agency drift is
possible where a minister from party A diverges from the position of coalition partner B (Martin and
Vanberg, 2004). This is why recent literature has started to address how coalition partners go about such
situations, e.g., by asking questions in the parliament to ministers from a coalition party (Hohmann and
Sieberer, 2020). By questioning their coalition parties’ ministers, a particular governing party can prevent
policy outcomes (policy goals) that are not favourable for them which could hurt them long-term (vote

and office goals).

Even in countries with one (dominant) governing party, internal party conflict on policies can exist
because parties in the government need to take concrete policy positions which may conflict with the
positions of some party members (see e.g. Lynch and Whitaker, 2013). For example, in a first-past-the-
post electoral system, a constituency that has a majority MP elected to the parliament may result in that
MP attacking its own governing party for a policy that is unpopular in its constituency. In fact, such course
of action may be tolerated (and welcomed) by the party leadership if it is going to result in a party keeping
that seat in the parliament (see more in Proksch and Slapin, 2012). Therefore, it can be expected that
governing parties are actually equally likely to attack the opposition and their coalition partners (or

themselves) in parliaments as it may serve their policy interest and re-election objectives.

H3: Government parties are equally likely to attack the opposition and their coalition partners (or

themselves)

Ideology

Lastly, scholars have also argued that parties attack each other based on their ideology. For example,
parties with radical ideological positions are likely to attack more because their profile prevents political
cooperation with other parties (Maier and Nai, 2021) resulting in attacks between ideologically distant
parties. At the same time, parties may also attack ideologically proximate parties because this is where
their voter base is (Haynes and Rhine, 1998; Ridout and Holland; 2010). However, this topic has had some
mixed results in campaigning literature, with some scholars finding proof of ideology distance (e.g. Nai,
2020), others finding ideological proximity (e.g. Walter, 2014a), and some finding no attacks based on

ideology at all (e.g. Dolezal et al., 2018; EImelund-Praestekaer, 2010; Haselmayer and Jenny, 2018). These
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mixed findings can be expected as during campaigns parties are focused on vote and office goals, rather
than policy goals, resulting in ideology not necessarily being a fundamental initiator of attack behaviour.
However, in parliaments, the discussion is inevitably driven by policy goals, forcing parties to compete
with ideologically distant parties if they want to obtain them (Otjes and Louwerse, 2018). In fact, in some
systems, left-right ideological placement can be a better predictor of parliamentary behaviour compared
to the government-opposition divide (Hix and Noury, 2016). Hence, it can be expected that ideologically

distant parties attack each other significantly more, compared to ideologically proximate parties.

H4: Ideological distant parties are more likely to attack each other rather than ideological proximate

parties

Methodology

Cases

To test my hypotheses, | focus on oral question time sessions (QTs) in the parliaments of three European
parliamentary democracies: Belgium (federal parliament), Croatia, and the UK. QTs were chosen because
they are the ideal place to test strategic attack behaviour of political parties. More specifically, QTs take
place consistently in time (outside of campaigns) and contain direct verbal confrontations between parties
on everyday issues with heavy media coverage (Salmond, 2014). Because of this, parties likely understand
that QTs present high gain opportunities unlike any other parliamentary debate format (similar claim in
Osnabrigge et al., 2021). Concretely, the media coverage of QTs enable a party to easily acquire policy
goals (e.g. placing an issue high on the agenda; Bevan and John, 2016) and vote/office goals (e.g. lowering
rival’s perception among the electorate; Seeberg, 2020b). As such, despite certain drawbacks of working
with QTs (e.g. opposition cannot question opposition), they present a suitable context to inspect the

hypotheses presented in the theory.

Note that the setting of these QTs are significantly different across the three countries which
allows me to test my hypotheses following the most different system design. In other words, because
there are differences in how QTs are structured (see below), any similar findings regarding attack

behaviour can potentially be generalized (at least in the European parliamentary perspective). This is
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further amplified by the fact that each country has a different party system (i.e. multi-party, two-party,
two-block).?

In the UK, question time takes place almost daily, but given that the most attention is placed on
the Prime Minister's Questions (PMQs), the analysis is conducted on transcripts from those debates.
PMQs take place every Wednesday at noon, they last for 30 minutes, and MPs ask questions to the PM
who answers each question having general knowledge on which issues will and may be raised (Bevan and
John, 2016). MPs are not granted a follow-up opportunity (with an exception of the opposition leaders).
In case the PM is absent, other government members step in (most notably Nick Clegg during Cameron’s
first cabinet). Legislative scholars tend to agree that PMQs in the UK are conflictual (Salmond, 2014),
offering substantive power to the opposition to challenge the government (Garritzmann, 2017). However,
smaller parties in the opposition are known to be left out of the debate with little interference (Thompson,
2018).

By contrast, in Belgium and Croatia, transcripts from oral QT sessions to all government members
are analysed because there is no QT specifically for the prime minister. In Belgium, QTs (nl. Vragenuur)
take place every Thursday afternoon and last for approximately 1 to 2 hours. MPs ask questions in groups
(based on a topic) to one or several members of the government who then answers all questions at once.
Afterwards, the same MPs are granted a rebuttal to express their (dis)satisfaction with the answer. Each
party group has the ability to ask questions per QT (approximately 2) regardless of their size in the
parliament (see De Kamer, 2014). Members of the government are notified of the topics that are going to
be discussed on the same day of the QT. All of this has led Belgian QTs to be characterised as more policy-
driven (Salmond, 2014).

In Croatia, QTs (hr. Aktualno prijepodne) only take place once every 2-3 months (usually 4 times
per year; at the start of each plenary sitting), but they last an entire day. The number of questions (40)
are distributed to parties based on the share of seats parties have in the chamber (favouring the two
dominant parties in Croatia; like the UK). A question can only be asked to one individual member of the

government who is expected to respond immediately (see Hrvatski sabor, 2020). This government

2 Belgium is characterized by an extremely fragmented yet consensus-type multi-party system where each ideology,
due to the country’s linguistic divide, is usually represented by two parties (one for Dutch-speaking Flanders and
another for French-speaking Wallonia). A complete contrast to this is the UK with its majoritarian two-party system
in which there is a clear line between the main governing and opposing party. Lastly, Croatia encompasses elements
of both Belgium and the UK, placing it somewhere in the middle between the two extremes. The Croatian party
system can be classified as a multi-party system (like in Belgium), but parties can easily be divided into two main
blocks led by the two dominant parties who never or rarely cooperate (like in the UK).
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member is informed about the topic 24 hours prior to the start of a QT. MPs are allowed a rebuttal to
express their (dis)satisfaction (similar to Belgium). As such, Croatian QTs have features of both Belgian

and UK QTs, but their low frequency and longer duration makes them heavily distinct from the other two.

Raw data

In order to study attacks during QTs, | randomly selected one QT per month in the last 11 years in each
country (from January 2010 until December 2020 ; N = 257). This resulted in the following number of QTs:
103 in Belgium (30.5% of all Belgian QTs), 39 in Croatia (100%), and 115 in the UK (32.7%). Throughout
this period, these QTs did not show any deviation in the format that was outlined above. Once QTs were
sampled, | scraped full transcripts from these QTs from official parliamentary websites in each country
(for Belgium - dekamer.be; for Croatia - edoc.sabor.hr; for the UK - hansard.parliament.uk). The scraped
and raw data had every speech contribution as an observation (N = 23,991; see Appendix — Coder training)
including a transcript of what each person said during a particular QT without any interruption (Belgium
N = 6,634; Croatian N = 9,395; UK N = 7,962). These included both formal (questions, answers, replies,
points of order) and informal (interruptions, shouting in the chamber, speakers’ interventions) speech
contributions which is an advantage as most studies tend to focus only on the formal speech contributions
(see Fernandes et al., 2021). Protocol speeches when the speaker gives the floor (only transcribed in
Croatian debates) and when PMs in the UK are asked to list their engagements at the start of every PMQ

(see Bevan and John, 2016) were dropped (final Croatian N = 5,087/UK N = 7,731).

Coding process

A special codebook was designed (following previous content studies on attacks relying dominantly on
Geer, 2006) to serve as a guide during the quantitative content analysis that was performed on the raw
data. Four coders (together with the author) from Belgium and Croatia who speak the relevant languages
(Dutch, Croatian, English and French) and who are familiar with the systems performed the coding. The
main goal was to reliably identify and code attacks between political actors during QTs. As such, coders
were trained and tested for six weeks before they were allowed to code independently (see Appendix —
Coder training outlining the training process together with Krippendorff's alpha scores that reached

satisfactory levels in the final two weeks).
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According to the codebook, an attack is seen as any criticism from one political actor towards
another actor (or themselves) on policy and/or trait.3 Therefore, coders needed to identify (1) a criticism
and (2) an actor to which the criticism is directed before they could code it as an attack. An actor that is
targeted in an attack can be of any type: individual (PM), groups of individuals (Ministers), individual
parties (Labour), and a group of parties (coalitions, opposing parties, government). Coders also coded
attacks towards actors outside the parliamentary arena (regional governments, presidents, MEPs,
Mayors, etc.) but not towards informal actors (unions, NGOs, etc.) and foreign political actors. Once
coders identified an attack in a speech unit, they coded this attack by registering how many attacks exactly
are present (in case more actors are attacked) and which actors are targeted and their party affiliations
(in case it is not a party as a whole). Coders were trained not to code something as an attack when they
saw criticism that politicians did not explicitly link to an actor or when politicians neutrally mention actors

(see Appendix - Examples of coding negativity for examples of attacks and non-attacks in each country).

Overall, 6,427 speech contributions included at least one attack and they account for 33% of all
speech contributions (Belgium 32.7%, Croatia 36.9%, the UK 30.8%; see Appendix A). On a descriptive
level we can thus conclude that, despite the differences in QT structures, attacks take on average one-
third of all speech contributions in the three countries. Furthermore, this appears to be consistent across
the observed years (Figure 1). This is an interesting finding considering that QTs (especially in the UK) are
perceived as highly conflictual (e.g. Salmond, 2014), while it appears that, on average, more than half of
QTs are not devoted to attacks. Across all three countries, the majority of attacks contain policy criticisms
(Belgium 83.5%, Croatia 71.7%, the UK 72%), while trait criticisms appear in less than half of the attacks
(Belgium 43.1%; the UK 48.49%), with Croatia being the exception (61.8%).%°

3 This definition goes beyond current definitions that state that attacks only entail criticisms towards political
opponents. | opted for the broader definition where attacks can be directed to anyone given that, outside campaigns,
potential intra-party conflicts are possible (Kam, 2009).

4 Note that one attack can have both policy and trait criticism inside.

5 While these results deserve more attention, they are beyond the scope of this study as | do not explore the strategic
decision on how and on what to attack (see footnote 1).
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Figure 1. Share of attacks in all speech contributions during QTs through years
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Final data

In total, 9,099 attacks were gathered and compiled into data that included information on (i) the attacker
and (ii) the target (see Appendix A). To be able to test my hypotheses, | recoded this data into dyadic data
where each dyad constitutes a unit of observation of whether one party chose to attack another party
during a particular QT (total N = 21,254; per-country information in Appendix B). In other words, the final
dataset shows for each QT whether somebody from party A decided to attack someone from party A®, B,
C, D, etc., or not. Parties that did not take part during a particular QT (i.e. parties that did not get a chance
to speak) were not included in dyadic data (see Appendix B for data structure and for the list of parties in
the sample). For example, during a QT that took place in June 2020 in the UK, five parties spoke during
the PMQ, resulting in 25 party dyads (52), but in July, six parties spoke resulting in 36 dyads (62). Steps

which have led to dyadic data are showcased in Figure 2.

5 Intra-party attacks are also considered.
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Figure 2. Methodological steps leading to dyadic data

Raw data —— > Content analysis —— > Attack data ——————————» Dyadicdata

- Scraped data on each - Coders indicate if there are - Each attagk is recoded - Data on attagks is
speech contribution attacks in each speech to constitute  one recoded into dYad'C data
during QTs contribution, how many and observation indicating for each possible dyad
towards whom the attacks who is the attacker and during QTs
are directed who is the target

Note: See more in Appendix A (attack data) and Appendix B (dyadic data)

Variables

Attack. There is one main dependent variable (DV) in this study that has a binary outcome indicating
whether an attack for a specific dyad took place during a QT or not. Hence, the DV indicates whether a
party attacks (1) or not (0) in each dyad during a particular QT (attacks that cannot be specifically tied to
a particular party are dropped, e.g. attacks towards independent MPs, Coalition Governments, Coalitions
etc.). While this approach obscures the quantity of attacks one party directs towards another during a
particular QT, this does not pose a problem for the purpose of this study as it aims to identify the strategic
decisions of parties on who to attack and when to attack. The decision on how much to attack is beyond

the scope of this paper.”

Election date. Given that QTs were sampled on a monthly basis, this variable indicates how many
months have passed since the date of the last election (for a similar approach to measure time elapsed in
between elections see e.g. Borghetto and Belchior, 2020). Therefore, this variable indicates election
closeness® (bigger the value, closer the election). For example, if a QT took place in May 2012, while the

previous election was held in May 2010, then the value of this variable is 24.

Status. This is a categorical variable that explains the direction of a dyad based on parties’
government or opposition status (0—>G; G->0; G->G; 0-0). As such, a dyad that indicates whether the

Labour attacked the Conservative party during a QT in December 2018 when Conservatives are in power

7 Out of all dyads with attacks, 51% contain 1 attack, 23% contain 2 attacks and 8% contain 3 attacks. As such, the
share of dyads that go above 3 attacks is below 20%.

8 This variable can also be operationalised as an 'election expectation' that measures the months until the next
election (i.e. accounting for snap elections; see Appendix G4).
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is classified as opposition towards government (O->G). This is an improvement with respect to previous
studies that did apply a dyadic structure in their data but did not classify the direction of attacks between
governing and opposing parties (Haselmayer and Jenny, 2018) and/or only looked at differences (see

below Ideology) between parties in a dyad (e.g. Ridout and Holland 2010; Walter, 2014a).

Ideology. A continuous variable that indicates the absolute distance between ideological positions
of parties in a dyad. An ideology score closer to 0 indicates ideologically proximate parties while a score
closer to 1 indicates ideologically distant parties. Ideological distance is calculated by assigning ideological
scores to each party based on the Chapel Hill Expert Survey (CHES; variable Irgen) trend data (Bakker et
al., 2020) which covers ideological shifts parties make through the years, and then calculating the absolute

difference in scores between parties in dyads (see Appendix B for descriptive statistics for each variable).

Method

Given that the final dataset has a hierarchical structure, mixed-effects multilevel logistical regressions are
used to test the hypotheses. There are two levels in this model, namely, (i) a specific QT that is nested in
a parliamentary term within one country (N=257) and (ii) all possible party dyads during that particular
QT (Min = 9; Max = 169; Mean = 73.1; per country info in Appendix B). Since each dyad is observed once
for each QT, but can be featured in multiple QTs, a multiple membership multilevel model is used (that is
also appropriate for hierarchical panel data; see more in Chung and Beretvas; 2012). This approach
accounts for the fact that identical party dyads in different QTs are not independent (lower level dyads
are crossed in higher level QTs in which they appear; see Figure 3).° In other words, every dyad has a
unique ID (e.g. dyad that indicates whether Conservatives attacked Labour in the UK) which allows the
model to account for the fact that most dyads re-appear in different QTs (e.g. Conservative->Labour dyad
is featured in every QT in the UK). This model is then used to evaluate the hypotheses. A country control
variable is also added to account for differences in dyads/QTs, as well as controls for inter-annual changes.
Parties that are not included in CHES are dropped when running these models (i.e. each dyad in which

they appear; final N of dyads: 18,743).

% While general multilevel modelling is not new to the literature studying party attacks (e.g. Nai and Sciarini, 2018:
Walter et al., 2014), the usage of the multi-membership model that accounts for the complex reality of parties’
animosity (or disinterest) in one-another has, to the best of my knowledge, never been considered.
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Figure 3. Regular multi-level model (above) vs. multi-membership multi-level model (below)
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Note: Based on Figures 1 and 2 in Chung and Beretvas, 2012; Party-dyads indicate all possible attacks if the possible

attacker is Party A which spoke during every QT.

Results

Before discussing the regression results, | first present some descriptive results. Figure 4 shows the
evolution of the share of speech contributions with attacks (within the pool of all speech contributions
that were made during QTs) over time (per quarters since the last election). In all three countries, a trend
can be observed indicating that attacks during QTs increase as we move towards the next election.
Furthermore, Figure 5 shows the evolution of the share of attack dyads in each country (within the pool
of all possible dyads) over time (per quarters since the last election). In Belgium and Croatia, we observe
a slight rising trend in the share of attack dyads as we move through the electoral cycle. This means that
we can expect slightly more parties to attack each other closer to the next election. In the UK, however,
we observe an overall decreasing trend. A notable exception to this decreasing trend is the rise in attack
dyads in the final two quarters before an election. While these figures indicate some support for H1, they
also show that parties’ attack behaviour can be a stable phenomenon as the share of attacks does not
diverge a lot throughout the parliamentary term. In other words, out of all possible party dyads in Belgium
and Croatia, on average 11% and 9% of them exhibit attack behaviour respectively. In the UK, which has

a lower amount of parties and dyads, this share is about 19%.
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Figure 4. The share of attacks in all speech contributions during investigated QTs (per quarters since the last election)
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Note: These results are generated using the initial raw data on speech contributions that was manually coded to
indicate presence of attacks

Figure 5. The share of attacks in all party dyads during investigated QTs (per quarters since the last election)
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Note: These results are generated using dyadic data that indicates which party dyads contain attacks out of all
possible dyads during QTs (see Appendix B). / The shares are higher for the UK because the amount of possible party
dyads is smaller compared to Belgium and Croatia

Next, regarding H2 and H3, all attack dyads are categorised based on the status (government vs.
opposition) of the attacker and the target. Figure 6 shows the relative share of each ‘attack direction’ in
the total pool of attack dyads for each country. As this figure indicates, the opposition attacking the
government is the most prevalent attack direction, followed by the government attacking the opposition.
This shows strong support for H2, i.e., the opposition is more likely to attack the government than vice-
versa. However, note that the governments in the UK do appear to be equally willing to attack the
opposition (for this exception in the UK see also Walter et al. 2014: 563). H3, i.e., the government is equally
likely to attack the opposition and the government only appears to hold in Belgium. The share of attacks

Belgian governing parties direct towards the opposition and themselves is roughly the same. On the other
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hand, in Croatia and the UK the share of attacks between governing parties is much smaller than the share
of attacks from governing parties towards the opposition. The least amount of attacks occurs between

opposition parties in all three countries.

Figure 6. Attacks distributed across four potential directions per country (%)
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Zooming in on intra-governmental attacks, Figure 7 shows the share of internal party criticisms
(politicians attacking their own party, colleagues and/or themselves) and external criticism towards
coalition partners, out of all G=>G-attacks. As can be seen, as we move from Belgium to Croatia and the
UK the share of internal-party criticism increases, and the share of external attacks decreases. This
indicates, for example, that the governing Conservative MPs in the UK are almost equally willing to attack
their own party and their coalition partners during this study period (LD; DUP). In contrast, Belgium’s
governing parties are predominantly focused on attacking coalition partners during QTs. This is in line with
the argument that systems where voters vote for parties try to limit intra-party criticism, unlike systems

where voters vote for candidates (see Proksch and Slapin, 2012).

Figure 7. Share of in-party and out-party attacks (%) out of all G - G attacks
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To inspect how ideology plays a role in attack behaviour (H4), each party is assigned an ideological
party family (those families that can be rank-ordered from left to right'°). Table 1 shows the relative share
of occurrence of all attack dyads between party families. These results show some support for H4. In other
words, we can observe that parties do not frequently attack ideologically proximate families (lighter grey
cells), nor do they frequently attack the most ideologically distant families (darker grey cells). The
maximum share of attacks from a certain family is usually directed towards families that are somewhere
in the middle of the spectrum between the attacker and the most distant party family (not the case for

Christian democrats; all of these findings are consistent in each county — see Appendix C).

Table 1. Distribution of attacks by party family (attacker) towards other party families (targets) (%)

ATTACKER

Radical left Green Social.-Dem  Chris.-Dem. Liberal Conservative Radical right

Radical left 0 0 1.39
Green 0 0 1.39
Social.-Dem. 15.83 14.39 5.20

E Chris.-Dem. 21.59 19.58 -
E Liberal 28.25 39.06 15.82 17.50 26.44
Conservative 18.86 15.01 5.50 14.42
Total 100 100 100 100 100 100 100

Note: This table should be read top-down. Going top-down in the first column shows the share of attacks radical left
parties direct towards each ideological family.

Furthermore, it is also clear that niche parties (radical right, radical left, and green) are less likely
to be on the receiving end of an attack compared to mainstream parties. This is because niche parties,
unlike mainstream parties, mostly did not hold office in the three studied countries hereby limiting the
amount of criticism directed towards them (see H2). For this reason, status could be a better predictor of
the victim of an attack than ideology. However, we can conclude that there is a semi-curved ideology

effect where parties attack only the mainstream parties that are ideologically different from them (e.g.

10 Note that this categorical classification is only used for descriptive purposes. In regressions, | use a continuous
measure of the ideological distance.
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radical right -> Chris. dem.; liberal -> social. dem., etc.), and not the niche parties (e.g. radical left -> radical
right, social. dem. -> radical right, etc.).

Going beyond these descriptive findings, Table 2 presents the results of four multi-level multiple
membership regressions analyses. Model 1 shows the results for all countries combined and indicates
confirmation for H1, H2, H3 and H4. Regarding time (H1), we can see that as we move one month away
from the previous election, the probability of attack happening between parties increases significantly.
This means that closer to the next election, more attacks between parties are issued. Furthermore, as we
compare the four directions of attacks based on party status, we can see a significant decrease in the
probability of all attack directions compared to the O—->G reference direction. This implies that during QTs
most attacks go in a direction from the opposition towards the government (H2), followed by attacks from
the government towards the opposition (G—>0), attacks between government parties (G—>G), and attacks
between opposition parties (0->0).

Here, we can also observe that the difference in coefficients between G0 and G—>G is fairly
small meaning that the probability of the government attacking opposition is similar to the probability of
the government attacking itself during QTs. As such, when using G=>G as a ref. direction (see Appendix
D.1), we can see no significant difference in the probability of attacks between G=>0 and GG, therefore
confirming H3. Lastly, the results also show that for each increase in ideological distance the probability
of an attack increases significantly. In other words, we can expect more attacks to take place between
parties that have ideologically distant positions compared to parties that have similar or identical positions

(H4), indicating that different policy positions indeed drive attack behaviour in parliaments.
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Table 2. Multilevel regressions testing probabilities of attacks occurring during QTs

Model 1 Model 2 Model 3 Model 4
(full) (Belgium) (Croatia) (UK)
Coef. (SE) Coef. (SE) Coef. (SE) Coef. (SE)
Election date (months since) .008 (.003) ** .012 (.004) ** .073 (.019) *** .017 (.008) *
Opp. >Gov. (ref.)
G->0 -1.298 (.114) *** -1.683 (.125) *** -.987 (.269) *** -.814 (.450) t
GG -1.484 (.113) *** -1.484 (.120) *** -2.475 (.392) *** -.750 (.485)
0-0 -3.005 (.140) *** -3.092 (.154) *** -4.924 (.543) *** 3,113 (.463) ***
Ideological distance 2.520 (.483) *** 1.902 (.357) *** 1.781(1.710) 3.683(1.951)
Country (ref. Belgium)
Croatia -.335(.238) - - -
United Kingdom 1.121(.356) ** - - -
Intercept -2.632 (.290) *** -2.153 (.294) *** = _7.078 (1.107) *** -1.685 (.754) *
Variance (QTs) .320 (.043) .285 (.044) .323 (.149) .149 (.391)
Variance (dyads) 1.671 (.115) .796 (.080) 3.984 (.696) 1.998 (.407)
N (QTs) 257 103 39 115
N (min. dyads) 9 100 49 9
N (max. dyads) 169 169 144 25
AIC (empty model) 9.540 (10.272) 7.319 (7.899) 1.164 (1.328) 944 (1.016)

Note: Tp<0.1; *p<0.05; **p<0.01; ***p<0.001 / Control for years included in every model

Despite finding support for the hypotheses in Model 1, there are certain differences among the
three countries as can be seen from the results of Models 2, 3 and 4. For example, we can see that H2
does not hold in the UK as the negative coefficients for attacks between G0 compared to O->G are not
on a statistically significant threshold level (p-value is not below .05). This indicates that the probability of
governing parties attacking the opposition during QTs equals the probability of attacks in the opposite
direction, but also for attacks within the government (insignificant coefficient for GG when compared
to 0—->G). Furthermore, we can observe that H3 does not hold in Croatia as governing parties are
significantly more likely to attack the opposition, rather than themselves (Appendix D.1). Lastly, there is
no significant effect of ideology in Croatia and the UK (Model 3/4). This indicates that less polarised party
systems with more equal opportunities for parties to attack during QTs (e.g. each Belgian parliamentary
party is granted question slots during QTs) are likely to have more attacks based on ideology. This is unlike
two-party and polarised party systems that favours two dominant parties during QTs leading conditions

on who to attack to be based along majority vs. minority lines (Croatia/the UK).
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Robustness checks

Lastly, several robustness tests were run to verify the results (Appendix D). These robustness tests inspect
exclusively the attacks made by MPs (in the UK MPs without a cabinet seat), the interactions between Vs,
the differences between snap and regular elections, the impact of second-order elections, and the attacks
between mainstream vs. niche parties (Belgium) and two main parties vs. third parties (Croatia/the UK).
The results of these robustness tests are mostly in line with the main findings presented earlier. For
example, the results confirm that the proximity to parliamentary elections (H1) is the main driver for
attacks (Appendix D.5), whereas second-order elections have no impact (with an exception for the UK
where certain tests indicate that UK parties may be constantly hostile regardless of the proximity to the
next elections; see also Figure 5). The robustness tests also reveal that attacks between government
parties (G—>G) are driven by majority MPs (in Belgium and the UK), and that attacks from the government
towards the opposition (G—>0) are driven by cabinet members (H3). As such, while the cabinet attacks the
opposition, majority MPs are in charge of holding their coalition partners (Belgium) and their own party
(UK) accountable. By contrast, in Croatia, majority MPs together with the cabinet go after the opposition
(possible reasons for this are presented in Appendix D.2).

Finally, similar to the findings from Table 1 (H4), | found that mainstream parties in Belgium are
equally engaging in attacks compared to niche parties (radical right, radical left, and green), both of which
go after mainstream parties (Appendix D.6). In Croatia and the UK, the two main parties are even more
hostile than third parties, because they are focused on criticising each-other. As such, granting third
parties in Croatia and the UK equal share of slots during QTs would likely lead to similar findings that were
found in Belgium (i.e. that third-parties attack the two main parties equally as they attack each-other).
Most importantly, these findings diverge from campaigns where ideologically radical parties engage the
most in attack behaviour. These tests show that mainstream parties become equally (or more) hostile in
a parliamentary setting. However, both in campaigns and parliaments, the main targets remain

mainstream parties (likely an outcome of their status in the government; H2).

Discussion and conclusion

This paper investigated the conditions under which parties engage in attack behaviour in parliaments. The
main hypothesis of the paper was that parties strategically attack each other by carefully assessing when

and who to attack. By analysing parties’ attacks in three European parliamentary democracies with
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different party systems, | found that: (i) parties attack each other in parliaments significantly more when
they are closer to election day; (ii) the opposition dominantly attacks the government; (iii) governing
parties are equally likely to attack the opposition and themselves; and (iv) ideological distant parties are
more likely to attack each other compared to ideologically proximate parties. As such, this paper
contributes to the current literature on three levels.

First, literature on parties’ attack behaviour is dominantly focused on campaigning venues in the
past. By contrast, this study investigated attack behaviour in parliaments outside of campaigns. The results
show some similarities with attacks that happen in campaigning venues (i.e. parties engage more in
attacks as the election date comes closer and the opposition attacks more compared to the government),
but there are some important differences as well. The first difference is that governing parties often
engage in attack behaviour, sometimes even to a similar extent as parties in the opposition (Croatia/UK).
Governing parties are also known to attack their coalition partners (Belgium) and themselves (UK) through
attacks issued by their MPs, whereas cabinet members are in charge of attacking the opposition (not in
Croatia where the government is united in solely attacking the opposition). The second difference relates
to ideology. While several campaign studies identified that ideology has no impact on attacks, it appears
that attacks in parliaments are driven by ideological differences. This is especially true in countries with
multi-party systems and equal opportunities in parliaments to attack (Belgium). Additionally, while during
campaigns radical parties with the least coalition potential tend to attack the most, in a parliamentary
setting, mainstream parties become equally (Belgium) or more likely to attack (Croatia/UK).

Second, the paper expands our understanding with regards to the underlying mechanisms of issue
competition in parliaments. We know from previous studies that opposition parties use QTs in parliaments
to influence agenda-setting by raising issues that are important to them (Green-Pedersen and Mortensen,
2010). This study contributes to this logic by providing an indication that the opposition also attacks the
government in this process. In turn, this issue competition also causes the government to engage in
attacks. By receiving criticism from the opposition, the government has the need to fight back and protect
their policy record. Furthermore, parties in a ruling coalition may attack their partners to prevent the
potential policy drift (Hohmann and Sieberer, 2020), and MPs elected in single-member districts may
attack their own governments for policies that may conflict with their constituency’s interests (Kam,
2009). As such, it is possible to conclude that attack behaviour is one of the key features of issue
competition in parliaments but not necessarily always. While attack strategies during QTs take up one-
third of all speech contributions in all three countries, QTs are also likely devoted to praises (i.e. positive

campaigning), but also neutral and strictly policy-driven questions, rather than conflict-driven attacks (see
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examples of non-attacks in Appendix - Examples of coding negativity). Therefore, | advise future studies
to be cautious in selecting elements of QTs (such as questions) as a proxy for attacks between politicians,
especially further way from the elections.

Third, this study contributes to the parties’ attack behaviour literature by methodologically
studying parties’ attacks from a comparative perspective, while considering both the attacker and the
target. As previous studies dominantly dealt with features of the attacker, they failed to identify the target
of these attacks. The approach taken in this study has allowed us to uncover some patterns of attack
behaviour that were not tested before. For example, the results align the notion from the literature on
the politics of legislative debate that parliamentary speeches differ across different systems (Fernandes
et al., 2021). In both Belgium and Croatia (proportional elections), there are low levels of intra-party
attacks, whereas in the UK (majoritarian elections) parties allow more intra-party conflict.

A potential pathway of future research is to further explore the content and characteristics of
these attacks, and who uses these attacks towards whom on an individual level. Future research should
also investigate other parliamentary debates that might uncover attack behaviour patterns that, due to
the nature of QTs, are overlooked in this paper (attacks between opposition parties can hardly take place).
Considering differences in QTs and party-systems, | also encourage the exploration of attack behaviour in

different countries than the ones addressed in this paper.
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CHAPTER 2

The role of gender in parliamentary attacks and incivility

Abstract

It has been well established that politicians attack their competitors to reach their political goals. As such,
there is a considerable amount of literature on their attack behaviour. However, this literature almost
exclusively investigates attack behaviour during campaigns, and so far, few studies have addressed the
nature of attacks during more routine times in parliaments. This article aims to fill this gap by examining
in-parliament attack behaviour and, more specifically, the gender characteristics of attacks. It is theorised
that women are less likely to attack and be attacked than men due to the stereotypical gender roles.
However, it is anticipated that this compliance to stereotypes diminishes as proximity to elections
increases, resulting in women engaging in attacks as much as men. To limit the cost of their divergence,
attacks employed by and toward women are expected to be more civil. Lastly, this study argues that
adherence to gender stereotypes is stronger in countries with candidate-centred parliamentary systems
than party-centred ones. This study finds support for the theoretical framework using longitudinal data
on individual attacks in the parliaments of Belgium, Croatia, and the UK. Results confirm that politicians
adhere to gender stereotypical roles in parliaments, with women attacking and being targeted less than
men, and when women do attack or are targeted, less incivility is employed. Proximity to elections makes
both women and men more hostile, but women lower the cost of their increasing attack behaviour by
using less incivility, unlike men who increasingly opt for uncivil attacks closer to elections. Additionally,
these findings strongly apply in the candidate-centred system of the UK, whereas in the party-centred

system of Belgium and Croatia, hardly any support for the theory can be found.
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Introduction

Politicians use attacks to discredit their competitors and to move toward their political goals. For example,
politicians may attack, hoping to lower competitors’ approval to secure re-election, entry to office, and
policy implementation. As such, much has been written regarding individuals that attack during
campaigns, especially through the lens of gender. By surveying politicians, studies have shown how men
prioritise attacks during campaigns more compared to women (Herrnson & Lucas, 2006; Maier & Nai,
2021). On the other hand, content studies of campaign messages show that women are known to engage
in attacks equally (e.g., Auter & Fine, 2016; Banwart & Bystrom, 2022; Maier, 2015; Walter, 2013) or even
more than men (e.g., Evans et al., 2014; Wagner et al., 2017). Despite this abundance of studies, we lack

knowledge regarding the gender characteristics of attacks outside campaigns.

Only a handful of recent studies have tackled possible attack behaviour outside campaigns.
Focusing on parliamentary speeches, these studies highlighted that men use adversarial (Hargrave &
Langengen, 2021) and negative (Haselmayer et al., 2021) speeches more often than women, which is in
line with stereotypical gender roles that see men as more aggressive or dominant (Eagly & Karau, 2002).
Although these studies provide a key indication of the gender characteristics of attackers in parliaments,
that is, that men probably attack more compared to women, we still do not know who is at the receiving
end of these attacks nor how attack behaviour evolves throughout the electoral cycle. Additionally, far
too little attention has been paid to how these attacks are executed, especially when attacks diverge from
expected gender roles. For example, women in the parliamentary opposition may choose to attack since
it is their role to hold the government accountable (De Giorgi & llonszki, 2018). Lastly, we still lack a
comparative perspective on this subject because previous studies focused their analyses on single-country
cases. This limits our knowledge on the subject, given that gender can play a different role across different

political systems.

To provide an understanding of these open questions, | follow the role congruency theory of
prejudice by Eagly and Karau (2002), which argues that deviations from stereotypical gender roles may
cause women to face prejudice. As society considers women as communal (e.g., kind) and men as agentic
(e.g., aggressive), female politicians showing agentic behaviour may end up not reaching their political
goals. This is why men are usually considered more likely to attack than women, and this notion appears
to hold in parliaments looking at the forms of speeches (Hargrave & Langengen, 2021; Haselmayer et al.,
2021). The first aim of this article is to extend this theoretical framework toward targets of attacks. | expect

that gender stereotypes also apply to targets, with women receiving fewer attacks than men.
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Furthermore, | argue that this gender-conforming behaviour loses its importance as proximity to elections

increases, with women and men engaging equally in attack behaviour (Maier, 2015; Walter, 2013).

The second aim of this article is to investigate the manner of attacks in cases when women do
assume an agentic role, both as an attacker and as a target. | expect incivility, which can be present or
absent in an attack, to be the key. Women avoid the cost of showing agentic behaviour by using less
incivility when they attack compared to men. In turn, all politicians avoid the cost of targeting women,
perceived as communal, by using less incivility. Lastly, | integrate this framework with the literature on
the politics of legislative debate (Fernandes et al., 2021), arguing that adherence to stereotypical gender

roles is stronger in parliaments oriented at candidates rather than parties.

These hypotheses are tested for the parliaments of Belgium (2010-2020), Croatia (2010-2021),
and the UK (2010-2020). | use data on attacks and incivility employed by individual politicians during
parliamentary question time sessions (QTSs). Results show that women are indeed less likely to attack or
be attacked than their male colleagues. Women are also less likely to use incivility when they attack, and
are less likely to be attacked in an uncivil manner when compared to men. Furthermore, both men and
women engage in attacks more frequently as elections approach, but women compensate for this by using
less incivility, unlike men, who are more likely to employ incivility closer to elections. Lastly, the
comparative design of this study confirms that adherence to gender stereotypes is much stronger in the
UK, a country with a political system in which candidates independently run for office in single-member
districts. In the party-driven systems of Belgium and Croatia, in which citizens vote for parties and not
candidates, politicians are less likely to conform to gender stereotypes. As such, these results provide a
valuable understanding of the role gender can play in attacks and the incivility used in parliamentary

venues.

Attack Politics in Parliaments: Gender Perspective

To analyse the role of gender in parliamentary attacks, | rely on the role congruency theory of prejudice
by Eagly and Karau (2002). This theory argues that women face prejudice based on (a) how they behave
(descriptive prejudice) and (b) how they should behave (prescriptive prejudice). These prejudices are
rooted in stereotypical gender roles that see women as communal (i.e., kind, sympathetic, friendly, gentle)

and men as agentic (i.e., aggressive, dominant, self-confident). Therefore, for instance, if a woman
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diverges from communal behaviour toward agentic behaviour, this would negatively impact her

reputation (Eagly & Karau, 2002, p. 576).

This broad notion was used by scholars who explored gender differences in attacks during
campaigns. Through a survey method with politicians, some studies have demonstrated that female
candidates are hesitant to employ attacks in their campaigning strategies (Herrnson & Lucas, 2006; Maier
& Nai, 2021). However, content studies of campaigns generally show women to be equally negative as
men (Bystrom, 2004). For example, a study of the recent 2020 US Senate race has shown that both female
and male candidates used an equal number of attacks in TV ads (Banwart & Bystrom, 2022). At the same
time, experts rated Trump’s and Clinton’s campaigns during the 2016 presidential elections as negative
(Nai & Maier, 2018). Furthermore, a study on attack behaviour in party broadcasts in the UK, Netherlands,
and Germany found no differences between the attacks made by parties with female and male leaders
(Walter, 2013); a similar finding can be observed in German television debates (Maier, 2015). Some
studies have even shown female politicians to be more likely to attack than men (e.g., Evans et al., 2014;
Wagner et al., 2017). These non-stereotypical findings were explained by the hypothesis that women try
to escape communal stereotypes by attacking equally (or more frequently) to show voters that they are

fit for political roles that are considered agentic (Gordon et al., 2003).

Despite these non-stereotypical findings in campaigns, European literature on attacks outside
these periods has identified more gender-conforming attack behaviour. More specifically, Hargrave and
Langengen (2021) and Haselmayer et al. (2021) recently looked at differences in speech styles between
female and male members of parliament (MPs) in the national parliaments of the UK and Austria,
respectively. While controlling for already established predictors, such as the difference between
government and opposition, they identify that women employ less adversarial and negative speeches
than men. These findings are also in line with Ketelaars (2019), who surveyed Belgian politicians (including
members of the parliament) outside campaigns, finding that men prioritise attacking strategies more than
women. Therefore, unlike campaigns, these studies corroborate the expectations set by the role

congruence theory.

The causes of contrasting behaviour in parliaments and campaigns may be linked to the more
versatile approach female politicians are expected to take to achieve their political goals. In other words,
female politics are caught in a double bind between behaving in a communal manner (as is expected
because they are women) and an agentic manner (as is expected because they are politicians). Given that

citizens perceive politicians as agentic, female politicians need to escape communal stereotypes during
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campaigns by attacking as much as men to secure re-election (Gordon et al., 2003; Maier, 2015). However,
in parliaments, politicians compete over policy goals, such as pushing for a specific issue to be high on the
agenda (Green-Pedersen & Mortensen, 2010) or trying to acquire ownership over issues (Otjes &
Louwerse, 2018). As such, female politicians may evaluate that communal behaviour benefits achieving

their policy aspirations, while agentic behaviour benefits their re-election aspirations.

However, this argument raises the question of why female politicians would conform to
communal behaviour in parliaments if they already show agentic behaviour during campaigns. The cause
of this may be due to parliamentary venues traditionally being workplaces that adhere to gender
stereotypes (Erikson & Verge, 2022). Therefore, female politicians opting for communal behaviour in a
dominantly gender-conforming venue such as parliaments provide a greater chance to profile certain
policies higher on the agenda or secure their implementation. This is in contrast to campaigning venues,
where expectations come from voters who see politics and politicians as agentic, which leads to a shift in
female politicians’ behaviour. Male politicians, in turn, can opt for agentic behaviour both in parliaments
and campaign venues, as both align with their stereotypical gender roles (parliament) and expectations
of them as politicians (campaigns). This is why | hypothesise that women will be less likely to attack in
parliaments when compared to men (H1a). However, because of the inevitable elections and the double
bind that encourages women to engage in agentic behaviour during campaigns, it is expected that the

effect of Hla decreases as proximity to the upcoming election increases (H1b).

Hla: Female politicians are less likely to attack compared to male politicians in parliaments.

H1b: The effect of Hla decreases as proximity to elections increases.

Still, if parliaments dominantly represent venues for gender-conforming behaviour to maximise
political goals, it is unclear how this translates toward targets of parliamentary attacks. This is why | extend
the theoretical framework by arguing that stereotypical gender roles apply not only to the mere decision
to attack (or not) but also to a decision of whom to target in an attack. Namely, if most politicians abide
by gender-stereotypical behaviour in parliament, with men attacking more than women (H1a), it is also
very likely that men are targeted more than women. This decision to attack men more frequently also
stems from the role congruency theory, whereby female politicians, due to their association with

communal roles, are not seen as possible targets of attacks that would otherwise place them in an agentic
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context. Therefore, if an attacker targets a woman, who is not associated with agentic norms like men,
this may backfire, causing the attacker to be perceived with disapproval because the decision of who to
target diverges from expected gender roles (for a somewhat similar claim, see Haselmayer et al., 2021, p.
6). As such, attacking women who are seen as communal can be costly for the attacker. This is unlike
attacks that target men who are seen as agentic, so targeting them and placing them in an agentic
framework is expected and can even be beneficial (Fridkin et al., 2009). This is why | argue that female
politicians are less likely to be attacked than male politicians in parliaments (H2a). Regardless, given the
expectation that behaviour tends to be more agentic due to the increasing proximity of the election
campaign and vote-seeking goals, it may be that the boomerang effect of attacking female politicians also
decreases closer to elections as more attacks are issued. Hence, | argue that the impact of H2a decreases

as proximity to elections increases (H2b).

H2a: Female politicians are less likely to be targeted compared to male politicians in parliaments.

H2b: The effect of H2a decreases as proximity to elections increases.

At the same time, there are other predictors for behaviour in parliaments, such as a politician
being part of the opposition or the government (Hix & Noury, 2016). We know from the parliamentary
literature that the opposition is expected to hold the government accountable (De Giorgi & llonszki, 2018).
This is because the government holds the keys to the office and has policy perks, which makes it a target
of attacks (sometimes even from the majority benches; e.g., Kam, 2009; Martin & Whitaker, 2019).
Therefore, depending on their role in the political system (i.e., cabinet, majority, or opposition), politicians
may feel pressured to behave contrary to the gender stereotypes in parliaments. For instance, women in
the opposition may be required to be critical and employ agentic behaviour. Their role is hence at odds
with the communal perception expected of them in gender-conforming parliaments, which may hurt their
policy goals (H1a). Similarly, female politicians in the government, due to their position, are expected to
be targets of attacks. However, because of gender stereotypes, aggressive behaviour towards female

cabinet members may backfire (H2a).

This begs the following question: How do politicians balance the costs and the benefits of
attacking and being targeted when they diverge from gender stereotypes in parliaments? | expect

incivility, seen as a communication interaction that violates social norms (see more in Walter, 2021), to
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be a possible answer. To appease gender stereotypes, there will be less incivility whenever women do
attack or are targeted (H3a/H4a). For example, when the government’s policy fails, female politicians in
the opposition will likely have to engage in attack behaviour. However, to limit the cost of diverting from
the gender stereotype (which may cause prejudice and hurt their goals), female politicians will try to be
as polite as possible. In turn, their male colleagues are expected to employ more incivility due to the
agentic nature of incivility not being costly for them (Bauer et al., 2022; Goovaerts & Turkenburg, 2022).
Furthermore, | also expect female targets to be less likely to receive an uncivil attack since campaigning
studies show that the presence of women in political debates lowers incivility (Maier & Renner, 2018).
This means that all politicians, when forced to target a woman, will restrain from uncivil language. In turn,
when targets are males, incivility is more likely to be employed. Lastly, if there is pressure closer to the
election to increase non-stereotypical gender behaviour (H1b/H2b), then it is also plausible to expect that

the usage of incivility in attacks decreases to compensate for such divergence (H3b/H4b).

H3a: Female politicians are less likely to attack using incivility compared to male politicians in parliaments.
H3b: The effect of H3a increases as proximity to elections increases.

H4a: Female politicians are less likely to be targeted with incivility compared to male politicians in

parliaments.

H4b: The effect of H4a increases as proximity to elections increases.

Lastly, while it is expected that there is gender-conforming behaviour in parliamentary venues,
there may be differences across different systems (Hargrave & Langengen, 2021, p. 583). This is why |
borrow the distinction from the emerging literature on the politics of legislative debate regarding
candidate vs party-centred systems (Fernandes et al., 2021). If citizens elect candidates, there is more
importance on individual politicians and their own reputations during parliamentary debates (Proksch &
Slapin, 2012). However, if citizens elect parties, there is a stronger emphasis on the party brand that
diminishes individual characteristics. For example, scholars have shown how in the candidate-driven
parliament of the UK, there can be a disconnect between what politicians from the same party feature on
their issue agendas (Bevan & John, 2016) with individual politicians focusing on representing their

individual constituencies (Blumenau & Damiani, 2021). This is unlike the party-driven parliaments of
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Belgium, for example, where there is strong party discipline concerning issues that need to be addressed

(Peeters et al., 2021).

Because of this, | argue that politicians in candidate-dominated systems are more prone to
gender-congruent attack behaviour because there is more emphasis on them as individuals. As such, if
female politicians in candidate-driven parliaments divert from stereotypical behaviour, there is much on
the line. For example, they may face the consequence of not securing a policy that would be beneficial for
their electoral constituency. They may also have to deal with disapproval from the party leadership that
may prevent them from seeking re-election in a constituency, especially if there are no gender-related
legislative quotas to secure certainty of women re-appearing on ballots. Such a context is unlike party-
driven systems where parties provide a certain level of protection from individual gender-incongruent
attack behaviour. For example, even if female politicians face the cost of diverting from gender
stereotypes in these systems, they can still secure their policy through their party and rely on voters
electing their parties, not them individually. This may further be enhanced with gender quotas which
would ensure female politicians’ spots on a ballot to seek re-election despite diverting from stereotypical

gender roles.

H5a: Female politicians adhere more to gender-congruent attack behaviour in candidate-centred

compared to party-centred parliaments.

Methodology

Cases

| test my expectations on parliamentary QTSs from the (federal) parliaments of Belgium (Vragenuur),
Croatia (Aktualno prijepodne), and the UK (Prime Minister’s Questions [PMQs]). | work with these debates
because they present high gain opportunities for politicians to reach their goals due to the heavy media
exposure QTSs tend to receive (Osnabriigge et al., 2021; Salmond, 2014). This makes it a perfect case of
parliamentary politics to explore whether there are gender differences in attack strategies that seek to
fulfil politicians’ goals. This was empirically demonstrated in several studies conducted on QTSs from
Belgium (Sevenans & Vliegenthart, 2016; Vliegenthart & Walgrave, 2011), Croatia (Kukec, 2022), and the
UK (Bevan & John, 2016; Seeberg, 2020b) which have shown how politicians use QTSs to fulfil their policy
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aspiration, such as placing issues higher on the agenda and trying to pursue voters to elect them at the

upcoming elections.

Furthermore, | work with Belgium, Croatia, and the UK because of vast differences in (a) how
these QTSs are structured across these three countries and (b) possibilities (and incentives) for female
representatives to engage in QTSs. This is important as it allows to test the theory in a robust setting
across highly different cases, ensuring a certain level of generalisation while lowering possible selection
bias (e.g., studying a specific context of low female representation, which can have implications for
parliamentary behaviour; see Childs & Krook, 2008). Given the importance of these differences, | will

reflect on them in greater detail.

Regarding QTS differences, these are highly rooted in the electoral (party) system of each country.
Namely, due to the proportional elections where citizens elect parties, the parliaments of Belgium and
Croatia are an example of party-driven venues. This party-driven context is reflected in parliamentary
procedures where it is parties, and not individual politicians, that are granted slots to ask questions to the
cabinet during QTSs (weekly in Belgium; quarterly in Croatia). In Belgium, which can be described as a
partitocracy, each major party is granted an equal number of slots during QTSs. In Croatia, which does not
have such a strong and stable party system as Belgium, slots during QTSs are granted based on the share
of seats. This rule favours two major competing parties in Croatia that employ strong party discipline in
QTSs (see Kukec, 2022). As a result, politicians are usually expected to follow party lines during QTSs in
both countries. For example, studies from Belgium (De Vet & Devroe, 2023) and Croatia (Sinko & Sirini¢,
2017) have highlighted how female politicians during (plenary) QTSs tend to profile soft issues, unlike men
who deal with hard issues (see also Back & Debus, 2019). This is a likely outcome of a strong party
discipline during high-profile debates, such as QTSs, where parties select politicians to raise issues that fit
their profile (De Vet & Devroe, 2023). While both countries allow preferential voting, this mechanism
provides little incentive for politicians to deviate from their parties, as entry to the parliament based on
preferential voting is difficult to achieve in both Belgium (Van Erkel & Thijssen, 2016) and Croatia (Picula,
2020). Both countries also have gender quotas that try to ensure that the share of women and men on
ballots remains fairly equal, providing a safety net for female parliamentarians already elected to

(possibly) re-appear on a party’s ballot.

The UK parliament, on the other hand, can best be described as candidate-driven due to the
majoritarian elections where citizens elect politicians in single-member districts (Proksch & Slapin, 2012).

This doesn’t mean that parties are not as important as in Belgium and Croatia, as they still play a major
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role in getting a politician elected to the parliament (Blumenau & Damiani, 2021, p. 779), and no gender-
related legislative quotas are imposed on parties when determining who will run for a party in
constituencies. However, once inside the parliament, parties have an incentive to let politicians act in their
own personal interest and that of the constituency they represent (Blumenau & Damiani, 2021; Proksch
& Slapin, 2012). This is in line with parliamentary procedures as QTSs in the UK (specifically PMQs) are
structured by individual questions asked to the prime minister (PM; or a cabinet member when the PM is
absent). Only the opposition leaders are granted secure slots to question the PM, while other members
who want to question the PM are decided by a random shuffle. This provides less interference from the

party leadership and allows politicians to have a certain level of autonomy during QTSs.

Regarding differences in (descriptive) female representation, although all three countries had both
male and female PMs, ministers, and party leaders participating in QTSs, the representation of female
politicians during QTSs differs vastly (see Table 1). Belgium has a high share of females elected in the
parliament, with an average of 39.2% for the last four elections. However, looking at the randomly
selected sample of QTSs during the two full parliamentary terms that took place in the 2010s, female
politicians were generally underrepresented by nine percentage points in QTSs compared to the share of
how many were elected. In turn, Croatia has a significantly lower share of elected female representatives
than Belgium (the average for the last five elections is 18%); however, they tend to be overrepresented
during QTSs in the last decade. Finally, the UK is somewhere between Belgium and Croatia regarding
elected female representatives, with an average of 27% of females elected for the past five elections.
Furthermore, unlike in Belgium and Croatia, representation during QTSs in the UK (determined by a
random shuffle) generally ensures a fairly equal representation of female MPs during QTSs. As such, with
this case selection, we capture parliaments that typically provide lower (Belgium), equal (UK), or higher
(Croatia) possibilities for female politicians to participate in QTSs, which makes the chance of selection

bias lower than if we had worked with one specific parliamentary setting.
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Table 1. The share of women elected to the parliament and the average share of women that participated in QTs

Country Term Share of elected Average share of female Difference
female politicians* politicians per QT **
2007-2010 36.7 37.2 +0.5
Belgium 2010-2014 39.3 30.4 -8.9
2014-2018 39.3 30.5 -8.8
2018-2023 41.3 41.4 +0.1
2007-2011 20.9 29.5 +8.6
2011-2015 19.9 23.4 +3.5
Croatia 2015-2016 15.2 16.7 +1.5
2016-2020 12.6 20.4 +7.8
2020-2024 23.2 30.4 +7.2
2005-2010 19.8 18.1 -1.7
2010-2015 22.0 23.3 +1.3
UK 2015-2017 29.4 28.9 -0.5
2017-2019 32.0 34.8 +2.8
2019-2024 33.8 28.5 -5.3

* Based on: The Belgian Institute for the Equality of Women and Men - IGVM, 2022 for Belgium (Chamber of Representatives);
Sinko, 2016 for Croatia; Allen, 2020 for the UK (House of Commons). ** Indicates average share of females that participate per
QT in the sampled period (N= 261). More detailed descriptive results are available in Appendix F.

Speech data during QTSs

To explore attack behaviour and incivility usage longitudinally during QTSs in all three countries, |
randomly sampled one QTS per month from January 2010 to December 2020 (2021 for Croatia). This
resulted in a total of 261 QTSs in my sample, which covered all quarterly QTSs in Croatia (N = 43; 100%)
and 1/3 of all weekly QTSs in Belgium (N = 103; 30.4% out of all QTSs) and the UK (N = 115; 32.7%). To
generate raw data on individual politicians who attacked and were targeted within these QTSs (and
whether incivility was involved), | scraped transcripts of sampled QTSs from official parliamentary
websites where units of observation constitute every speech contribution during the sessions. Protocol
speeches such as speakers moderating the debate (only in Croatia) or the UK’s PMs listing their
engagements at the start of every PMQ were not included in this data (Belgium N = 6,634; Croatia N =
5,679; UK N =7,731).

Four coders, together with the author, performed a quantitative content analysis on these speech
contributions in which the main goal was to collect information on attacks (a six-week training process
with reliability scores is presented in Appendix — Coder training). Coders had to carefully read each speech

contribution during QTSs and identify (a) if an attack was present or absent. The codebook defines attacks
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following Geer (2006) as all criticism directed toward political competitors but also extends this to internal
attacks as parties are prone to intra-party dissent in parliaments (Kam, 2009), and coalition partners may
hold each-other accountable (Martin & Whitaker, 2019). Therefore, attacks can only be directed towards
formal political actors seen as individuals (e.g., PM, Ministers), parties (e.g., Conservatives, Labour), or
groups of parties (e.g., opposition, coalition, government). Attacks directed towards informal actors (e.g.,

the army, NGOs, foreign actors) are not coded.

If a speech unit was coded as containing an attack, coders proceeded to code (b) if there was a
presence of incivility. As stated in the theory, incivility is operationalised as a communicative interaction
between political actors that violates social norms (Walter, 2021) and is therefore nested in attacks (i.e.,
attacks can either have incivility present or absent). As such, any form of name-calling, mocking, or
insulting language used in attacks on politicians and their policies was coded as incivility. Lastly, coders
also had to indicate who was on the receiving end of the attack, and in the case of multiple attacks, coders
coded each attack separately. As such, in one speech unit, one actor may have attacked both Minister A
and B, so coders had to indicate for both targets separately whether they were attacked with incivility or
not. In total, 6,643 speeches or 33.2% had at least one attack present (Belgium 32.7%; Croatia 36.8; UK
30.9%) and the overall number of attacks was 9,485 (Belgium N = 3,117; Croatia N = 3,339; UK N = 3,029).
1,735 or 18.3% of all attacks made were employed using incivility (Belgium 23.5%; Croatia 15.4%; UK

16.1%). Examples of civil, uncivil, and non-attacks per country are available in Appendix E.

Final Data

Based on coded speeches, | was able to generate new data to test hypotheses. This data includes all
individual politicians that participated during QTSs (Belgium N = 369; Croatia N = 468; UK N = 833) which
are observed per each QTS in which they made at least one speech contribution (Belgium N = 2,898;
Croatia N = 2,354; UK N = 2,930). As such, on a QTS where 40 politicians spoke (e.g., by asking questions,
giving answers, raising points of order), each of these 40 was treated as a unique observation for that
particular QTS (see Table 2). This allows me to explore whether these politicians decided to employ an
attack (dependent variable 1) and/or were targeted (dependent variable 2) during that particular QTS. In
turn, when values in these two variables are 1, it indicates that an actor employed an attack and/or was
targeted; data also indicates if incivility was present in any attacks that were employed (dependent
variable 3) or received (dependent variable 4). These four constitute binary dependent variables of my
study, each of which corresponds to the four hypotheses, while gender (male vs. female) and proximity
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to elections (i.e., how many months have passed since the last parliamentary election) present the main
independent variables. Speakers that moderate QTSs are omitted because they are bound to attack

regularly on QTSs when rules of procedures are not followed.

Four control variables are included in the data: the politician’s position (opposition, majority, or
cabinet), country, ideology, and inter-annual (yearly) dummies. Ideology is generated using Chapel Hill
Expert Survey (CHES) data (Jolly et al., 2022), where the average ideological scores of each party in the
studied period are attributed to their respective members. These scores are then calculated for
divergence from the political centre, with 0 indicating the political centre. As such, the bigger the score,
the more ideologically extreme politicians are. Descriptive statistics for variables are available in Appendix

F.

Table 2. Example of the final dataset

N Date Prox. Politician Party Gender Employing Getting Attacking with Getting targeted
Elect. attack targeted incivility with incivility

7,954 Theresa May Con 1 1 1 1 1
7,955 Helen Whately Con 1 0 0 -

7,956 Craig Mackinlay Con 0 1 0 0 -
7,957 Jeremy Corbyn Lab 0 1 1 1 0
7,958 Vicky Foxcroft Lab 1 0 0 -

7,959 13.2.2018 20 Luke Pollard Lab 0 1 0 0 -
7,960 Liz Saville Roberts PC 1 0 1 0
7,961 lan Blackford SNP 0 1 1 1 0
7,962 Mbhairi Black SNP 1 0 0 -

() (.. (.. (..) () () () (..)
Note: Only a fraction of data is shown for one QT in the UK

Method

| employ logistic regressions due to the binary nature of my DVs. These regressions are run through multi-
level models because data is hieratical, with politicians being observed on two levels: parties (N = 39) and
QTSs (N = 261). Both levels are entered as random intercepts in the model in which the level of parties is
crossed in the level of QTSs in which they appear (Figure 1). This (multiple-membership) multi-level
modelling strategy is important because it accounts for the fact that politicians of each party re-appear as
observations throughout my data. As such, this modelling strategy prevents biases where politicians from
a certain party may skew the results of the model, while in reality, they all belong to one party that re-
appears across the dataset (see Chung & Beretvas, 2012). When running these models, | drop all politicians

who are independent or whose parties are not featured in the CHES dataset.
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Figure 1. Multi-level model observing politicians per each party crossed in QTSs.

Results

| will first test my five main hypotheses (H1a-5a), after which | will explore trends as the proximity to
parliamentary elections increases (H1b—4b). The results from my main models are reported in Table 1 and
Figure 2. As can be seen, the results show support for Hla, H2a, H3a, and H4a (for descriptive analyses,
see Appendix G). Odds that female politicians will attack (H1a), be targeted (H2a), use incivility when they
attack (H3a), and be targeted with incivility (H4a) during QTSs significantly decrease when compared to
their male colleagues. Overall, these multivariate analyses show strong support for the main theory of this
article on how women and men behave according to their stereotypical gender roles in parliamentary
attacks. Furthermore, when women need to attack, such as when they are in the opposition, we can

expect them to be less likely to employ incivility. Lastly, when women are at the receiving end of attacks,
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there is a greater chance that these attacks will be civil, unlike those that target men.

58



Table 3. Multi-level regressions testing probabilities of engaging in attacks during QTs

Model 1

Model 2

Model 3

Model 4

DV1: Employing attack

DV2: Getting targeted

DV3: Attacking with

DV4: Getting targeted

(1=Yes) (1=Yes) incivility (1=Yes) with incivility (1=Yes)

Coef. (S.E.) Coef. (S.E.) Coef. (S.E.) Coef. (S.E.)
Male politicians (ref.)
Female politicians -.210(.062) ** -.405 (.079) *** -.473 (.101) *** -.312(.144) *
Proximity to Elections .013 (.002) *** .007 (.002) ** .008 (.003) ** .008 (.005) *
Ideology 1.493 (.855) t .358 (1.072) 3.072 (.887) ** .056 (1.072)
Opposition MPs (ref.)
Majority MPs -2.869 (.102) *** -3.082 (.158) *** -1.129 (.157) *** -.418 (.326)

Cabinet politicians

-2.497 (.107) ***

1.112 (.103) ***

.140 (.148)

1914 (.155) ***

Belgium (ref.)

Croatia .382(.221) t .568 (.279) * -.737 (.259) ** -.331(.247)
UK -1.028 (.253) *¥** .203 (.338) 1126 (.277) .365 (.279)
Constant .908 (.291) ** -1.532 (.345) *** -1.390 (.327) *** -1.495 (.401) ***
Variance (QTs) .364 (.041) .083 (.146) .222 (.093) .260 (.136)
Variance (Parties) .429 (.096) .617 (.106) .430 (.097) .307 (.129)

N (total) 7,724 7,724 3.140 1.595

N (QTs) 261 261 261 261

N (min. politicians per QT) 13 13 3 1

N (max. politicians per QT) 56 56 37 23

AIC (empty model)

8.140 (9.509)

5.785 (7.707)

3.584 (3.810)

1.938 (1.984)

Note: Tp<0.1;*p<0.05;**p<0.01;***p<0.001 / Control for yearly differences included

Figure 2. The odds ratio of the gender variable calculated from the models in Table 3. Notes: Ratios < 1 indicate
lower odds of women appearing in an attack compared to men; Horizontal lines indicate confidence intervals (95%);
Odds ratio for all variables available in Appendix H.

Model 1 - Female (ref. Male)

Model 2 - Female (ref. Male)

Model 3 - Female (ref. Male)

Model 4 - Female (ref. Male)
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To test H5a, that there are also differences among countries, | run models that interact variables

on gender and country. For Hla, H2a and H3a, there is a significant difference across countries, with

women conforming to gender expectations more in the UK when compared to Belgium and Croatia (see

regressions’ output in Appendix 1). In addition to that, running models separately in each country further
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confirms this. While coefficients in almost every model go in a negative direction (with lower odds of
women engaging in attacks and incivility than men), these are significant in the UK but less so in Belgium
and Croatia. Specifically, in Belgium, | can reject all hypotheses. In Croatia, | find support for H2a while
H3a is relatively close to being significant (p = 0.071). In contrast to these two countries, Hla, H2a, H33a,
and H4a have support in the UK. As such, there is a strong indication that H5a holds and that gender-

conforming behaviour is more visible in the candidate-driven compared to the party-driven parliaments.

Finally, | test H1b-H4b, which argued that women’s adherence to gender stereotypes decreases
as proximity to the upcoming election increases while the protection mechanism of not using incivility
increases. Given the null findings of gender-conforming attack behaviour in Belgium and Croatia, |
specifically focus on the case of the UK to test these expectations. Namely, | run models that interact
variables on gender and proximity to elections, after which | plot predicted probabilities of these
interactions to inspect patterns of attack behaviour throughout the electoral cycle (regressions’ output

and tests for Belgium and Croatia are available in Appendix J).

As is demonstrated in Figure 3, there is mixed support for Hlb and H2b. Namely, gender-
conforming behaviour expected from Hla and H2a exists regardless of elections, with women attacking
and being targeted significantly less than men throughout the UK electoral cycle. Still, comparing increases
in average probabilities throughout the electoral cycle for men and women separately, we can
descriptively confirm certain differences. For example, when comparing the first month after an election
to the final month before an election, the average probability of an attack being employed increases by
33% for women (from 0.2 to 0.27) and 15.3% for men (from 0.3 to 0.34). As such, on a descriptive level,
women do increase their attack behaviour closer to elections more strongly when compared to men. This
is likely a result of the double-bind argument in which women have to balance both communal and agentic
norms through time. This is unlike men who can opt for agentic behaviour regardless of elections, making

their increase in attack behaviour less profound.
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Figure 3. Predicted probabilities for employing attack (left) and being targeted (right) during QTSs in the UK.
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Note: Vertical lines indicate confidence intervals (90%).

Moving to incivility usage in attacks, we see that women use incivility less often than men,
regardless of the electoral cycle in the UK. However, as is visible in Figure 4, there is merit to H3b.
Specifically, closer to elections, as women diverge from gender stereotypical roles by increasing attack
behaviour (Figure 3), they also try to increase the protection of such divergence by lowering their usage
of incivility. This is unlike men whose incivility increases closer to elections. For example, when the first
month after an election is compared to the final month before an election, the average probability of
incivility being used in an attack decreases by 57.1% for women (from 0.14 to 0.06) while it increases by
51.9% for men (from 0.27 to 0.41). In turn, regarding H4b, results show how women can be targeted with
incivility equally to men, but the increase in receiving uncivil attacks closer to elections is more profound
for men, which is in line with H4b. Overall, while expectations regarding H1b—H4b are not confirmed on a
level of statistical significance (Appendix J), the evolution of attack behaviour throughout the electoral
cycle demonstrated in Figures 3 and 4 shows that there is some ground for the hypothesised outcomes in
the UK. This is especially true regarding H3b, with women decreasing and men increasing incivility as the

overall attack behaviour increases closer to elections.
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Figure 4. Predicted probabilities for employing attack with incivility (left) and being targeted with incivility (right)
during QTSs in the UK. Note: Vertical lines indicate confidence intervals (90%).
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Robustness checks

To ensure the validity of the results, all binary DVs have been transformed to count DVs that indicate the
total number of attacks. Negative binomial regressions are run, and the results corroborate findings from
the multi-level logistic regressions (Appendix K.1). In the UK, the theory shows strong support for men
employing more and receiving more attacks than women. In Belgium, Hla is close to statistical significance
(p = 0.053), revealing that male politicians in Belgium likely employ more attacks than women. However,
for other hypotheses, no support exists, and the same applies to Croatia, where all hypotheses can be

rejected using count DVs.

However, to further strengthen the findings that gender differences drive the attack behaviour of
politicians in the UK parliament, | run further tests (Appendix K.2). Namely, | explore the seniority of MPs
(i.e., years since the first entry to the parliament) and also their position in the parliament (frontbenchers
such as PMs, Cabinet Members, Opposition Leaders, Shadow Ministers, Party Leaders, and Parliamentary
Group Leaders, vs. backbenchers who do not hold any official role in a party or the parliament). Adding
these controls to the main models further confirms that it is indeed female politicians who are significantly
less likely to attack (H1a), and that when they do, they will be significantly less likely to use incivility (H3a).
However, adding control for the position (frontbench vs. backbench) does diminish findings regarding
targets (H2a/H4a); compared to backbenchers, frontbenchers receive more attacks, which are more likely

to be uncivil in nature.
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Conclusions

This study contributes to the current negativity literature by providing an overarching theoretical
framework that provides us with an understanding of parliamentary attacks from a gender perspective.
Namely, in candidate-driven parliaments such as the one in the UK, we can expect attacks to be
conditioned on gender, with female politicians attacking less frequently. However, given that female
politicians are caught in a double bind by trying to appease expectations of being a woman and a politician,
their behaviour during the term is likely to change. As the time during the cycle elapses, women increase
agentic behaviour by employing more attacks which may grant them re-election. In turn, while employing
more attacks, women lower their usage of incivility as they are likely trying to mitigate possible costs for
their divergence from stereotypical gender expectations. This behaviour is distinct from male politicians,
who also increase attacks during the term, but their incivility usage increases closer to elections as they
face less cost for displaying agentic behaviour. On the other hand, in party-driven parliaments such as
those in Belgium and Croatia, we can expect politicians not to conform to stereotypical gender behaviour.
Safe in the knowledge that they can rely on their parties to feature issues high on the agenda or acquire
ownership of certain issues (which in the long run provides more possibility for re-election through
parties), female parliamentarians have greater freedom to not adhere to gender stereotypes regarding

attacks and the use of incivility.

Besides contributing to the negativity literature, this study also contributes to the gender
literature on female representation. Despite differences in female (descriptive) representation in the
parliaments of Belgium and Croatia, in both cases, female representatives behave similarly by not
conforming to gender expectations regarding attacks. In contrast, gender-conforming attack behaviour is
present in the UK. As such, we can align with the scholarly work that has also found limited support for
different patterns of female parliamentary behaviour if the proportion of women in parliaments changes
(Childs & Krook, 2008, p. 733). This study highlights the importance of the broader institutional setting
(see Lovenduski, 2019) when it comes to studying the political behaviour of politicians based on gender.
Therefore, different attack behaviour between men and women across the countries may be rooted in
the electoral systems and the different possibilities of securing policy goals and re-election; in Belgium
and Croatia, politicians act within and in the interest of their parties supported by gender quotas, whereas
in the UK politicians act individually and in the interest of their constituencies, without the security

provided by gender quotas.
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However, while it is likely that the peculiar exception of the UK is an outcome of its candidate-
driven parliamentary system, whereby individuals are more prominent in issue and party competition, it
is important to reflect on the limitation that this finding comes from one particular case. In other words,
it may be that these peculiar findings of gender-conforming attack behaviour are more likely in the context
of UK politics and not necessarily in systems where individuals also seek re-election in single-member
districts. As such, given this study’s limitations, it is important to investigate whether the findings from
the UK apply to other parliamentary systems that are candidate-oriented to ensure the generalisability of
the theory. Yet, given the similarities regarding the treatment of female politicians across Westminster-
style parliaments (e.g., Collier & Raney, 2018), there are reasons to suspect that findings may be applicable
beyond the UK case. Furthermore, this study only focused on a specific format of parliamentary politics
(QTSs), neglecting all other forms of debates such as committee sittings. Therefore, future studies should
dive deeper into the mechanisms that possibly shape attack behaviour in other parliamentary debates.
Lastly, future studies should also explore the content of attacks, which may uncover currently neglected
patterns of attack. It may be, for example, that women attack equally to men in Croatia and Belgium, but

the content of their criticism might differ vastly.
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CHAPTER 3

Attacks and issue competition: Do parties attack based on issue
salience or issue ownership?

Abstract

Various studies have been devoted to explaining the conditions under which parties engage in attack
behaviour. However, the existing literature has overlooked the issues on which parties attack. This study
addresses this gap by arguing that the issues on which parties attack others are conditioned on their
salience and the parties’ ownership. We argue that parties decide to increase attacks on issues that
receive high levels of scrutiny in society and in the media (salience hypothesis). At the same time, the
attention devoted to attacks is also expected to be higher on issues that parties own (issue ownership
hypothesis). Therefore, attention to attacking others on a salient issue is expected to be the highest for
parties that own a salient issue (congruence hypothesis). Using data on parties’ attacks during question
time sessions from Belgium and the United Kingdom, together with a diverse set of measures on salience
and ownership, we confirm our expectations in both cases. Parties attack others on salient issues and on
issues that they own, and when a party has ownership over a salient issue, it will devote the greatest
attention to attacking on that issue. These results provide an understanding of parties’ attack behaviour

and contribute to the broader issue competition literature.

Reference:

Poljak, Z. & Seeberg, H. B. (2023). Attacks and issue competition: Do parties attack based on issue salience

or issue ownership. Conditional Acceptance in Political Communication.
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Introduction

Political parties routinely attack their rivals. This affects voters’ cynicism (Van't Riet and Van Stekelenburg,
2022), electoral participation (Nai, 2013), and evaluations of parties (Lefevere et al., 2020). Thus, parties’
attacks have motivated a classic (Fridkin and Kenney, 2011; Lau et al., 2007; Lau and Pomper, 2002; Roese
and Sande, 1993) and rapidly growing research agenda (Somer-Topcu and Weitzel, 2022; Bjarnge et al.,
2023). This research provides intriguing evidence on the conditions that lead parties to engage in attack
behaviour, also referred to as negative campaigning (Nai and Walter, 2015; Maier and Nai, 2021).
However, despite this progression, the literature is virtually silent on the issues upon which attacks take
place. Scholars of negative campaigning usually tend to aggregate attacks when it comes to issues, coding
attacks on policy or issue with no information on what this policy or issue might be (e.g., Dolezal et al.,
2017; Hansen and Pedersen, 2008; Nai et al., 2022; Somer-Topcu and Weitzel, 2021; Walter and
Vliegenthart, 2010). This blind eye to issues is unfortunate because issues differ substantively in many
regards, including salience, media coverage, and public perceptions of relevance (Grossmann, 2013;
Soroka, 2002; Jones and Baumgartner, 2005). For instance, crime or migration are issues that are often
(though not always) more salient than issues of transportation or defence. We may arrive at radically

different conclusions depending on the issue that we study and the time at which we study it.

We know that ‘issues matter’ from the issue competition literature. Scholars in this area of
research have established that parties, driven by their re-election aspirations, try to address issues that
are salient and high on the public agenda (Ansolabehere and lyengar, 1994; Jennings and John, 2009).
Furthermore, parties also try to acquire and maintain ownership over issues that the public associates
with them (Budge and Farlie, 1983; Petrocik, 1996; Walgrave et al., 2015). Thus, a main takeaway from
this literature is that party behaviour differs across issues (e.g., Abou-Chadi et al., 2020; Green and Hobolt,

2008; Dolezal et al., 2013). However, scholars have yet to apply these findings to attack politics.

From the extensive findings in the literature on parties’ issue competition, we know that issue
salience and issue ownership are the two most central issue attributes that can help to explain party
behaviour, and therefore are the natural starting points from which to study attack politics across issues.
Yet, to get there, we need to unpack the exact relationship between salience and ownership when it
comes to attack politics, and what parties do when salience and ownership are not congruent. For
example, left-wing parties may want to attack rivals on social welfare due to their ownership of this issue.
However, it may be that citizens and the media have their focus on migration or taxation, which are issues

that right-wing parties predominantly own. As such, the high salience of these issues limits the possibilities
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for left-wing parties to talk about issues they own. Furthermore, we also do not know whether parties

employ similar attack strategies outside of campaigns; that is, on a longitudinal and day-to-day basis.

This study provides (i) a theoretical framework combining political parties’ salience (ride-the-
wave; agenda-setting) and issue ownership (selective emphasis) strategies to explain the issues on which
parties engage in attack behaviour, and (ii) a research design that tests this framework longitudinally and
outside campaigns. This paper argues that parties attack on issues that are salient in society and the
media, but also on issues that they own. In terms of salience, parties need to be responsive to issues that
the public deems important because the cost of ignoring such issues is too high (Kliver and Sagarzazu,
2016). At the same time, when it comes to ownership, parties also need to tackle issues they care about
and on which they were elected in the first place (see Borghetto and Russo, 2018). As such, if a party
enjoys issue ownership of a salient issue, attacks on this issue are even more likely, due to the congruence
of salience and ownership. Thus, we adopt a dynamic approach to the ‘issues matter’ argument: issue
salience and issue ownership can help to explain the degree of parties’ attack behaviour across issues and

over time on each issue.

To test these hypotheses, we apply a new and extensive data source. We have collected and issue-
classified more than 160 hours of debates during parliamentary question time sessions in two diverse
western European parliaments, Belgium and the United Kingdom, across more than a decade. In total, we
analysed 14,364 speeches and identified 5,769 attacks across multiple issues such as the economy, the
environment, migration, social welfare, and housing. This rich data source presents an unparalleled
opportunity to investigate the issue-based attack behaviour of political parties with regard to media
salience and associative ownership in the case of Belgium, and citizen salience and competence ownership
in the case of the United Kingdom. The results from both countries support the paper’s overarching
argument. Across different types of data, salience predicts attack behaviour across issues, and parties
attack more on issues that have high salience in the public and the media ahead of question time sessions.
Parties’ level of ownership also predicts attacks, as parties attack others more on issues that they
themselves own. Lastly, if an issue that is owned by a party is also salient, the party will devote the most
attention to attacking on this issue. These findings have important implications for our understanding of
parties’ attack behaviour across issues, while also contributing to the issue competition literature by

showcasing exactly how parties raise issues on the political agenda and maintain their ownership.
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What we know — and need to know — about attack politics

Attack behaviour can manifest in various forms (Nai and Walter, 2015), ranging from explicitly and directly
calling out rivals and criticizing their poor character or policy competence to more indirect approaches
that address societal problems for which the rival is responsible. In this discussion, we primarily focus on
the former type, and acknowledge that the latter type involves a larger grey area in terms of attack politics

versus mere discussion of an issue.

When launching a direct attack, the choice of issue is often, though not always, the central and
primary one. For example, it is challenging to imagine that a liberal party which seeks to reform taxation
policy (an issue they typically own) would neglect to attack their rivals on this particular matter. Similarly,
parties may initially choose to target their rivals, carefully considering the issues on which they should
strike. For instance, a social democratic party aiming to undermine its rivals would strategically determine
the issues on which it should launch its attacks. This may involve attacking opponents on salient issues
that hold significance for voters (Seeberg, 2020b), such as defence or migration, even if these issues are

not traditionally associated with social democrats.

The choice of issue is important regardless of the party’s motivation to attack (Strom 1990).
Previous research shows that attacking a rival is an effective way to attract voters, both by exposing the
shortcomings of the rival (Nai and Seeberg, 2018) and attracting media attention to the issue and
increasing its public salience (Haselmayer et al., 2019). Thus, the attacking party carefully selects the issue
on which it wants more media attention or salience in order to influence the next election. Furthermore,
attacks can trigger policy reform (Seeberg, 2023), and parties’ unequal policy motivation across issues will
determine the issues on which they choose to attack (for a parallel perspective on party members’ diverse

motivations to attack, see also Sevenans et al., 2015).

Scholars have only recently begun to explore the relationship between parties' attack behaviour
and the specific issues they target (Lefevere et al., 2022). These studies primarily investigate whether
parties can influence issue ownership through their attacks (Seeberg, 2020a; Seeberg and Nai, 2021).
However, there are two negative campaigning studies that have examined the issues on which politicians
launch attacks in the United States and Denmark, revealing that they tend to focus on salient issues
important to voters (Damore, 2002; ElImelund-Praestekaer, 2011). While this is a fundamental starting
point, we need a more comprehensive theoretical framework that goes beyond the campaign context,

placing less emphasis on parties' vote-seeking ambitions and more on their policy aspirations.
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Furthermore, it remains unclear how issue salience and ownership interact when it comes to
attacks. For example, Damore (2002) argued that both elements have an impact on the choice of issues
for attacks, but if salience and ownership are not congruent, it remains unclear whether parties attack
each other on salient or on owned issues. In addition, ElImelund-Praestekaer’s (2011) study implied that
salience first needs to be present, after which parties decide whether to positively acclaim themselves (if
they own the issue) or negatively attack rivals (if they do not own it). However, the main hypotheses and
empirical analysis of the study only observed issue ownership and concluded that stronger ownership

spurs more positive campaigns on an issue.

Hypotheses

To gain deeper insights into parties’ day-to-day issue-based attack behaviour, the following sections
present two hypotheses on salience and ownership (H1 and H2), along with an interaction hypothesis
(H3). Specifically, we propose that low salience and weak ownership of an issue render it unappealing for
attacking others. However, an increase in issue salience, even with weak ownership, enhances its
attractiveness for attack usage (H1). The same principle applies to ownership: as parties’ ownership of an
issue improves, the likelihood of attacking others on this issue also increases, even if its salience is low
(H2). Ultimately, when an issue exhibits both high salience and a party has strong ownership of it, the
propensity to launch attacks becomes strongest, leading parties to specifically target rivals on that issue.
The causal mechanisms underlying these hypotheses, driven by policy- and vote-seeking goals, will be

elucidated further below, and our framework is presented in Table 1.

Table 1. The propensity to attack on an issue

Issue salience

High Low
2
Issue Strong  Strong (H3) Moderate (H2)
ownership Weak Moderate (H1) Weak (H3)
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Our first proposition is that issue salience increases parties' propensity to attack their rivals on
that issue (H1), even when their ownership of the issue is weak. By targeting other parties on salient
issues, parties can make a stronger push to place such issues on the party system agenda (Green-Pedersen
and Mortensen, 2010). Such a push by a party acting as an agenda-setter can subsequently lead to tangible
policy changes (Seeberg, 2023). Moreover, attacking rivals on issues that resonate strongly with a
significant portion of the public can result in heightened media interest and issue coverage (Meyer et al.,
2020), thereby expanding a party’s engagement with new voters. Recent studies have demonstrated that
the salience of issues among voters influences parties' shifts in issue attention (Spoon and Kliiver, 2014)

and positions (Abou-Chadi et al., 2020). This generates our first hypothesis:

Salience hypothesis (H1): Parties attack more on salient issues.

Our second argument asserts that parties strategically attack their rivals on issues on which they
enjoy ownership (H2), irrespective of the salience of those issues. This approach is motivated by parties'
desire to trigger policy changes on issues they genuinely want to address and reform (Egan, 2013; Seeberg
2023; Strom 1990). Such issues may be neglected or given less priority by rival parties within the political
system (Seeberg, 2022; Sulkin, 2005). Through their attacks, parties can create a sense of urgency to
address their preferred issue (Kliver and Sagarzazu, 2016). Moreover, by attacking other parties on issues
they own, parties reaffirm their credentials on the issue among voters (Borghetto and Russo, 2018), which
is crucial as issue ownership can be undermined or co-opted by competitors (Arndt, 2014; Davidsson and
Marx, 2013; Petrocik 1996). Attacking on their own turf enhances voters’ perceptions of the party’s
reliability on the issue and allows a party to reinforce its link to an issue with which voters associate the
party. Thus, attacks on issues the party owns can therefore also be vote-motivated (Strom 1990). This

generates our second hypothesis:

Ownership hypothesis (H2): Parties attack more on issues on which they have ownership.

Finally, salience and ownership are most likely connected. Namely, we expect that salience (H1)

impacts the influence of issue ownership (H2) on parties' propensity to attack (H3). Thus, if a party owns
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a particular issue that is currently salient, we anticipate an escalation in their attack activity on that issue.
Specifically, while many parties may increase their attacks on a currently salient issue (e.g., everyone
attacks on the issue of the environment due to its salience), certain parties are expected to exhibit a higher
level of attack attention compared to others (e.g., green parties intensifying their attacks on the
environment even more when it is salient, as they claim ownership of it). In essence, we contend that the
congruence of salience and ownership presents parties with a unique strategic window of opportunity
(Kingdon, 1995) that can be leveraged to attack on such issues, driven by both their policy-seeking and

vote-seeking objectives (Strom 1990).

Regarding policy, although attacks on salient issues may contribute to policy changes, the
significance lies in achieving such goals on an issue that a party owns and genuinely cares about (Egan
2013). Regarding vote, parties may engage in attacks on salient issues to pursue their vote-seeking
aspirations, but it becomes even more crucial for parties that own those issues to attain such objectives.
The risk lies in the possibility that when an issue gains salience, the general public may shift their support
toward parties that do not own the issue. This is especially true if these parties present more compelling
policy proposals or portray themselves as more competent in addressing the issue (Arndt 2014; Davidsson
and Marx 2013). This places pressure on parties that have ownership over the issue to demonstrate and
reinforce their dominance, and they can use attacks to this end. This leads to our third and final

hypothesis:

Congruence hypothesis (H3): The effect of salience is stronger if parties have higher ownership of a salient

issue.

The applicability of these general expectations may of course vary across parties. Studies on
negative campaigning have established that opposition parties, lacking the advantages enjoyed by the
incumbent, tend to attack more (Nai and Walter, 2015). While the government can rely on its actual policy
changes to bolster its record, opposition parties can only attack this record (or the lack thereof) to make
their case. Conversely, opposition parties also then have more flexibility in choosing which issues to attack
(Bevan et al., 2023). Furthermore, it is reasonable to expect that niche parties, with their narrower issue
profiles, would be more inclined to attack rivals on issues they own (Wagner and Meyer, 2014), unlike

mainstream parties that handle more diverse issue portfolios.
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Furthermore, while attacks primarily occur between opposition and government parties, it is also
possible that coalition parties or parties in the opposition will attack each other. Such cases of internal
attacks are also likely to be centred on salient and owned issues for the purpose of helping the attacking
party stand out in the crowd (Sagarzazu and Kliiver 2016). Whether the goal is to secure objectives within
a party or a cabinet, or based on policy-seeking (Martin and Whitaker, 2019) or vote-seeking aspirations
(Kam, 2009), the underlying logic remains the same — maximising the likelihood of achieving these

objectives by attacking others on appealing issues.

Methodology

Cases

We test our hypotheses in Belgium and the United Kingdom. The main reason for selecting these two
countries is their very different party systems. Belgium has a fragmented multi-party system where
various parties engage in conflict with each other. In contrast, the United Kingdom has a party system
where the majority of party competition takes place between the two main parties (e.g., Prosser, 2018),
which has also been the focus in a number of previous studies (e.g., Bevan et al. 2023; Seeberg 2020b,
2023). These differences likely have implications for attack behaviour as a means for achieving parties’

goals, as outlined in the theory section above (see also Nai and Maier, 2022; Walter, 2014a).

Parties in Belgium may devote attention to a few particular issues in their party communications
(see e.g. Walgrave and De Swert, 2007) due to the fragmented nature of the party system, where the
parties tend to seek out their own space on the political spectrum. Furthermore, due to coalition politics,
Belgian parties do not address every possible issue in order to avoid challenging a coalition partner. In the
United Kingdom, on the other hand, the two main parties, unrestrained by coalition politics, need to
devote their attention to a wide selection of issues while simultaneously trying to preserve or claim
ownership over these issues. For example, by neglecting a specific issue, a party in the United Kingdom
may face important vote losses among those voters who are concerned about the issue. These significant
differences in party competition provide a robust setting within which to test our hypotheses, as any

similar patterns found across the two cases would indicate a more general trend.

We test our hypotheses during question time (QT) sessions in the (federal) parliaments of Belgium
(Vragenuur) and the United Kingdom (Prime Minister’s Questions, or PMQs). There are several reasons for

working with QT. QT takes place regularly as part of day-to-day politics, allowing us to study attack
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behaviour longitudinally in between campaigns. Moreover, QT is the most watched parliamentary debate
and receives considerable media coverage and voter attention (Salmond, 2014), making QT a better
ground for testing our hypotheses compared to other parliamentary activities. Furthermore, politicians
themselves deem QT relevant and are prone to promote their QT activities on social media (Soontjens,
2021). This highlights the relevance of studying attack behaviour on issues during QT, as such behaviour
is likely to extend to other political venues, including the news and social media (Peeters et al., 2021;
Bjarnge et al. 2023). Therefore, it comes as no surprise that QT has been heavily explored in the issue
competition literature as a venue in which parties address issues that are currently salient (Vliegenthart
et al., 2016) to maintain issue ownership (Otjes and Louwerse, 2018; see also Bevan et al. 2023, Bevan

and John 2016; Borghetto and Russo 2018; Seeberg 2020b, 2023).

However, the structure of QT in both countries is different, further amplifying the strength of the
most-different-design logic. In Belgium, QT takes place weekly, and both majority and minority parties ask
guestions in groups based on topics. For example, if several parties put forth questions regarding the
economy, these questions are grouped into one slot in which the parties ask questions, designated
ministers provide answers to all questions at once, and every MP who asked a question can rebut these
answers. In turn, if only one party puts forth a health question, there is an additional slot with only one
guestion, answer, and rebuttal. Parties are granted an equal share of questions, usually around two to
three, regardless of their seat share in parliament, leading to strong party control during QT in Belgium

(De Vet and Devroe, 2023).

The structure of QT in the United Kingdom, specifically PMQs, is significantly different. Every
week, majority and minority MPs can question the PM on issues that the PM is responsible for; however,
topics can vary and may go beyond the PM’s portfolio (Serban, 2022). The selection of MPs who are
allowed to ask questions (usually fifteen) is determined by a random shuffle. This procedure ensures that
the two main parties in the UK dominate during these debates. The PM is required to answer each
guestion, after which MPs are not allowed a rebuttal. However, opposition leaders in the UK have secure
slots to ask several questions (usually six), allowing them to provide rebuttals to the PM’s answers.
Therefore, attack behaviour in PMQs can take place along party competition lines between the
government and opposition (see more in Bevan and John, 2016). Even in cases of intra-party dissent, such
attacks are typically approved by the party leadership to preserve the integrity of a party (Proksch and
Slapin, 2012).
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Raw Data

We study attacks employed during QT by sampling one QT per month during the eleven years starting
with January 2010 and ending in December 2020. We need a prolonged period to ensure variation in issue
salience (issue ownership is more stable; see below) and to cover multiple election periods. We capture

different moments in time during four electoral cycles in Belgium and five in the United Kingdom.

In total, our sample consists of 103 QT sessions from Belgium (each containing multiple questions)
and 115 PMQ sessions from the United Kingdom, representing almost one-third of all QT sessions in the
studied period (30.4% in Belgium and 32.7% in the UK). We use raw QuestionTimeSpeech data (Poljak and
Mertens, 2022), which has all speech contributions that were made during the sampled QTs. These include
both formal (questions, answers, points of order, etc.) as well as informal (interruptions, speakers’
interventions, etc.) speech contributions. Therefore, unlike the majority of studies on QTs, which tend to
work with questions as the units of observation (see Borghetto and Chaqués-Bonafont, 2019), we work
with a diverse set of features in QTs, including answers'! to questions, points of order, and interruptions,
in which attacks can take place. At the start of each UK PMQ, the PM is asked to list their engagements;
these are protocol speeches and cannot have attacks, and were therefore dropped from the data. In total,
our sample of speeches consisted of 6,634 speeches across the 103 QTs in Belgium (average N of words
in a speech: 228.7 for the government and 217.2 for the opposition), and 7,731 speeches across the 115
PMQ sessions in the United Kingdom (average N of words in a speech: 91.9 for the government and 82.8

for the opposition).

Coding process

Once all speeches were collected, we proceeded with manual content coding. As preparation, we did a
six-week training with our team of four coders, reaching satisfactory Krippendorff's alpha scores in the

final two weeks for all our variables of interest, such as attacks and issues (see Appendix — Coder training).

The main goal of the content analysis was to code each speech based on whether or not a speaker

engaged in attack behaviour. In our codebook, we defined attacks as all criticism directed toward formal

11 Examining attack behaviour in answers to questions is important, as recent studies conducted in both Belgium and
the United Kingdom reveal that parties frequently deviate from the specific issues they are being questioned on
(Poljak, 2023). This highlights the significance of analysing attack behaviour originating from the cabinet in answers
to questions, as it often involves a different set of issues.
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political actors, on their traits as well as on their policies and how they handle them (see Geer, 2006).
These attacks can be directed towards a variety of actors, including individuals (e.g. the Prime Minister),
groups of individuals (e.g. frontbenchers), parties (e.g. Conservatives), or a group of parties (e.g. the
coalition government). As such, each coder was required to carefully read each speech contribution,
looking at whether there was (i) a criticism (ii) that was explicitly connected to a political actor. Attacks on
non-formal political actors such as foreign politicians, non-governmental organisations, etc. were not

coded, nor did we code criticisms that were not explicitly attributed to political actors.

While keeping this focus on direct attacks with an explicit target, we acknowledge that attacks
may also be indirect, e.g., by referring to a societal problem such as crime or unemployment that needs a
solution without mentioning a target. Such indirect attacks are prevalent but less potent in terms of the
attacking party hurting the target party, and also trickier to code because at some point such statements
become a discussion of an issue more than an attack. Thus, including indirect attacks might lead us to
overreport attacks in our analysis. We prefer to adhere to a narrower definition of attacks that provides
a more conservative test of our hypotheses. In Appendix L.1, we compare attacks to non-attacks according

to our definition.

Once coders identified an attack in a speech, they were required to indicate how many actors
were attacked. As such, in instances where Minister A and Minister B were explicitly criticised, we
considered these to be two attacks in one speech. All of these attacks were then further coded, including
the issue on which these actors were criticised. To do this, we used the Comparative Agendas Project
master codebook, which includes 21 major policy areas (such as the economy or international relations).
Therefore, for one speech contribution in which Minister A is attacked on food banks and Minister B is
attacked for high waiting times in hospitals, the first attack was coded as an attack on social welfare (code
13 in the CAP codebook) while the second one was coded as an attack on health (code 3). Examples of
attacks on issues are available in Table 2 (see also Appendix — Examples of coding for other examples and

non-attacks).
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Table 1. Examples of attacks

Country Issue Attacks

Is that a reason not to help or give food to war refugees (ISSUE), as the CD&V governor (ACTOR) had asked,
o or to set up a kind of mini-Guantanamo prison, as the mayor of Knokke (ACTOR) has said? No definitely not!
Immigration It's about people, not animals (CRITICISM).

Wouter De Vriendt, Groen, 25.02.2016

Madam MP (ACTOR), the way in which your question is posed shows an imperfect or incomplete knowledge

(CRITICISM) of the way the government deals with this issue. | want to highlight a first point. In December,
Defence we decided to take an important step forward with many European partners in the field of defence (ISSUE).

Belgium

Charles Michel, MR, 08.02.2018

The Prime Minister (ACTOR) does not seem to have very much control over world events, but she should
at least be able to get a grip (CRITICISM) on the child abuse inquiry (ISSUE) that she set up. In two years, it
has lost not only three chairs, but now eight senior lawyers, the latest citing further concerns about
competency and leadership.

Law and Order
UK .
Lisa Nandy, Labour, 16.11.2016
Under the previous Labour Government (ACTOR) the national health service (ISSUE) lost hundreds of
Health millions of pounds because the cost of treating foreign patients was not properly recovered (CRITICISM).

Henry Smith, Conservative, 24.10.2012

Note: Speech shows only a part of a speech that contains an attack. More examples (including non-attacks) are
available in Appendix — Examples of coding.

Overall, 2,060 (31.1%) and 2,245 (29.0%) speeches included at least one attack on one of the 21
major policy areas in Belgium and the United Kingdom respectively, and the overall number of attacks on
these policies was 2,986 in Belgium and 2,783 in the United Kingdom. The share of attacks in speeches
per QT does not change significantly throughout the years (the yearly average of attacks is 32.3% in
Belgium and 30.9% in the United Kingdom). As such, parties tend to devote slightly less than a third of
their speeches during QT to attacking others on major policy issues, while the majority of what is said at
QT is not devoted to explicitly criticising others on issues. This indicates that parties do not only use QT to
attack; rather, they likely calculate when to go negative and on what issues. Furthermore, there is also
great variety in terms of issue salience in attacks (see Figure L.1 in Appendix L). For example, while the
most attention was given to attacking others on the economy in our sample (18.1% of all attacks in
Belgium and 23.4% in the United Kingdom are on the economy), during 31 QTs in Belgium and 17 PMQs
in the UK, no attacks on the economy were made (see later Figure 1). This highlights the point that parties

are strategic in their issue attack calculations.
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Final data

The coded raw data were transformed into party-issue data to facilitate the testing of our hypotheses.
We generated data where each observation constitutes the (non-)attacker party on a particular issue (for
example, Labour-Health) during a particular QT. As such, these party-issue observations are nested in a

specific QT in a country.

For Belgium, we focus on seven issues for which we have available data on issue ownership
(Economy; Labour; Environment; Immigration; Law and Order; Social Welfare; and Defence) and focus
specifically on the six Flemish parties (Christian Democrats; Green; National; Liberal; Radical Right; and
Socialist) due to the availability of data from Flanders regarding the salience of these issues. Therefore,
for each QT in Belgium in our sample, we usually have 42 observations (7 issues x 6 parties). If a specific
party did not take part in a particular QT — that is, no one from that party made speech contributions —

these observations were dropped (final N = 4,305).

For the United Kingdom, again based on data on ownership, twelve issues are covered (Economy;
Health; Labour; Education; Environment; Immigration; Transportation; Law and Order; Social Welfare;
Housing; Defence; and International Relations), and we focus on the two major parties (Conservative and
Labour). Therefore, for a PMQ that took place in a specific month, 24 observations are included (12 issues

X 2 parties). Both main parties were active at every PMQ in our sample (final N = 2,760).

Variables

Attack attention is the main dependent variable, indicating how much attention was devoted to attacking
others on a particular issue in a certain QT. Thus, aggregation of attacks takes place on the level of a party
nested in a QT, observing how many attacks were made on an issue across all speeches this party made
in a QT and dividing the number of attacks on an issue by all attacks this party made. For example, if
Labour issued ten attacks during a sampled PMQ in the United Kingdom from March 2020, and out of
these ten, three were on health, then the value of this variable is .33 for the Labour-Health observation
on this PMQ. Shares in this variable are calculated by looking at all 21 major policy topics from the CAP
codebook. Therefore, while we do not study attacks on the issues of, for instance, transportation in
Belgium or civil rights in the United Kingdom as they are not included in the ownership data, in cases
where a party attacked on these issues during a QT, these attacks are used to calculate the share of attack

attention towards a particular issue that is included. Note that for parties that made no attacks at a
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particular QT, we keep the value of this variable at zero for all their observations during this QT, as we see

this as a strategic decision not to engage in attacks on any of the issues.!?

To strengthen the validity of this measure, we only analyse the actual attention to an issue within
attacks that are made by parties during a particular QT and not the attention parties devote to issues in
all of their speeches (Proksch and Slapin, 2010) or parliamentary questions (Borghetto and Chaqués-
Bonafont, 2019). This is important as only one-third of what is said during QT can be considered attack
behaviour, meaning that during QT sessions, parties also demonstrate neutral (Party A asking a genuine
guestion on an issue) or positive behaviour (Party A praising itself on an issue). This becomes even more
evident when comparing the level of issue attention in attack speeches versus non-attack speeches
(Appendix L.1). Namely, parties tend to allocate varying degrees of attention to issues depending on

whether they are engaging in attacks or not.

We use shares due to the different possibilities for parties to attack. For example, governing
parties can sometimes have an advantage as they can attack in both questions and answers, while small
opposing parties can only attack in questions. Therefore, while governing parties can issue ten attacks, an
opposing party may be able to issue only five, but all of these attacks may be on the same issue, meaning
that both parties paid equal attention to an issue in their attacks. As such, working with shares allows us

to make equal comparisons across parties.'®

12 Generating all possible party-issue observations and keeping non-attacks on issues naturally leads to skewed
outcomes in our data (90.9% of party-issue observations in Belgium have no attacks; 72.5% in the United Kingdom).
To avoid possible biases this may cause in our analyses, we make sure to control for differences in issues and party-
issue observations (see the Method section), and we further test our expectations using several other methods
appropriate for skewed continuous measures (e.g. Boulton and Williford, 2018) in the Appendix F.8.

13 However, we do test our expectations using the count dependent variable indicating the overall number of attacks
a party employed on an issue (Appendix F.7).
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Attack attention during Vragenuur

Table 3. Descriptive statistics

N Mean Standard Deviation Min Max
Belgium DV: Attack attention 4,305 5.9 20.88 0 100
IV: Issue salience 4,305 491 4.44 0 30.98
IV: Issue ownership 4,305 14.48 19.7 0.21 91.2
UK DV: Attack attention 2,760 6.71 15.27 0 100
IV: Issue salience 2,760 17.85 14.02 0.5 72
IV: Issue ownership 2,760 24.99 7.45 9 52

Figure 1. Boxplots showing the spread of the average attack attention on issues per QT in Belgium (left) and the UK

(right)
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Descriptive statistics, displayed in Table 3, indicate that parties in Belgium and the United
Kingdom usually attack rivals 6% and 7% (respectively) of the time across the issues that we include in the
analysis. However, looking at the standard deviation, we see that they sometimes go as far as attacking
on a specific issue in 27% and 22% (respectively) of their attacks during QTs. This is further visible in Figure
1, which demonstrates the spread of the average attack attention during QT per issue. For example,
attacks barely take place on issues such as the environment and defence in either country, yet there are

several QT sessions in our sample where these issues receive a significant share of attack attention,
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sometimes as much as above 50% of all attack attention by the parties. This underlines the importance of

considering issue selection when studying parties’ attack behaviour.

Issue salience is the first main independent variable and indicates how much salience an issue has
prior to a QT session. For Belgium, we make use of the Electronic News Archive (ENA) dataset, covering
all news stories featured in the 7 p.m. primetime news by the major public (VRT) and private (VIM) TV
broadcasters in Flanders, making it a good proxy for voters’ perceptions of issue salience as well (e.g.
McCombs, 2014). ENA data codes each news item in primetime news by a special issue codebook, which
we re-coded according to the CAP master codebook (see Appendix L). To ensure that the variable captures
pre-existing issue salience ahead of QTs, the salience of issues in the Flemish primetime news is lagged
for a week ahead of QTs. Therefore, given that QTs in Belgium take place every Thursday at noon, we look
at all news items and issues that appear in the news from Thursday last week to Wednesday evening right
before a QT. Therefore, if there were 100 news items featured in the news during the week ahead of a
QT, and five items were on health, we calculate that this issue has a salience of .05 in Belgium at the

moment QT takes place.

For the United Kingdom, we use the Ipsos MORI Issues Index to calculate issue salience. These are
monthly surveys of a representative sample of the British public, asking: What would you say is the most
important issue facing Britain today? Again, to make sure that the variable measures pre-existing salience
ahead of PMQs, we look at the Ipsos MORI Issues Index a month ahead of the PMQs. Therefore, fora PMQ
that took place in May 2013, we use the Issues Index from April 2013. The salience of issues is calculated
by looking at the share of people who mentioned an issue as one of the most important. Therefore, if 10%
of respondents in April 2013 said the economy was an important issue today, we attribute a salience of

.10 for the PMQ in May 2013.

Using data on issue salience in the media in Belgium and data on issue salience for the public in
the United Kingdom does mean that salience is measured somewhat differently between our two cases,
with Belgium having a more convincing measure. While this difference is a product of data availability, we
see it as an advantage of our dataset, as it allows us to see whether salience in the media and salience
among citizens lead to similar outcomes, which would confirm our expectations that salience in general

plays a role in attack behaviour.

Regarding descriptive results, the average salience of issues in Belgian news ranges from no
salience at all to slightly above 9%, but some issues reached almost a third of the news attention in certain

weeks (see Standard Deviation in Table 3). On the other hand, issues in the United Kingdom range from
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being seen as important by 3.9% of British citizens all the way to 31.9% on average, and some issues were
sometimes seen as important by an absolute majority of citizens. This variation in salience is furthermore
demonstrated in Appendix L, showing how issue salience dynamically changes through time. For example,
despite international relations generally being a low-salience issue in the United Kingdom, following the
2016 Brexit referendum, its salience increased significantly (Appendix L). On the other hand, the issue of
migration generally is a low-salience issue in Belgium, but in 2018 the UN’s Global Compact for Migration

caused political turmoil in Belgium, and its salience too increased significantly.

Issue ownership is the second main independent variable. This variable is generated using Election
Surveys from 2009 and 2014 for Belgium and Ipsos MORI polling data on the Best Party on Key Issues
(2007-2020) for the United Kingdom. In both datasets, citizens link parties with issues, which is then used
to calculate the level of ownership parties have concerning these issues (in Belgium, Flemish citizens

indicated ownership for Flemish parties as only they can elect them).

Therefore, this variable represents the share of respondents that attribute an issue to a party, and
it can theoretically range from 0 (no ownership; no one linked a party to an issue) to 100 (total ownership;
everyone linked a party to an issue). For this measure, citizens in both countries are limited to choosing
only one party per issue (or selecting all, none and don’t know). In Belgium, citizens associate parties with
issues. In the United Kingdom, however, citizens link parties based on competence, and these
measurements are taken more frequently. This variation in measuring ownership across the two cases
adds robustness to our approach, as similar patterns would indicate that ownership in general has an
impact, irrespective of whether it is measured as association or competence (Walgrave et al., 2015), or
measured often or rarely. This allows for a more comprehensive analysis of the relationship between
ownership and attack behaviour. Since the relative size (0-100) of issue ownership can vary across the
different party systems in our analysis, we provide an additional test in Appendix O.7 where the party
with the largest share of respondents attributing an issue to the party is coded 1 (0 otherwise). This does

not change our conclusions.

Given that ownership data is longitudinal and covers different years, we assign a share of
ownership on a particular date to a party based on the data closest to this date (going back in time) and
keep this share of ownership constant until the next available observation of ownership (see more in
Appendix M). This is an acceptable approximation since research shows a rather high level of stability for

ownership (Seeberg, 2017).
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Due to the party system differences explained above, we see that average ownership is higher in
the United Kingdom (25%), where only two parties engage in issue competition, compared to Belgium
(14.5%), where various parties compete against each other. However, we also see that in Belgium,
because the multi-party system covers a variety of ideologies, a party can certainly be the dominant owner
of a particular issue, as maximum ownership can reach above 90%. This is unlike the United Kingdom,
where the two main parties have to tackle a variety of issues, resulting in maximum ownership levels of

only 50%.

We furthermore demonstrate variation within and between parties in Appendix M (Table M.3).
While most parties in each country tend to enjoy similar shares of ownership across issues, it is clear that
certain parties enjoy longitudinal ownership of particular issues (in line with Seeberg, 2017). For example,
the Flemish Green party in Belgium is the predominant and constant owner of the environment (87% to
91%; see Replication materials), while the Flemish Radical Right party enjoys high and stable ownership
of immigration (41% to 48%). In the United Kingdom, law and order is predominantly owned by the
Conservative Party (28% to 33%), while the issue of health is owned by the Labour Party (33% to 46%).
These figures demonstrate that although parties in each country can and do consistently own certain

issues over time, the share of issue ownership is substantially lower for British than Belgian parties.

Method

We employ mixed-effects multi-level regressions to test our hypotheses. We opt for multi-level models
due to the hierarchy in our data, where party-issue levels are observed on a higher level of QT. In our
models, QT sessions are inserted as a random intercept. Furthermore, given that our data has a panel
structure, with party-issue observations reappearing through time in QT, we also insert party-issue
observations (Conservatives-Economy; Conservatives-Migration; etc.) as a random intercept which we
cross with QT sessions. This ensures that our models account for the fact that these observations reappear
through time and should not be treated as independent observations. Therefore, we do this to ensure
that the results are not skewed in a specific direction because a certain party on a certain issue may be
regularly more or less negative during QT sessions, while in reality, they constitute one specific party-issue

relation that exists through time.

Besides our main variables of interest, we also include several controls in these models which

have previously been shown to impact attack behaviour (Nai and Walter, 2015). These include the status
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of the party that attacks (government vs. opposition, although not in the United Kingdom as Conservatives
were in government for most of the period under study, which is controlled through our model
specifications), electoral cycle (how many months have passed since the last election: 0 to 59 months),
yearly controls, and fixed-effects on issues, as each issue has its own attributes and dynamics (Figure 1;
Appendix L; Soroka, 2002). Given the importance of coalition politics in Belgium, we also control for the
fact that on some issues, some parties have a minister in office specifically for this issue, while other
parties do not (see the list of these ministers in Appendix N). Lastly, we also include a control for niche
parties in Belgium (Greens; Radical-Right) as these types of parties are more likely to address a smaller
number of issues compared to larger mainstream parties (Wagner and Meyer, 2014; Kliver and Spoon,
2016). We run our models separately in each country, as the inclusion of fundamental control variables
such as niche vs. mainstream would not be possible in pooled models due to a lack of data on third parties

from the United Kingdom.

Results

We test our hypotheses in Table 4. In Models 1 (Belgium) and 3 (UK), we test whether greater salience of
an issue invites parties to attack more on this issue (H1) and whether parties are more likely to launch
attacks on issues on which they have ownership (H2). Our estimations provide evidence in support of H1
and H2, with positive and statistically significant coefficients for issue salience (0.485, p < 0.00 in Model
1; 0.258, p < 0.00 in Model 3) and issue ownership (0.049, p < 0.05 in Model 1; .0.159, p < 0.01 in Model
3). Thus, if the salience of an issue increases, parties increase their attacks on this issue compared to other
issues. Moreover, parties employ more attacks on issues they own. As such, across considerable
differences in the operationalisation of issue salience and ownership between Belgium and the United

Kingdom, and despite notable variation in party systems, we reach similar conclusions in both countries.

H3 is tested in Models 2 (Belgium) and 4 (UK). We expect that attacks are particularly likely on
salient issues on which the party has ownership. To test this multiplicative effect, we estimate the
interaction effect between lagged issue salience and issue ownership. In these models, the interaction
effect of lagged salience and ownership is positive and statistically significant in both countries (0.874, p
< 0.05 in Model 2; 0.800, p < 0.05 in Model 4): higher salience of an issue at t-1 combined with high issue
ownership results in a higher share of attacks on this issue at t, confirming H3. Thus, congruence in issue
attributes (salience + ownership) makes some issues extraordinarily attractive as arenas for attack politics.

Furthermore, we conducted additional tests to examine the differences between government and
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opposition parties (Appendix 0.1), as well as between niche and mainstream parties (Appendix 0.4).
Specifically, we found that all types of parties intensify their attacks on issues that exhibit high salience
and that they own. However, following our theoretical assumptions, some of these effects are more

pronounced for opposing parties (UK) and niche parties (in Belgium).

Table 4. Multi-level mixed-effects regression outputs using attention devoted to attacking others on an issue during
QT as the dependent variable

Belgium UK
Model 1 Model 2 Model 3 Model 4
Base Interaction Base Interaction
Coef. (SE) Coef. (SE) Coef. (SE) Coef. (SE)
Independent variables
Issue salience (t-1) .485 (.086) *** .361 (.105) ** .258 (.026) *** .047 (.087)
Issue ownership .049 (.022) * .008 (.029) .159 (.049) ** -.019 (.087)
Issue salience (t-1) x Issue ownership .874 (.421) * .800 (.314) *
Control variables
Electoral cycle .000 (.000) t .000 (.000) * .000 (.000) .000 (.000)
Party status (ref. opposition) -.031 (.009) ** -.032 (.009) **
Having a minister (ref. no) .005 (.011) .005 (.011)
Niche party (ref. mainstream) -.013 (.011) -.014 (.011)
Constant .058 (.025) * .065 (.025) * .080 (.022) *** 124 (.028) ***
N (observations) 4,305 2,760
N (QTs) 103 115
N (min. party-issue obs. per QT) 35 24
N (max. party-issue obs. per QT) 42 24
AIC (empty model) -1.476 (-1.418) -1.478 (-1.418) -3.069 (-2.948) -3.073 (-2.948)

Note: Tp<0.1 *p<0.05; **p<0.01; ***p<0.00; year dummies and issue fixed-effects included in every model; t-1 in
Belgium is a weekly lag, and in the UK a monthly lag, of salience

Figure 2 visualises our findings on “salience x issue ownership” from Model 2 (Belgium) and Model
4 (UK) using predicted values of attention to attacking on a particular issue based on the salience of this
issue (min./max. from Table 3) and realistic ownership scores (mean -/+ SD from Table 3). The main
takeaway is that as the salience of an issue increases (on the x-axis), parties also employ more attacks on
this issue (y-axis). Furthermore, attacks on issues differ systematically depending on whether or not the
party has issue ownership. The lines in both Belgium and the United Kingdom are slightly steeper on issues
on which the attacking party has high issue ownership and above the lines where the party has low

ownership. This implies that salience motivates attacks even more if the party also owns the issue.
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Figure 2. Predicted attack attention on an issue based on issue salience and realistic low and high ownership scores.
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More precisely, in Belgium, an above-average salience of 10% on an issue during the primetime
news ahead of a QT session in combination with a high ownership score results in an estimated 10.2% of
attacks allocated to this issue (almost two percentage points above the average predicted attention of
8%), while no ownership results in 6.9% of the attention. In the United Kingdom, an issue at above-average
32% salience ahead of PMQs that the attacking party owns implies that the party devotes an estimated
11.7% of its attacks to this issue (almost two percentage points above the average predicted attention of
9.8%). In turn, if a party has no issue ownership, it only devotes 8.1% of its attacks to this issue. These are
substantial effects (an increase in attack attention of 32.3% in Belgium and 44.4% in the United Kingdom),
especially considering that certain issues reach far greater salience and that certain parties enjoy far

stronger/weaker ownership over issues.

Robustness checks

To assess the robustness of our findings (see Appendix O), we ran several additional models, such as using
a different operationalisation of the dependent variables as a count of attacks, the issue ownership
variable as a categorical variable, or employing different modelling strategies. Overall, our findings do not
change in the large majority of these tests and confirm that salience and ownership, and especially their

congruence, lead to an increase in parties’ attack behaviour on such issues.
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Conclusion

Political parties’ attacks on rivals are a major ingredient in modern politics. This is reflected in a large and
still growing literature on attack politics. We add to this endeavour by showing that parties attack more
on attractive issues: namely, the salient and owned issues that might both prompt policy changes that the
attacking party wants and attract voters to the attacking party. The influence of salience and issue
ownership shows that parties deliberately pick their issues for attacks. This underlines that attacks are a
powerful and appealing type of communication for political parties — they launch attacks carefully on
selective issues to further their issue strategies. This conclusion rests on extensive analysis and various
robustness checks across 14,364 parliamentary speeches and 5,769 attacks across multiple issues in two
very different political systems — Belgium and the UK — with diverse indicators over an extended period of

time.

Our findings speak to previous studies that show that attacks draw media attention (Haselmeyer
et al., 2019), speak to the cognitive structure of voters (‘negativity bias’, Lau, 2007; Soroka, 2014), and
provoke rival party attention, and therefore help a party elevate issues to the party system agenda (Green-
Pedersen and Mortensen, 2010). Against this backdrop, it is unsurprising that parties tend to attack on
their preferred issues, since attack politics is part of parties’ issue competition in which they try to push
their preferred issues and reaffirm their issue ownership. Yet issues constitute an orthogonal dimension
in the study of attack politics, which has mostly focused on attack degrees, types, and choices of targets
(Nai and Walter, 2015). We demonstrate that parties not only strategize about who will be the target of
their attack or what type of attack should be utilised, but also about the issue over which the attack should

take place.

By showing that issues matter, we furthermore aim to reach out to a large scholarship that studies
voter reactions to party communication (e.g. Slothuus, 2010). While the findings of these studies are
fundamental for understanding the impact of elite communication on the mass public, our study raises
the possibility that much of this line of research is not sensitive enough to the attributes of the issues
selected for hypothesis testing, and is too concerned with studying peripheral issues in order to avoid pre-
treatment. Such studies might easily under- or overestimate the communication effects by not

considering issue attributes such as issue salience and issue ownership.

Our study focuses on the issue determinants of attacks. Moving forward, the natural next step is

to focus on the issue determinants of positive campaigning (vs. negative campaigning) while also exploring
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targets of attacks (which may occur at the intra-coalition or intra-party level). Furthermore, knowing the
backlash that attack politics can have on voters’ party choice, it is important to explore how advantageous
is it for parties to attack on salient and owned issues. For example, attacking on issues that rival parties
own may be a more beneficial strategy, allowing a party to diminish the target party’s ownership support
(Seeberg and Nai, 2021). This makes it important to explore how attacks on various issues may lead to

different voter reactions.
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CHAPTER 4

Parties’ parliamentary attack behaviour throughout the electoral cycle

Abstract

Studies examining parties’ attack behaviour, also called negative campaigning, largely neglect temporal
dynamics. Therefore, this paper examines how the electoral cycle, the period between two elections,
impacts parties’ attack behaviour in parliaments. We argue that parties attack all the time but that the (i)
level, (ii) type, and (iii) nature of attacks are affected by the electoral cycle as parties adapt their objectives.
Analysing longitudinal data on parties’ attacks in the parliaments of Belgium, Croatia, and the UK (2010-
2020), we find that when elections draw closer parties’ use of attacks, trait attacks, and uncivil attacks
increases. We also find support for the notion that not all parties’ attack behaviour is equally impacted by
the electoral cycle, as parties differ in sensitivity to the electoral cycle based on risk acceptance. Overall,
the impact of the electoral cycle on parties’ strategic choices in general, and attack behaviour specifically,

should not be ignored.
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Introduction

In their fight to win votes, political parties frequently resort to negative campaigning. Negative
campaigning is a strategy parties use to diminish the electoral attractiveness of the political opponent(s)
by criticising them both on policy as well as traits.’* The opposite strategy is positive campaigning where
parties praise themselves to increase their electoral attractiveness (Geer, 2006). Negative campaigning
can have unintended electoral consequences for the attacking party, such as alienating (part of) their
voter base and electorally benefitting other (third) parties, respectively referred to as backlash and
second-preference boost effects (e.g. Walter and Van der Eijk, 2019; Galasso et al., 2020). In addition,
negative campaigning can deteriorate the relationship between the attacking and the targeted party.
Consequently, this diminishes cooperative behaviour between parties in parliament, such as supporting
each other’s legislative proposals or government cooperation in party systems with a practice of coalition
government (Dodd and Schraufnagel, 2012; Walter and Van der Brug, 2013; Walter et al., 2014). Thus, as
negative campaigning is not without risks, parties engage in a cost-benefit analysis before attacking an

opponent (Nai and Walter, 2015).

Research explaining the use of negative campaigning has primarily focused on characteristics of
politicians, parties, elections, and systems but has not paid much attention to the temporal dimension of
attacks, in particular the election cycle, i.e. the time between two consecutive elections.'® The practice of
studying parties’ attack behaviour in a relatively static way stems from the scholarly emphasis on negative
campaigning in the context of (official) election campaigns, often examining attack behaviour in the weeks
preceding election day. This emphasis is somewhat surprising considering the popular notion of
permanent campaigning, which assumes that parties increasingly “pursue actions consistent with election
campaigning in non-electoral periods to maintain a positive image among the public and thus enable
future electoral successes” (Joathan and Lilleker, 2023, 68). Therefore, we assume that political parties

also attack opponents at other moments in the electoral cycle.

Moreover, work in the field of party politics increasingly shows that parties’ behaviour changes

throughout the electoral cycle. For instance, at different moments within the electoral cycle parties have

14 We use the terms negative campaigning and attack behavior interchangeably throughout the manuscript.

15 Notable exceptions are studies examining within the time frame of an official election campaign how proximity to
election day affects parties’ use of negative campaigning (e.g. Damore, 2002; Nai and Sciarini, 2018; Walter et al.,
2014).
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different issue strategies, levels of responsiveness to past election losses, and varying levels of cooperative
behaviour (Berz and Kroeber, 2023; Seeberg, 2022; Schwalbach, 2022; Somer-Topcu, 2009). The changes
in parties’ behaviour reflect parties’ shifting priorities throughout the electoral cycle (e.g. Miller and
Louwerse, 2020; Schwalbach, 2022; Seeberg, 2022). Therefore, it is likely that parties’ attack behaviour
also varies throughout the electoral cycle. To fully understand negative campaigning, we should thus

examine the impact of the electoral cycle on parties’ attack behaviour.

We argue that the electoral cycle is an important characteristic of the institutional context in
which parties operate. The electoral cycle impacts parties’ objectives, i.e. vote, office, and policy.
Consequently, the moment in the electoral cycle affects the strategic choices parties make, including
parties’ usage of negative campaigning. Negative campaigning is generally considered a vote-seeking
strategy (e.g. Walter and Van der Brug, 2013; Somer-Topcu and Weitzel, 2022). We theorise that as time
since the last election elapses, parties’ behaviour is increasingly motivated by vote-seeking objectives,
thereby stimulating parties’ use of negative campaigning. However, not all parties are equally influenced
by electoral incentives and willing to take risks to win votes (Meyer and Wagner, 2013; Walter and Van
der Brug, 2013). In addition, the costs and benefits of negative campaigning vary for different types of
attacks. Compared to policy attacks and civil attacks, trait attacks and uncivil attacks are generally
considered costlier as they are more disliked both by voters and political elites (Hopmann et al., 2018;
Fridkin and Kenney, 2011). Therefore, as the end of the electoral cycle draws closer, we expect all parties,

but in particular risk-acceptant parties, to increase their attacks and use more trait and uncivil attacks.

We test these expectations by examining parties’ attack behaviour during Question Time sessions
in the Belgian, Croatian, and UK parliament between 2010 and 2020. We find that the electoral cycle
significantly impacts parties’ use of negative campaigning, the level as well as the types and the nature of
attacks. Later in the electoral cycle, when parties are more vote-seeking, their overall use of negative
campaigning increases, parties’ use of policy attacks decreases while parties’ use of trait attacks and
uncivil attacks increases. We find partial evidence for the notion that not all parties are equally affected
by electoral incentives and willing to take risks to gain votes. The electoral cycle has a significantly larger
impact on parties that are losing in the public approval polls than on parties that are gaining in the polls.
The results also show that party characteristics explain the significant differences in base levels of attack
behaviour throughout the electoral cycle. Opposition parties use more attacks overall, more policy
attacks, and more uncivil attacks than government parties. Ideologically radical parties use more uncivil

attacks than mainstream parties.
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This study contributes to both the field of political campaigning as well as legislative studies. First
of all, this study shows that the electoral cycle significantly impacts parties’ attack behaviour and that the
electoral cycle cannot be ignored in the process of building a general theory on negative campaigning.
Second, the study brings more empirical evidence suggesting that parties’ objectives are not stable and
that parties’ priorities shift throughout the electoral cycle affecting the strategic choices that they make,
including the decision-making calculus regarding negative campaigning. Third, we show that the electoral
cycle does not affect all parties’ attack behaviour equally, indicating the importance of exploring
heterogeneous effects. Finally, we show that the integration of both lines of literature provides a strong

theoretical approach to the examination of parties’ attack behaviour in parliament.

Party Objectives, Electoral Cycle and Attack Behaviour

Parties’ strategic behaviour is guided by three political objectives, namely, office, policy, and votes (Strgm
and Miiller, 1999).%% Votes refers to maximizing the share of votes won in an election and vote
maximisation has no intrinsic value but is an instrument to fulfil office- and policy-seeking objectives.
Policy refers to influencing public policy and office refers to the goods and status received when in office.
Although policy and office can be the end goal, they are also means for gaining access to office or policy
influence. Scholars agree that no party is purely office-, policy-, or vote-seeking and that these objectives

are conflicting at times, consequently, parties must make trade-offs (Strgm, 1990).

Parties’ objectives are also not stable and are affected by numerous factors, including the
institutional setting in which parties operate, such as the party system and the electoral cycle (Strgm and
Miller, 1999). For instance, in party systems with a majoritarian government, a party that wins the
elections gains access to office and policy influence. In party systems with a practice of coalition
government, winning votes does not always guarantee government participation and policy influence. In
a party system with minority governments, governing parties share policy influence with opposition
parties more than in a party system with majority governments, and thus gaining office is less of a
prerequisite for policy influence (Strgm, 1990). Parties’ objectives are also affected by the electoral cycle.
Closer to the elections parties tend to be mainly driven by vote-seeking objectives to obtain office and

policy influence, and it is in routine periods within the electoral cycle that parties are more policy-seeking.

16 We acknowledge that some scholars criticize this framework of Strgm and Miiller (1999) and argue that parties
are also driven by other political objectives such as intraparty democracy (Harmel and Jande, 1994).
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Consequently, the extent to which parties are office-, policy, and vote-seeking differs across parties,

throughout the electoral cycle, and across party systems (Pedersen, 2012).

A widely used party strategy is negative campaigning. We define negative campaigning as any
type of critique, both policy- and trait-based, directed towards political opponents (Geer, 2006), which
can include coalition partners (Martin and Vanberg, 2004; Martin and Whitaker, 2019) and party
colleagues (Kam, 2009; Proksch and Slapin, 2012). These attacks can be civil or uncivil (Brooks and Geer,
2007). We define uncivil attacks as attacks that defy social norms on interactions in the domain of politics
(Walter, 2021). Please note that trait-based attacks are not necessarily targeting the traits of an individual

politician but can target the traits of a party. In addition, both policy and trait attacks can be civil or uncivil.

First of all, parties engage in negative campaigning to diminish the electoral attractiveness of a
political opponent. By diminishing the electoral attractiveness of a political opponent parties hope to
decrease the opponent’s voter support and sometimes indirectly increase their own voter support. In this
first scenario, parties generally attack political opponents that are ideologically close and with whom they

share a voter base (Walter, 2014a; Walter and Van der Eijk, 2019).

Second, parties engage in negative campaigning to strengthen their ideological profile by
clarifying to voters how they are ideologically different from political opponents (Walter, 2014a). In this
second scenario, parties not only attack ideological neighbours but also parties that are positioned at the
other end of the ideological spectrum, i.e. so-called ideological enemies (Walter, 2014a). Although in
multiparty systems with a practice of coalition government, government parties might generally present
themselves as a united front, in the runup to elections they often engage in attack behaviour to signal to
voters their ideological differences as cross-party cooperation can blur the lines between parties in the
mind of voters (Fortunato, 2021; Haselmayer and Jenny, 2018). Recent work also suggests that the
coalition mood, i.e. the working atmosphere among coalition parties, declines over the electoral cycle

(Imre et al., 2023).

Third, parties engage in negative campaigning to gain media coverage to communicate their
campaign messages to voters or influence the campaign agenda (Van Aelst and Walgrave, 2016; Walter
and Vliegenthart, 2010; Dolezal et al., 2017). Negative campaigning helps parties to secure media
attention due to the negativity bias in the press (Soroka and McAdams, 2015; Haselmayer et al., 2019).
Parties’ use of negative campaigning to gain media coverage is affected by the overall importance of free

publicity relative to paid publicity in the context they operate and the other resources available to these
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parties to communicate to voters or gain media access (Dolezal et al., 2017). Parties always strive for

media coverage, but in particular in the run-up to the elections.

The use of negative campaigning is also inherently linked to specific parties due to their role and
nature (Dolezal et al., 2017; Walter and Van der Brug, 2013; Cassell, 2021). Opposition parties are
expected to oppose the government and thus criticise the government (Hix and Noury, 2016). In addition,
populist parties originated out of discontent with the status quo, so their supporter base expects them to
criticise the establishment (Cassell, 2021). Populist parties also have less respect for established social
norms of interaction and official rules or practices of engagement in parliaments and are therefore more
likely to make use of uncivil attack behaviour (Marien et al., 2020). As elections are never truly out of sight
(Joathan and Lilleker, 2020) and negative campaigning not only serves to materialise vote-seeking
objectives (Otjes and Louwerse, 2018), attack behaviour is never completely absent, i.e. a baseline level
of attack behaviour. However, we will argue that the (i) level (ii) type and (iii) nature of these attacks are

likely to differ throughout the electoral cycle.

An abundance of studies has examined negative campaigning and its various forms during official
election campaigns showing how such behaviour is driven by vote-seeking objectives and sometimes
limited by office-seeking and policy-seeking objectives (Walter et al., 2014; Hansen and Pedersen, 2008;
Haselmayer and Jenny, 2018). Regardless of the large body of work examining the use of negative
campaigning, not much attention has been paid to the temporal dynamics of attack behaviour, specifically
the effect of the electoral cycle (see footnote 2). Most research studies parties’ attack behaviour in a
relatively static fashion during (official) campaigns, which generally last a couple of weeks in a non-U.S.
setting. The field of negative campaigning thereby neglects that parties also attack in-between elections
and thus outside of official campaigns (e.g. Ketelaars, 2019) and the impact of the electoral cycle on
negative campaigning. Several recent studies indicate that the electoral cycle may affect parties’ attack
behaviour, suggesting that parties clash on the same issues more towards the end of the electoral cycle
(Seeberg, 2022) or that in systems with a practice of minority governments opposition parties use more
negative sentiment closer to the elections (Schwalbach, 2022). Please note that we do not consider
sentiment of speech (e.g. the use of negative words) the same as negative campaigning (critique directed

at a political opponent).

Building upon this work, our central argument is that parties’ attack behaviour evolves throughout
the electoral cycle in response to changes in the priority of their goals. Precisely, we expect that the

importance of seeking votes increases as the time during the electoral cycle elapses. This makes parties
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employ different cost-benefit analyses on (i) whether to attack and what (ii) type and (iii) nature of attacks
to use. We also expect that the impact of the electoral cycle on parties’ negative campaigning decision
calculus differs across parties as not all parties are equally affected by electoral incentives and risk

acceptance. In the following paragraphs, we outline our expectations in greater detail.

With recent elections in mind and the next elections far ahead, parties’ behaviour is less vote-
seeking and subsequently less focused on party competition early in the electoral cycle. Parties can focus
on cooperating on policy and be responsive to real-world problems (Ansolabehere and lyengar, 1994).
Naturally, parties’ policy success in the early days of the cycle can be used to achieve re-election later in
the cycle. As time during the electoral cycle elapses, all parties’ behaviour becomes more vote-seeking.
To diminish the opponent’s electoral attractiveness, strengthen their ideological profile, and/or gain
media coverage, parties can decide to make (more) use of negative campaigning. Closer to the elections
the potential benefits of negative campaigning become more important to parties and increase their
willingness to risk the potential costs of negative campaigning, i.e. losing voter support, unintended
increase in voter support for a ‘third’ party, or limiting chances of elite cooperation (Walter and Van der
Eijk, 2019; Galasso et al., 2020; Dodd and Schraufnagel, 2012). Consequently, we formulate the following
hypothesis:

Attack Level Hypothesis (H1): Parties attack more at the end than at the beginning of the electoral cycle.

As elections draw closer we also expect a change in the type and nature of attacks that parties
use to target opponents. The costs and benefits vary for different types of attacks. Compared to policy
attacks and civil attacks, trait attacks and uncivil attacks are generally considered costlier as they are more
disliked both by voters and political elites (Hopmann et al., 2018; Fridkin and Kenney, 2011). These attacks
are more likely to cause voter backlash or deteriorate the relationship between the attacking and the
targeted party (Dodd and Schraufnagel, 2012; Walter and Van der Brug, 2013; Hansen and Pedersen,
2008). Given that the potential benefits of negative campaigning increase closer to the election, as does
the willingness to take risks, parties are more willing to engage in riskier attack behaviour, i.e. use more

trait and uncivil attacks.

In the run-up to elections when political parties engage in all kinds of media attention-seeking

behaviour, including attack behaviour, the need to stand out increases. Despite the media’s negativity

95



bias, the use of negative campaigning closer to an election may be insufficient to secure media coverage
as attack behaviour is too widespread. Therefore, parties might resort to attacks that are less common
and perceived as more aggressive by both the public and elites as they yield more media attention (Mutz,
2015). Mechanisms that provide media access to politicians are significantly different in routine compared

to campaign times (Van Aelst and De Swert, 2009; Falasca, 2014).

In addition, at elections, voters not only vote for a party on their future or past policy plans, but
also for the traits of that party, such as competence and integrity. Furthermore, voters may also vote for
a politician representing a party. Although the need and room for personalised campaigning towards
election day is strongly related to institutional characteristics, such as the electoral system and party
system institutionalisation, we expect towards the end of the electoral cycle more discussion on whether
the party and/ or party representative is suitable for the job at the cost of policy dialogue. Consequently,
increasing the use of trait attacks and decreasing the use of policy attacks. Thus, we formulate the

following three hypotheses on the impact of the electoral cycle on the type and the nature of attacks.

Policy Attack Hypothesis (H2): Parties use less policy attacks at the end of the electoral cycle than at the

beginning of the electoral cycle.

Trait Attack Hypothesis (H3): Parties use more trait attacks at the end of the electoral cycle than at the

beginning of the electoral cycle.

Nature of Attack Hypothesis (H4): Parties use more uncivil attacks at the end of the electoral cycle than

at the beginning of the electoral cycle.

Although all parties towards the end of the electoral cycle are expected to engage in more vote-
seeking behaviour, not all parties are equally influenced by electoral incentives and risk acceptance (e.g.
Meyer and Wagner, 2013; Walter and Van der Brug, 2013). Some parties are more risk-acceptant than
others and therefore more likely to use attack behaviour in the face of elections. According to prospect
theory, risk behaviour is more likely when an actor is at a loss (Kahneman and Tversky, 1979). Parties that
are more affected by electoral incentives and are prone to risk can include parties losing in the public
approval polls (Skaperdas and Grofman, 1995), opposition parties, and ideologically radical parties (Walter

et al., 2014).
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Risk Acceptant Parties Hypothesis (H5): The impact of the electoral cycle on parties’ attack behaviour, i.e.

level, type, and nature of attacks, is larger for risk-acceptant parties than for risk-averse parties.

Methodology

Cases

This study examines parties’ attack behaviour in Belgium, Croatia, and the United Kingdom (UK)
throughout several electoral cycles in the period from January 2010 to December 2020 (2021 for
Croatia).'” This period captures 4 electoral cycles in Belgium and 5 electoral cycles in Croatia and the UK
(see more details in Appendix — Coder training). Our case selection is based on party-system differences
which affect parties’ trade-off between vote-, office-, and policy-seeking objectives and thus their strategic
behaviour, including attack behaviour (Strgm and Miuller, 1999). Several studies suggest that parties
attack more in two-party systems than in multiparty systems as negative campaigning is a less risky
strategy in two-party systems due to parties having to make less of a trade-off between their political

goals (Walter, 2014b; Walter et al., 2014).

Furthermore, different party systems bring about different parties, such as the presence or
absence of an anti-establishment party. We argue that party characteristics matter for the use of negative
campaigning and the impact of the electoral cycle on attack behaviour. Therefore, by selecting different
party systems we enable drawing conclusions that travel to other party systems. Belgium has a multi-
party system, that has multiple (and stable) competing parties and a practice of coalition government (see
Casal Bértoa and Enyedi, 2021). This also includes radical right and radical left parties that are present in
parliament. In direct contrast to this is the British party system (see Lijphart, 2012) which has two major
competing parties and most of the time a single-party government. This makes it difficult for third parties,
including ideologically extreme ones, to participate as equals in parliamentary party competition (see e.g.
Thompson, 2018). Finally, the Croatian party system is a case between these two extremes where multiple
parties are grouped in two competing blocks, generally resulting in a coalition government consisting of

parties within one of these blocks (see Niki¢ Cakar and Kradovec, 2021). Consequently, third parties in

7 We include an extra year for Croatia case due to the low frequency of QTs. However, while 2021 is included in all
main models reported in this paper, we repeated all tests excluding 2021 from Croatia. Sensitivity analyses show
that including or excluding 2021 is not impacting our main results and findings in any way.
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Croatia, primarily mainstream ones, can play a significant role within parliamentary venues as major

parties need them to form a government.

We examine attack behaviour in parliamentary question time sessions (QTs), specifically
Vragenuur in Belgium, Aktualno prijepodne in Croatia, and Prime Minister's Questions (PMQs) in the UK.
In all three countries, QTs are an established regular (weekly or quarterly) format of parliamentary
debates during which Members of Parliament (MPs) of all parties can question the government®®, which
allows for a systematic examination of parties’ attack behaviour in election cycles across countries and
across time. In addition, QTs receive the most media coverage of all parliamentary debates (Salmond,
2014) and the questions asked are largely symbolic (Van Aelst and Vliegenthart, 2014). Various scholars
perceive QTs as a permanent campaign forum (Otjes and Louwerse, 2018; Osnabrigge et al., 2021;
Seeberg, 2020b; Soontjens, 2021) that also reflect what parties debate about in other communication

venues, such as in the traditional news or on social media (Peeters et al., 2021; Soontjens, 2021).

Data collection and operationalisation

We sampled QTs by randomly selecting one for each month. The sample of 261 QTs consists of 103 QTs
for Belgium, 115 QTs for the UK, and 43 QTs for Croatia. The sample includes approximately a third of the
complete QT population for Belgium and the UK, respectively, 30.4% and 32.7%. The sample for Croatia
includes the full population of QTs due to their low frequency (see footnote 5). The selected QTs were
analysed using transcripts scraped from official parliamentary websites. Each speech act in these
transcripts counts as an observation. A speech act starts the moment a person begins to speak and finishes
when this person ends or is interrupted. The data collection includes all questions, answers, points of

order, Speaker’s interventions, and interruptions, but excludes protocol speeches, such as the Speaker

18 The structure of these QTs differ across parliaments. In Belgium, every week all parties are granted slots to ask
qguestions to the cabinet members. These questions are grouped based on a topic and are answered by the
responsible cabinet member. Once the answer to a particular group of questions is given, all MPs who asked
questions in this group are also granted the opportunity to respond. In Croatia, parliamentary size determines the
number of questions a party can ask a cabinet member every quarter (i.e. four times per year). As such, in Croatia,
QTs are dominated by the two main parties in which questions are asked individually by MPs to a specific cabinet
member who responds immediately and receives a rebuttal from the MP who posed a question. Finally, in the UK,
the distribution of questions is decided by a random shuffle which generally favours the two largest parties.
Questions are asked to the PM every week, and once the PM answers the question, no rebuttal is possible except
for the Leader(s) of the Opposition who can ask questions on every QT and rebuttal the PM’s answers (Serban, 2020).
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giving the floor in Croatia and MPs asking the Prime Minister (PM) to list her/his engagements at the start

of every PMQ in the United Kingdom. In total, the dataset consists of 20,044 observations.

Each of these observations was manually coded. All coders were trained for six weeks, which
resulted in satisfactory Krippendorff’s alpha scores (see Appendix — Coder training). Coders indicated for
each speech act whether (i) the politician attacks, and if yes, whether the attack (ii) includes policy
criticism, (iii) trait criticism, and (iv) uncivil criticism. Attacks are operationalised as any instance of a
political actor criticising another political actor, including actors from the same group.® We coded attacks
targeting formal individual and group actors, such as PMs, Party Leaders, Ministers, parties, coalitions,
and governments. We did not code attacks targeting informal actors, such as foreign politicians, unions,
and non-governmental organizations. We operationalise policy attacks as criticising the opponent’s
prospective or retrospective policy plans, and the realisation and execution of these policy plans. We
operationalise trait attacks as criticising the opponent’s traits, such as competence and integrity. Political
incivility was operationalised as any attack including name-calling (e.g. calling a minister Grinch), mocking
(e.g. comparing a policy to Pinocchio’s nose), or insulting language (e.g. saying that someone is disgusting).
See Table 1 for examples illustrating the coding scheme while descriptive statistics of parties’ average

attack behaviour in a QT session are reported in Appendix P.

Table 1. Coding scheme examples

ATTACK TYPE SPEECH ACT

The Prime Minister will also know that this House passed legislation that excludes those injured by their own hand. But
Policy the innocent victims have not yet been able to benefit from this scheme, not least because of the actions of Sinn Féin,
who are blocking the next steps to implementation.

Civil
Jeffrey Donaldson, DUP, 10.6.2020
. I was thinking of raising with the Prime Minister the Conservatives’ so-called long-term economic plan—like Pinocchio’s
Policy . .
nose, it grows longer and less attractive by the day (...)
Uncivil David Blunkett, Lab, 11.3.2015
Trait One word can sum up that answer: weak. It is not advice that is required, but some leadership. {(...)
Civil David Cameron, Con, 17.3.2010

(...) I have had a quick scan of the Radio Times. Which of these films would he fancy: “The Grinch Who Stole Christmas”,
Trait starring the Chancellor of the Exchequer; “The Muppet Christmas Carol”, starring the Lib Dem members of the Cabinet;
or “It’s Not a Wonderful Life for the Poor”, starring himself?
Uncivil
Kevin Brennan, Lab, 19.12.2012

1% Intra-party attacks constitute less than 1 per cent of all attacks in Belgium and Croatia and in the UK they make up
2.5 per cent of all attacks.
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The Times Educational Supplement recently published a feature article stating how effective the pupil premium would
Policy and Trait  be. Does the Deputy Prime Minister share my frustration at the fact that the Labour party appears to be more
interested in scoring partisan points than in supporting the coalition Government’s serious attempts—
Civil
Stephen Lloyd, LD, 10.11.2010

This is the height of arrogance from a Government set on running the clock down. Just 44 days from a no-deal scenario,
the Prime Minister is hamstrung by her own party and rejected by European leaders. The Prime Minister must stop
playing fast and loose. Businesses are begging for certainty; the economy is already suffering. Prime Minister, you
Uncivil have come to the end of the road, rumbled by your own loose-lipped senior Brexit adviser.

Policy and Trait

lan Blackford, SNP, 13.2.2019

Note: All examples displayed are from the UK. For examples from Belgium and Croatia, see Appendix Q.

For the purpose of hypotheses testing, we constructed four binary dependent variables indicating:
(i) whether a politician attacks (1=Yes; 0=No) and if yes, whether this attack included (ii) policy criticism
(1=Yes; 0=No), (iii) trait criticism (1=Yes; 0=No) and (iv) uncivil criticism (name-calling, mocking or insulting
language) (1=Yes; 0=No). Our main independent variable is proximity to the end of the electoral cycle
which is measured as the number of months since the last election. For example, number 12 is assigned
to a QT observation 12 months after the last elections (for a similar measurement see Borghetto and

Belchior, 2020; Pardos-Prado and Sagarzazu, 2019; Seeberg, 2022).%°

To test our risk acceptance hypothesis (H5), our data also includes variables on party’s status
(0=Opposition; 1=Government), ideological extremity (adaptation of the variable Irgen from the Chapel
Hill Expert Survey?!; see Jolly et al., 2022), and public approval in polls?2. Opposition parties that lack
incumbency perks of office and policy success throughout the electoral cycle find themselves in a loss
situation as proximity to elections increases. This makes them particularly prone to risk-taking by
employing different strategies at elections (e.g. Crabtree, 2020) and potentially attacking retrospective

decisions taken by governing and mainstream parties that enjoyed gains throughout the electoral cycle

20 The variable proximity to the end of the electoral cycle can also be operationalised as proximity to the end of the
parliamentary term or the actual election date. These alternative measures are used to assess the robustness of our
results (see Appendix G).

21 We created a new variable measuring a party’s ideological distance from the centre, using the standard left-right
scores that range from 0 (radical left) to 10 (radical right). Thus, the higher the value the more ideologically extreme
the party.

22 This is a lagged variable that measures parties’ public approval ratings on the basis of aggregated voters' voting
intentions a month before a sampled QT (e.g. public approval in April is attributed to parties for QT in May). For
Belgium, we use data from opinion polls that were conducted by various agencies (mostly Ipsos) and reported by TV
networks in Belgium (VRT; RTBF; VTM; RTL). For Croatia, we include public approval ratings for the two main parties
(HDZ and SDP) based on polls from PromocijaPlus which are regularly reported on RTL news. Finally, for the UK, we
include data for the two largest parties (Conservative Party and Labour Party) from Ipsos MORI polls that were
reported in the Evening Standard newspaper.
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(Mdaller, 2022). Furthermore, parties that are losing in public approval polls might be more willing to
engage in negative campaigning regardless of its potential backlash effect (Skaperdas and Grofman, 1995).
Ideologically extreme parties are at a loss as they are unlikely to be part of the government, and might be
more willing to take the risks of negative campaigning. In addition, the cost in terms of voter backlash will
be lower for these ideologically extreme parties as their voter base expects them to criticize the

established parties.

Method

We analyse our data using multilevel logistic regressions given the hierarchical structure of data and
binary dependent variables. Since our observations are politicians’ speech acts (one speech unit = one
observation) nested within parties and QTs, the model consists of two levels: parties (e.g. speech unit
belongs to party A; N = 39) and QTs (e.g. speech unit spoken in QT 1; N = 261). To control for the fact that
parties reappear and are not unique observations for each QT, we employ a multi-membership modelling
strategy (appropriate for panel data; see Chung and Beretvas, 2012) which crosses parties with QTs in
which they participate (see Figure 1 for a visual representation of the modelling strategy). We dropped
observations of parties not included in the CHES dataset.?? Depending on the dependent variable, the
number of observations in the analyses varies between 18,612 speech units and 6,218 attacks. The main
models presented in the manuscript do not include the control variable public approval. Including the
variable public approval reduces the number of observations substantially and even drops parties from

|24

the model.”* The extended models including the variable public approval are reported in Appendix S.

Lastly, all our models include variables on the politician’s gender (0=Man; 1=Woman), and year dummies.

23 With this approach, we lose 1,432 (7,14%) observations out of 20,044. These observations usually included speech
acts made by independent MPs and MPs from (short-lived) parties with low share of seats in the parliament (e.g.
MLD in Belgium, HGS in Croatia or UUP in the UK). Sensitivity analyses show that including or excluding these
observations is not impacting our main results and findings in any way.

24 Including the public approval variable results in a drop of 6,074 (32.6%) observations out of 18,612 as we lack
public approval data in Belgium between 2010 and 2014 while for Croatia and the UK we do not have approval data
for small parties in the parliament (see also footnote 9).
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Figure 1. A multi-level model crossing levels of parties with QTs

Observation Party Question time
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Note: A hypothetical scenario of two governing, two opposing parties, and two QTs. Parties A and D only participate
in one QT and parties B and C participate in both QTs.

Results

To what extent and in what way does the electoral cycle affect parties’ attack behaviour? The results of
our multilevel logistic regression analyses are reported in Table 2. The findings show significant changes
in parties’ use of attacks, trait attacks, and uncivil attacks throughout the electoral cycle. As time elapses
throughout the electoral cycle, the probability of parties’ overall use of attacks, trait attacks, and uncivil
attacks in QTs increases. We do not find a significant effect of the electoral cycle on the use of policy
attacks, i.e. parties’ use of policy attacks does not significantly increases or decreases throughout the
electoral cycle. The latter also suggests that the rise of trait attacks does not come at the cost of policy

attacks. The results support H1, H3, and H4, but not H2.

Overall, we find empirical evidence that the electoral cycle affects parties’ attack behaviour in
parliaments, which we argue reflects changes in the importance of parties’ goals. The closer to elections
parties and their representatives are, the more vote-seeking they become. Furthermore, similar to
previous work on negative campaigning, we find that party characteristics affect the base levels of parties’
attack behaviour (e.g. Elmelund-Praestekaer, 2010; Walter and Van der Brug, 2013; Goovaerts and
Turkenburg, 2022). Opposition parties have higher overall use of attacks and uncivil attacks than
governing parties consistently through time while ideologically extreme parties use more uncivil attacks

compared to mainstream parties.
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Table 2. The effect of the electoral cycle on parties’ use of attacks, trait attacks, policy attacks, and uncivil attacks in

QTs
MODEL 1 MODEL 2 MODEL 3 MODEL 4
DV1: Use of attacks DV2: Use of policy DV3: Use of trait DVa4: Use of uncivil
(1=Yes) attacks(1=Yes) attacks(1=Yes) attacks (1=Yes)
Coef. (S.E.) Coef. (S.E.) Coef. (S.E.) Coef. (S.E.)
IVs
Electoral cycle .012 (.002) *** -.005 (.003) .012 (.002) *** .007 (.002) **

Opposition (ref.)

Government

-2.044 (.056) ***

-.692 (.093) ***

.014 (.084)

-.438 (.099) ***

Ideological extremity

1362 (.758)

-.186 (.928)

1.023 (.967)

2.511 (.730) ***

Man MP (ref.)

Woman MP

-.197 (.043) ***

.289 (.083) **

-.358 (.068) ***

-.452 (.086) ***

Belgium (ref.)

Croatia .181(.202) -.094 (.276) .044 (.268) -.699 (.224) **
UK -.061 (.250) -.597 (.301) t .206 (.320) -.037 (.232)
Constant .110(.251) 1.961 (.348) *** -.908 (.326) ** -1.897 (.285) ***
Variance (Parties) .437 (.082) .475 (.104) .554 (.107) .343 (.080)
Variance (QTs) .349 (.026) .548 (.051) .399 (.041) .338 (.054)

N (total) 18,612 6,218 6,218 6,218

N (QTs) 261 261 261 261

N (min. per QT) 29 7 7 7

N (max. per QT) 168 82 82 82

AIC (empty model)

20.338 (0= 22.385)

6.416 (0= 6.726)

8.218 (0= 8.538)

6.085 (0= 6.405)

Note: Models are multilevel logistic regression analyses. The dependent variables are all dichotomous (1=Yes; 0=No).
All models include year dummies, but these are not displayed. Models with the variable public approval included are
available in Appendix S. tp<0.1; *p<0.05; **p<0.01; ***p<0.001

The findings are clearly visible in Figure 2, which presents the post-estimated predicted
probabilities of our regression analyses. Firstly, the top left graph shows that a party’s probability of
attacking in a speech act increases by 74.5% (from .209 to .364) throughout the electoral cycle when
comparing their behaviour in the first QT after an election with the last QT before an election. Secondly,
the probability of using policy attacks decreases by only 5.9% (from .836 to .787), while the probability of
trait attacks and uncivil attacks increases respectively by 49.2% (from .358 to .535) and 46.3% (from .142
to .208) comparing parties’ behaviour in QTs at the start with the end of the electoral cycle. Overall, Figure
2 shows that these shifts in parties’ use, type, and nature of attacks throughout the electoral cycle are not

only significant but also substantial in size.
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Figure 2. Predicted probabilities of parties’ use of attacks and their types (policy/trait) and nature (incivility) during
the electoral cycle
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Note: Vertical lines indicate 90% confidence intervals holding all other variables at their mean

Furthermore, we find some evidence for H5, the notion that not all parties’ attack behaviour is
equally affected by the electoral cycle and that the electoral cycle affects risk-acceptant parties’ attack
behaviour more than risk-averse parties (Appendix T.1; T.2; T.3). Namely, parties losing in polls are more
prone to attack closer to an election (top in Figure 3). Interestingly, both governing and opposing parties
show an increase in attack behaviour, but the effect is significantly stronger for governing parties. This
may be attributed to the need for coalition parties to differentiate themselves from each other (Imre et
al., 2023; Fortunato, 2021). Moreover, both governing and opposing parties increase their use of trait
attacks towards the end of the electoral cycle, but the effect is significantly stronger for opposition parties
(right-bottom in Figure 3). This increase in trait attacks comes at the expense of policy attacks for opposing
parties (left-bottom in Figure 3). Lastly, when it comes to parties’ ideological extremity, we do not find
that the electoral cycle has a different effect on parties’ attack behaviour, conditional on their level of

ideological extremity.

104



Figure 3. Predicted probabilities of attacks when interacting electoral cycle with public approval (above) and
probabilities of policy/trait attacks when interacting electoral cycle with party status (below)
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Note: The full regression output for all graphs is available in Appendix T.1 and Appendix T.2 (for above: Table T.1;
for below: Table T.2). Vertical lines indicate 90% confidence intervals holding other variables at their mean.

Robustness checks

We also conducted sensitivity analyses to check the robustness of our findings (Appendix U.1; U.2; U3;
U4). We found that the effects of the electoral cycle on parties’ attack behaviour are consistent across
different operationalisations of the electoral cycle variable and that the electoral cycle of second-order
elections during the study period did not affect the impact of the first-order election cycle on parties’
negative campaigning in parliament. We also performed jack-knifing, dropping one country and electoral
cycle at a time. The results supported hypotheses H1, H3, and H4 across all countries and electoral cycles,
including H2 when the period of Michel government in Belgium (2014-2019) is omitted. Moreover, when
we include the control parties’ standing in public approval polls in our main models using the smaller

dataset, the effect of the electoral cycle on parties’ attack behaviour is similar, including for parties’ use
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of policy attacks (H2). The probability of using policy attacks significantly decreases by 11.5% (from .845
to .747) comparing parties’ behaviour in QTs at the start with the end of the electoral cycle (see Appendix

S).

However, it is worth noting two country exceptions. Firstly, in Belgium, incivility was generally
used consistently regardless of the electoral cycle. We posit that two factors account for this finding. On
the one hand, the substantial presence of populist and extremist parties in parliament, including both the
right and left of the ideological spectrum, contribute to the persistent use of uncivil rhetoric, as their usage
of incivility does not come with significant repercussions. On the other hand, the necessity for mainstream
parties to form and maintain broad coalitions contribute to their minimal use of incivility throughout the
electoral cycle. Secondly, in the UK, public approval did not impact parties’ use of attacks throughout the
electoral cycle. Instead, it was the opposition parties that predominantly took risks by increasing trait
attacks closer to elections. We attribute this to the importance of office goals, which can be achieved by

winning an election in the UK unlike in Croatia and Belgium (see also Walter et al., 2014).

Conclusion

This study brings a better understanding of how institutional characteristics such as the electoral cycle,
i.e. the period between two consecutive elections, affects parties’ attack behaviour in parliament and
helps to build a general theory on negative campaigning. Firstly, this study makes a theoretical
contribution as it provides grounds for understanding parties' incentives to engage in negative
campaigning from a longitudinal time frame. In doing so, we built upon previous studies that claim that
parties’ objectives shift throughout the electoral cycle affecting parties’ strategic behaviour (Miller and
Louwerse, 2020; Schwalbach, 2022; Seeberg, 2022). Specifically, we argued that vote-seeking goals
become increasingly important to parties closer to elections, which affects parties’ decision calculus on
negative campaigning, which is generally considered a vote-seeking strategy. Closer to the elections the
potential benefits of attack behaviour increase as well as parties’ willingness to take a risk. Therefore,
when the election draws closer parties not only engage more in negative campaigning but also in riskier
attack behaviour, especially parties that are more affected by electoral incentives and risk acceptance.
Secondly, this study contributes to the literature on negative campaigning and parliamentary behaviour

as it is one of the first studies to empirically examine parties’ attack behaviour throughout multiple
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electoral cycles. Work on attack behaviour often ignores temporal dynamics, including the electoral cycle,

and tends to analyse parties’ behaviour in short-term and static campaign periods.

The research results suggest that parties indeed become more vote-seeking and not only attack
more but engage in riskier attack strategies, such as trait attacks and uncivil attacks towards the end of
the electoral cycle. In addition, this demonstrates that the notion of permanent campaigning is not
consistently present throughout the electoral cycle in parliamentary question time sessions, despite their
high media coverage and exposure to citizens. That is, parties exhibit less campaigning-oriented behaviour
in the early stages of the electoral cycle. Lastly, not all parties are equally affected in their attack behaviour
by the electoral cycle. We find evidence that risk-averse parties, especially those losing in the public
approval polls and parties in the opposition, are more likely to engage in riskier attack behaviour towards

the end of the electoral cycle.

Still, our study is not without shortcomings. Firstly, we focused on a specific set of parliamentary
sessions, namely QTs. It is plausible that parties’ attack behaviour in these sessions differs from broader
plenary debates and committee sessions (see Karlsson et al., 2022). We do not expect the impact of the
electoral cycle on parties’ attack behaviour to disappear if different parliamentary sessions are examined,
but studying QTs potentially overestimates parties' use of attack behaviour: QTs are designed to scrutinise
the government and are the parliamentary sessions which receive the most media attention. The field
would furthermore benefit from examining the impact of the electoral cycle on parties’ attack behaviour
in other venues such as press releases or social media. In addition, we only examined parties’ attack
behaviour in three different countries. To further advance the theory on negative campaigning, it is crucial
to examine parties' attack behaviour in electoral cycles across a wider range of countries. More cases
could shed light on how other contextual characteristics, apart from the electoral cycle, affect parties' use

of negative campaigning or interact with the electoral cycle.
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CHAPTER 5

The impact of public approval on the use of negativity
throughout the electoral cycle

Abstract

The literature has found that politicians who lag behind in public approval ratings during campaigns resort
to more negativity. However, the actual impact of approval on the use of negativity during the electoral
cycle has yet to be addressed. Furthermore, due to the short-lived nature of campaigns, current studies
have been unable to establish a directional causal link between approval ratings and negativity. This paper
addresses these gaps by: (i) building a theory for understanding the impact of public approval on the use
of negativity throughout the electoral cycle; and (ii) methodologically testing this impact on a time series
basis. Using data on negativity in parliaments, the results confirm that low approval ratings lead to more
negativity closer to elections in Belgium (2014-2020) and Croatia (2010-2021). In the UK (2010-2020),
however, approval does not appear to be a significant predictor of negativity use. These findings have
important implications for our understanding of the use of negativity by political actors outside

campaigns.
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Introduction

Negativity in politics has been blamed for lower citizen turnout at elections (e.g. Lemert et al. 1999; Nai
2013), decreasing political trust (e.g. Thorson et al. 2000) and increasing polarisation (e.g. lyengar et al.
2012). Despite knowing much about the impact that negativity has on citizens, not much is known about
the impact of citizens’ opinions on politicians deciding to go negative in the first place. This is surprising
as there is plenty of literature on political behaviour that has confirmed the notion that politicians do
respond to citizens’ preferences (e.g. Wlezien and Soroka 2016). This begs the question: Could it be that
citizens themselves (and their approval) are an important predictor of politicians deciding to use negativity

in the first place?

To address this question, negativity needs to be treated as a dependent variable. Thus far, the
only literature that has extensively tested negativity in such a way has focused on negative campaigning.
These scholars studied negativity during election campaigns by collecting and analysing attacks by political
actors on their opponents (Nai and Walter 2015). They have theorised that one of the explanations for
going negative is the status these actors have in terms of public approval, operationalised through opinion
polls and/or election results. More specifically, it has been hypothesised that the frontrunners, who score
higher in opinion polls and are expected to gain a larger share of votes compared to a previous election,
are less likely to use negative campaigning. In contrast, it is suggested that actors who are lagging behind
in opinion polls are more likely to go negative (Skaperdas and Grofman 1995). These expectations have
found support in several empirical studies (e.g. Damore 2002; EImelund-Praestekser 2008, 2010; Haynes
and Rhine 1998; Maier and Jansen 2017; Nai and Sciarini 2018; Walter and Van der Brug 2013) and confirm
the expectation that public approval is an important element that politicians evaluate before deciding to

utilise negativity.

While these findings are fundamental for our understanding of the use of negativity, two gaps in
the research need to be addressed. First, the above-mentioned studies only explored the impact of public
approval during election campaigns. Hence, the conclusions we currently have are only tied to a specific
moment in time. However, citizens’ opinions about political actors are not only formed during campaigns
but also during regular day-to-day politics. As such, politicians are exposed to public approval signals
during the entire electoral cycle, such as polls in the media (see Oleskog Tryggvason 2020). The impact of
these daily approval signals on the use of negativity is yet to be investigated. Second, due to the limited
time frame of campaigns, researchers have predominantly had to approach the operationalisation of

public approval in a static and binary fashion, where some actors are classified as frontrunners and others
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are considered stragglers throughout the entire campaign (e.g. Nai and Sciarini 2018; Elmelund-
Praestekaer 2010; Walter et al. 2014). Therefore, the causal link which is presumed (i.e. public approval

impacting negativity) is based on the congruence between the two and not on directional causation.

Therefore, the intriguing results of these founding studies deserve some in-depth follow-up
research. The aim of this paper is thus to: (i) build a theoretical framework (following prospect theory of
risk-taking) about the causal relationship between public approval and negativity during the entire
electoral cycle, while (ii) methodologically studying the interplay between the two in a time series fashion.
The main argument of this study is that public approval has an impact on political actors going negative
not only during campaigns but also throughout the electoral cycle. However, it is expected that this impact
of public approval on negativity shifts and changes during the cycle. More precisely, this paper argues that
as the time during the electoral cycle elapses, the impact of public approval on the use of negativity grows.
Those actors who enjoy high approval ratings are encouraged to use less negativity because they fear the
potential risks that negativity runs (i.e. fewer votes at the upcoming election). In contrast, actors who
have low approval ratings become risk-takers later in the electoral cycle, using negativity in the hope of

increasing their approval while damaging that of their competitors.

To test this hypothesis, the study made use of data on negativity employed by politicians in
Belgium (2014-2020), Croatia (2010-2021) and the UK (2010-2020) during ‘question time’ sessions (QT)
in their respective parliaments. The amount of negativity that politicians employed during QTs (t) was
regressed on the most recent public approval ratings that preceded these QTs (t-1). The results showed
that negativity used by politicians was, surprisingly, not always affected by approval polls. However, there
was a significant effect of approval later in the electoral cycle and as the probability of an upcoming
election increases. Furthermore, the notion that higher approval leads to less negativity and vice versa
later in the cycle was identified in Belgium and Croatia but not in the UK, where the study found that as
time elapsed during the cycle, both high and low approval actors were stimulated to use more negativity.
These results have important implications for our understanding of the use of negativity by political actors,

while also contributing to the broader literature that studies the linkage between politics and citizens.

Negativity and public approval

Election campaigns
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Negativity is one of the key strategies used by political actors during election campaigns to gain election
victory. It can be defined in a ‘directional’ way (Walter and Vliegenthart 2010) as any form of political
attack in which one political actor criticises the competition during the campaign (Geer 2006). Citizens are
exposed to these attacks through TV adverts, election posters, TV debates, etc., during campaign periods.
Exposure to this negativity in politics can have harmful effects on the democratic process (e.g. adversely
affecting political trust; Mutz and Reeves 2005) and also on society as a whole (e.g. increasing affective
polarisation; lyengar et al. 2012). There is extensive research on negativity during campaigning, in which
scholars have attempted to establish what leads politicians to resort to such a campaign strategy. Given
the impact that negativity has on citizens, these researchers have also looked at how citizens and their
approval ratings have an impact on the use of negativity. Among the very first studies was one by
Harrington and Hess (1996), who empirically showed for the US that candidates who were ranked low by
citizens on the valence scale (i.e. competence) tended to be more negative. This prompted the hypothesis
that high use of negativity and low public approval may be spuriously related, that is, they are both driven

by candidates’ inabilities (Harrington and Hess 1996: 221).

This hypothesis, however, was quickly abandoned, with scholars arguing that it is simply the low
approval of the public that leads actors to employ negativity. Skaperdas and Grofman (1995), for example,
had argued that in a two-candidate race, the candidate that lags in opinion polls is more likely to utilise
negativity. The reason for this outcome is simple: if the runner-up wants to be the frontrunner, they need
to discredit the current frontrunner in the perception of the electorate. As such, using negativity to attack
the frontrunner is a rational strategy, as it may lower citizen approval of the frontrunner (Lefevere et al.
2020; Seeberg and Nai 2021). Another option for the runner-up would be to focus the campaign on
positive messages instead (praising their own achievements/commitments), but this would hardly be an
effective strategy if the public already has a more positive image of the frontrunner (Damore 2002). This
argument was also tested beyond mere two-candidate races and found to be true for US primary races,

where multiple candidates run to become their party’s presidential candidate (Haynes and Rhine, 1998).

As the literature on negative campaigning started to move beyond the US, the impact of public
approval on negativity was also tested in European states. These studies also identified a significant
relationship between public approval and the use of negativity during campaigns in Europe. To be precise,
parties and candidates across Europe use more negativity if they are expected to lose the election

(Elmelund-Praestekaer 2008, 2010; Maier and Jansen 2017; Nai and Sciarini 2018; Nai and Martinez i Coma

112



2019; Walter and Van der Brug 2013).%> Most recently, Nai (2020) identified the same relationship, not
only in Western (US and European) campaigns but also across the globe. Therefore, it is safe to conclude
that the hypothesis about the relationship between negativity and public approval stands in the majority

of cases: low public approval is associated with candidates going negative.

Despite these findings, it remains unclear what happens with negativity once campaigns are over.
Negativity is employed not only during campaigns but also in regular day-to-day politics (Ketelaars 2019).
Venues in which political actors are present between campaigns, such as the media or parliaments,
present opportunities for politicians to utilise negativity during their parliamentary term. We know this
from various other fields of political science that have shown how, for example, there is a heavy negativity
bias in the news (Soroka and McAdams 2015), resulting in negative communication by politicians who aim
to obtain media access (Haselmayer et al. 2019). At the same time, the literature on parliamentary
behaviour has also established that parliaments, for example, are venues in which clashes and conflicts
between actors take place (Otjes and Louwerse 2018; Vliegenthart and Walgrave 2011). Therefore, it is
safe to say that there is negativity throughout the electoral cycle, leading us to wonder whether public

approval also impacts this strategy.

In addition, public approval has been operationalised in a static way in the current research, which
makes it difficult to establish the direction of causality, whereby approval impacts negativity (but see Nai
and Martinez i Coma 2019; Maier and Jansen 2017). Scholars have tended to either classify actors as
frontrunners or losers based on average public approval polls during elections (e.g. Nai and Sciarini 2018)
or have calculated scores about their standing by, for example, comparing polls during elections to the
vote share from the previous election to determine expected gains or losses (e.g. ElImelund-Praestekaer
2010; Walter et al. 2014). While this approach allowed scholars to establish that there is a congruent
relationship between low public approval and high use of negativity, recalling the initial point of
Harrington and Hess (1996), it can be argued that this relationship may not be directionally causal from
approval to negativity. It could be argued, for example, that during the actual campaign citizens approved
of the actor who was less negative, making them the frontrunner and/or putting them in a gain position.
Still, it should be noted, however, that the current approach to the operationalisation of public approval

is understandable, as campaigns outside of the US tend to last for only a few weeks, which can make it

5 For less significant findings, see Walter et al. 2014 and Hansen and Pedersen 2008.
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difficult to study public approval dynamically (a similar problem was also encountered by public opinion

scholars; see Wlezien and Soroka 2016).

Electoral cycle

To address the two gaps identified, this paper analyses the occurrence of negativity throughout the entire
electoral cycle (1), while hypothesising about the directional causal relationship between public approval
and negativity (2). As such, my definition of negativity follows campaigning studies, in which it is seen as
occurrences of politicians publicly attacking each other. However, my definition does not specify the time
period in which the attacks occur (i.e. it may be during a campaign or between campaigns) nor does it
specify that criticism must be directed towards political competitors (i.e. criticism of partners and party

colleagues are also included).

This broader definition is suitable for the purpose of this study as it allows us to study negativity
in politics that takes place between actors in day-to-day politics (parliamentary debates, press releases,
media interviews, cabinet meetings, etc.). Furthermore, this definition encompasses the strategic use of
negativity, where actors direct negativity to internal party or coalition politics. For example, in systems
where politicians are elected in single-member districts, parties may tolerate internal attacks, as this
possibly allows a party to preserve its seat in the parliament (Proksch and Slapin 2012). In addition,
coalition partners in government may go negative towards their partners to prevent drift from coalition

agreements which may hurt their re-election chances (see e.g. Hohmann and Sieberer 2020).

To investigate this broader definition of negativity and its interplay with public approval, the study
employs the prospect theory of decision-making, which argues that individuals who expect to gain are
risk-averse, while individuals who expect to lose are willing to take risks (Kahneman and Tversky 1977).
To determine if one is expected to gain or to lose, a reference point is chosen. Compared to that reference
point, a decision-maker is either in a gain-situation or in a loss-situation, which determines whether they
opt for a risk-taking or risk-averse decision strategy (Vieider and Vis 2019). For example, if the deviation
from the reference point is beneficial for the decision-maker (gain), they become risk-averse in order not
to damage the current favourable position. In turn, if the deviation from the reference point is not

favourable (loss), they become a risk-taker.

Applying this general framework of prospect theory to negativity in politics, it can be argued that

the reference point is the approval rating of political actors. An actor with a high approval rating would be
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in a gain situation, while an actor with a low approval rating would be in a /oss situation. Therefore, we
can hypothesise that politicians will decide whether to risk using negativity or not based on their approval
rating. The risk of using negativity is grounded in the backlash effect associated with negativity, as citizens
may not approve of actors that go negative. For example, a meta-analysis of the literature on the effects
of negativity by Lau et al. (2007: 1180-1183) found that those who attack others usually experience a
decrease in citizen approval (out of 40 situations, 33 were characterised by decreasing approval for the
attacker). This is in line with some contemporary studies that also looked at the backlash effect (see e.g.
Nai and Maier 2021), which confirmed that some voters may choose to vote for a less negative candidate
(Walter and Van der Eijk 2019). Therefore, given that going negative does not always lead to a desirable
outcome, actors with high public approval are likely to be risk-averse and not willing to go negative. In
contrast, actors with low public approval are willing to risk going negative in the hope of decreasing the

approval of their competitors and/or increasing their own approval.

As mentioned above, this part of the theory is already addressed in the literature. However, this
current framework is lacking some nuances, if we want to expand our understanding of the use of
negativity during the entire election cycle. More specifically, there are reasons to argue that in addition
to the reference point (which mainly concerns the approval rating), proximity to the next election also
affects the use of negativity. We know from studies on campaigning that, as the election date approaches,
more negativity will be employed (Damore 2002; Nai and Sciarini 2018). However, since campaigns are
limited in time, scholars have been unable to provide a deeper theoretical explanation for the joint impact
of approval and elections on negativity use (i.e. approval ratings and the election date were usually
studied separately). Therefore, it is fundamental to evaluate such interplay given that there are reasons
to expect shifts in political responsiveness to the public throughout the electoral cycle (Pardos-Prado and

Sagarzazu 2019).

This is why this study extends the theoretical notion that approval impacts negativity during the
electoral cycle by borrowing the prospect theory concept of probability weighting (see Vieider and Vis
2019). ‘Probability weighting’ means calculating whether the loss or gain outcome is going to occur and
adapting risk behaviour accordingly (e.g. higher probability of gain leads to higher risk-aversion). It is
argued that the probability weighting of the outcome is associated with the electoral cycle (i.e. proximity
to the next election). As time elapses during the electoral cycle, there is an increasing probability that the
election will be held, meaning that an actor with high approval has a higher chance of achieving electoral

victory and suffering from the backlash effect if they go negative. This is unlike early in the cycle, when
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such probability is low despite having gains (i.e. there are no elections to be won). In contrast, an actor
with low approval knows that with a higher probability of losing the election as time elapses, the more

risk they will have to take, but this is not necessary early in the cycle.

Hypotheses

This theoretical outline leads to two overarching suggestions. First, changes in public approval of actors
at time t-1 (reference point) have an impact, stimulating these actors to use more or less negativity at time

t (risk), forming the first hypothesis:

H1: Low public approval leads political actors to use more negativity, compared to high approval,

which leads political actors to use less negativity.

Second, the decision to use negativity based on previous public approval depends on the electoral
cycle (probability weighting). The risk of negativity is expected to be low at the start of the electoral cycle
due to the low probability of a new election. Naturally, as time elapses during the cycle, the probability of
winning or losing the upcoming election increases, leading actors with low approval to become risk-takers,

while those with high approval become increasingly risk-averse. As such, this forms the second hypothesis:

H2: The effect of public approval on the use of negativity (see H1) becomes stronger as time

elapses during the electoral cycle.

Methodology

Cases

The hypotheses were tested in three different country case studies in Europe: Belgium, Croatia and the
UK. One of the most profound differences across these three countries concerns the party systems in
which politicians function and compete between themselves. Belgium is characterised by an extremely
fragmented multi-party system that requires politicians to cooperate to gain office. The UK, in contrast,

has a two-party system in which one of the two dominant parties assumes office on its own. Croatia,
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somewhere between the two extremes, has a multi-party system (like Belgium), but most parties group
into two blocks — each of which is led by a dominant party which cooperates with the other smaller

partners (like the UK).

In each country, the focus is on politicians going negative in federal/national parliament during
guestion time sessions (QTs) (Belgium: Vragenuur; Croatia: Aktualno prijepodne; UK: Prime Minister’s
Questions). QTs are useful to study the impact of approval ratings on politicians, since we know that QTs
tend to be the parliamentary activity most exposed to the media. This allows politicians to communicate
with voters (Salmond 2014). As such, it comes as no surprise that research has demonstrated that
politicians use QTs in order to achieve their vote-seeking goals. For example, a survey of politicians
revealed that they believe citizens do pay attention to their activities during QTs due to the media
exposure and their own promotion of questions on social media (Soontjens 2021). Studies of
parliamentary speeches have also shown that politicians use more emotional rhetoric during QTs
compared to other debates, and they do this to appease voters (Osnabriigge et al. 2021). Studies have
also shown that politicians from the opposition use QTs to discredit the government in the eyes of the

electorate (Seeberg 2020b).

There are, however, substantive differences in how QTs are structured in each of these countries
(see e.g. Serban 2020), which provides a diverse setting to test the theory and hypotheses. In Belgium,
QTs take place every week and MPs ask questions in groups (based on a topic) to one or several members
of the government. Once their questions are answered, MPs are granted a rebuttal. Each party group is
permitted to ask questions, regardless of their size in the parliament. Although Croatia has a similar
approach, QTs only take place once every two to three months and last for an entire day. The number of
questions (out of a total of 40) allocated to each party is based on the share of seats in the parliament. As
such, this approach does not allow small third parties a lot of room for manoeuvre during QTs. Similar to
Belgium, MPs are allowed a rebuttal to cabinet members’ answers. Finally, the Prime Minister’s Questions
(PMQs) in the UK take place every week, where opposition leaders and MPs from both the majority and
the opposition ask questions to the PM. Only opposition leaders are permitted a rebuttal. Similar to
Croatia, PMQs also tend to favour the two main parties, with smaller parties in the opposition often being

neglected.
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Data

To study the share of negativity employed by actors during QTs, a quantitative content analysis was
performed on transcripts from these sessions in parliament. QTs were sampled by selecting one in each
month from January 2010 to December 2020 (2021 for Croatia), which resulted in the following sample:
103 QTs in Belgium (30.5% of all Belgian QTs), 43 QTs in Croatia (100%) and 115 QTs in the UK (32.7%).
Every speech contribution was scraped as an observation (N = 20,044) during these QTs from official
parliamentary websites (for Belgium, dekamer.be; for Croatia, edoc.sabor.hr; for the UK,
hansard.parliament.uk). This ‘raw’ data showed what each politician said during a particular QT (Belgium
N = 6,634; Croatia N = 5,679; UK N = 7,731). Therefore, this data included every possible speech
contribution, from formal speeches, such as questions and answers, to informal ones, such as
interruptions and speakers’ interventions (see Fernandes et al. 2021). Protocol speeches, such as speakers
moderating the debate (only transcribed in Croatia), or PMs listing their engagements at the start of every

QT (only in the UK) were not included in this data.

Coders familiar with these countries and languages (Croatian, Dutch, English and French) were
trained and tested for six weeks in recognising negativity during QTs, that is, in each speech contribution
(see Appendix — Coder training for a detailed description of the training and Krippendorff's alpha scores).
Following the new definition of negativity (without the campaigning and the competitor dimensions), the
main dependent variable was operationalised as an attack that contains a criticism of a political actor. As
such, this definition encompasses: (i) attacks regardless of the moment in time at which they occur; and
(ii) attacks in any type of direction (e.g. majority MP criticising the PM). This is important, as attacks also
occur outside of campaigns, and parties or coalition governments may be incentivised to use internal

criticism, as mentioned above (see Proksch and Slapin 2012; Ho6hmann and Sieberer 2020).

Once the coders reached satisfactory reliability in the final two weeks of training, they proceeded
to code negativity in transcripts from QTs in all three countries. Each speech contribution was coded
according to whether there was negativity in it or not. In other words, the data collected indicated
whether a politician had attacked someone in a speech contribution. The final number of speech units
with at least one attack was 6,643 and they accounted for 33.1% of all speech contributions (32.7% in

Belgium, 36.8% in Croatia and 30.9% in the UK).?® As such, on a descriptive level, we can see that QTs are

26 While these descriptive findings are interesting and deserve attention, they are beyond the scope and goal of this
paper.
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not always about conflict, as approximately two thirds of the speech contributions were neutral. This
indicates that negativity in parliaments is possibly employed strategically, with actors evaluating whether
they should use it or not. See Appendix - Examples of coding negativity for examples of negativity and

neutrality in data.

Next, to gather data on the public approval of actors at different times, the study relied on
external polling data sources that preceded the QTs sampled in each country. When selecting this data,
the most important criterion was that these polls were publicly available and had a media presence. This
ensured that the actors were exposed to them and as such that they constituted a good proxy for public
approval. In Croatia, the study used CroDemoskop polling data from polls conducted by PromocijaPlus for
a major Croatian private television channel (RTL), while in the UK it relied on polling data from Ipsos MORI,
which is featured in the Evening Standard newspaper. All polls were conducted regularly each month (with
some gaps) on a representative sample of Croatian/British citizens, in which they are asked to indicate
their preferences for parties and politicians. They were available for the majority of the time frame studied

(2010-2020 for the UK and 2010-2021 for Croatia).

The situation in Belgium was less straightforward, not only because polls are not conducted
regularly but also because of the country’s split into Dutch-speaking (Flemish) and French-speaking
(Walloon) regions, with different actors competing in each region. This is why several polling sources were
used to generate approval ratings of actors on both sides and why they only cover the period between
2014 and 2020. Notably, the polls were conducted by several organisations (mostly Ipsos) for major public
(VRT; RTBF) and commercial (VTM; RTL) media outlets in both regions, which asked Belgian citizens about
their political preferences. To ensure that actors from all three countries were exposed to these polls, a
brief investigation of their posts on Facebook revealed that the majority of them had acknowledged these

polls in their social media posts at least once (see Appendix V).

Using the above-mentioned data, a new dataset was generated, where units of observation were
