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Hydronic configurations of hybrid heat production systems in buildings:1

general design methodology and case studies2
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aUniversity of Antwerp, EMIB research group, Groenenborgerlaan 171, B-2020 Antwerp, Belgium4

Abstract5

Hybrid heat production systems, in which sustainable technologies such as Combined Heat and Power6

(CHP) or heat pumps are combined with auxiliary heaters, have the potential to increase energy efficiency7

in buildings. In order to exploit this potential, a proper hydronic configuration of the production system is8

of uttermost importance. Unfortunately, both scientific literature and design guides have focussed little on9

this aspect.10

Therefore, this paper proposes a general simulation-based design methodology for selecting the hydronic11

configuration of a hybrid production system. To illustrate the methodology, it is applied on different case12

studies in which either a CHP or an Electrical ground-coupled Heat Pump (EHP) is assisted by an auxiliary13

boiler. The considered apartment building is equipped with a collective heating system for both space14

heating and domestic hot water (DHW) production, and four different combinations of the temperature15

levels are considered.16

Results show that if a CHP is considered, the auxiliary boiler should be implemented in parallel and be17

assisted by a modulating valve: this increases the Relative Primary Energy Savings (RPES) with up to 6.218

percentage points. EHPs require a separate circuit in the production system for space heating and DHW,19

preferably with preheating of the domestic cold water (an increase in RPES of up to 16.1 percentage points20

was reported).21

The use of a new type of Load Duration Curve to analyse the simulation results proved to be a compre-22

hensible measure for decision making at the level of every stakeholder in the design process. In conclusion,23

the proposed methodology can assist these stakeholders in their pursuit of high performance hybrid heat24

production systems.25

Keywords: Hydronic configurations, Hybrid heat production, Cogeneration, CHP, Ground-coupled heat26

pumps, GCHP27

1. Introduction28

1.1. Problem statement29

Energy-efficiency is a strict requirement to reach the 2020 and 2030 climate-related goals in Europe [1].30

Not surprisingly, over the past decades the integration of sustainable heat production in buildings has been31

increasing [2, 3, 4]. This integration is facilitated by the trend towards collective heating systems1, as the32

used technologies are subject to economies of scale [5, 6]. For large buildings, two technologies in particular33

are wide-spread: Internal Combustion Engine-based Combined Heat and Power (ICE-CHP, from here also34

referred to as just CHP) [7, 8] and Electric ground-coupled Heat Pumps (EHP) [9, 10].35

The disadvantage of both technologies is their capital cost, and therefore, if one of them is implemented36

in a building it is often combined with an inexpensive auxiliary heater, typically a boiler. This boiler assists37

∗Corresponding author: freek.vanriet@uantwerpen.be
1In ’collective heating systems’ multiple residences are served by a single production system
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the sustainable producer (from here also referred to as ’principal heat producer’) at peak load conditions,38

allowing the size of the latter to be reduced [11, 12, 13].39

Such hybrid heat production systems are highly complex to design and require guides for a proper inte-40

gration in buildings [14, 15, 16, 17, 18]. While the steps in these guides are described differently, all have a41

common structure (also summarized in Figure 1, see black text):42

• Quantify the heat load demand of the building and, if a CHP is considered, the electric load demand.43

When renovating buildings, these profiles can be obtained by measurements or estimated by data44

provided by energy suppliers. For new buildings, profiles based on either ’standard’ buildings or45

simulations can be used.46

• With these profiles and after performing a (pre-) feasibility study, the actual design concept is devel-47

oped. The following aspects should be covered: technology selection, sizing (including of an auxiliary48

heater and thermal storage tank), determining the control strategy and choosing the hydronic config-49

uration.50

• Finally, the design is translated into a real installation in the realisation phase, and is afterwards51

operated and maintained.52

Great efforts have been made to develop methodologies for the different aspects of the design of hybrid53

heat production systems. Pragmatic approaches exist, which allow simplistic but fast sizing, without the54

need for intensive computations: e.g. the maximum rectangle method [19] maximises the thermal production55

of a CHP that is not able to operate in part load, and a corresponding thermal storage tank can be sized to56

limit the number of ON/OFF cycles in a day [14]. Analogue approaches exists for heat pump sizing (based57

on a ’β-curve’) and corresponding tank sizing to limit the number of shut-downs [17, 18]. Also detailed,58

more computationally expensive methodologies have been proposed for hybrid heat production systems,59

whether or not including electricity or cold production. Indeed, numerous (multi-objective) optimisation60

algorithms can be found in literature that are developed for technology selection and sizing of the components61

[20, 11, 21, 22, 23, 6, 24, 25, etc.]. Furthermore, various authors have reported methodologies to optimise62

operation strategies [26, 27, 28, 29, 23, 30, 31, 32, etc.]63

Given the selected technologies, the sizes of all production components and the strategy to control64

them, a final question remains: how should all components be connected by pipes, pumps and valves? It65

is known that in practice this has an important effect on the performance of the production system [4].66

Unfortunately, current guides [14, 15, 16, 17, 18, 33] hardly provide an answer to the question, or lack67

consistency and scientific proof. Also in academics, the design of the hydronic configuration of hybrid heat68

production systems is only in its infancy. The few scientific references that are available are discussed69

hereafter.70

Glembin et al. [34] investigated five different configurations of a hybrid system with solar collectors and71

a boiler, providing heat for space heating and domestic hot water (DHW) production of a single-family72

house. A difference in energy savings of up to 12 percentage points between the different configurations was73

found2. The capacity and type (with or without improvement of the stratification) of thermal storage tank74

were different between the different hydronic configurations.75

Other research [35] compared multiple configurations of solar collectors with either a heat pump or a76

boiler, also for a single-family house with both space heating and DHW production. Along with the hydronic77

configurations of the production system, the types of emitters were altered (radiators, floor heating or con-78

crete core activation), which revealed differences with the same order of magnitude: assuming, respectively,79

a heat pump or a boiler as auxiliary heater, up to 12% or 11% less energy was consumed3.80

Bonabe de Rougé et al. [36] investigated three different hydronic configurations for a hybrid heating81

system consisting of a Stirling engine-based CHP and a boiler: a difference in relative energy savings of up82

to 6 percentage points4 was found for a single-family house with both space heating and DHW. All three83

2Estimated based on Fig. 2 of reference [34] and considering the case with a collector area of 30m2

3Estimated based on, respectively, Fig. 2 and 3 of reference [35], and considering a collector area of 60m2 and the cases
with radiators as emitters.

4Estimated based on Fig. 7 of reference [36] for ”Low” occupancy profiles of concepts ”C1 160” and ”C2 750”.
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hydronic configurations were, beside the difference in configuration itself, characterised by other storage84

tank capacities and insulation levels.85

For a hybrid production system with an ICE-CHP, different hydronic concepts were compared (’serial’,86

’parallel’ and ’shunt’ connections between CHP and boiler) and showed a difference of up to 10 percentage87

points of relative energy savings [37, 38]. These differences were found to be even more expressed for hybrid88

production systems with an EHP and a boiler (up to 20 percentage points [39]). The latter three papers89

considered an apartment building with a collective system for space heating only; domestic hot water (DHW)90

was not considered.91

Within the limited literature available on hydronic configurations of hybrid heat production systems,92

three main problems can be identified:93

1. None of the literature describes a methodology that provides a comprehensible output which can94

be used for decision making of a design process by all stakeholders: installers, engineering offices95

and manufacturers. The susceptibility of the performance of hybrid heat production systems to the96

hydronic configuration, and its complexity that installers, engineering offices and manufacturers have97

to deal with, highlight the need for a methodology which is more comprehensible for its users.98

2. Most research fails to distinguish between the effect of the actual hydronic configuration and other99

design choices, such as tank characteristics (type, number, size or insulation level) or type of emitter100

systems. In other words, the results allow to observe mixed effects only, which complicate the design101

process if some boundary conditions of the hydronic configuration selection are determined in advance.102

This is especially true when different stakeholders are responsible for different aspects of the design.103

3. Not a single case is covered in which a hybrid heat production system with either one of the two104

most common sustainable technologies for large buildings (an EHP or an ICE-CHP) serves a collective105

heating system for both space heating and domestic hot water. Such a common combination requires106

a thorough analysis.107

1.2. Scope and outline of the paper108

This paper proposes a general methodology to design the hydronic configuration of a hybrid heat pro-109

duction system, consisting of a ’principal’ and an ’auxiliary’ heat producer, and applies it on different110

case studies to formulate generalised guidelines. The paper thereby provides a significant contribution to111

the research field of hybrid heat production systems at three levels, covering the main problems identified112

above.113

First of all, a design methodology is proposed consisting of three steps (Section II): the development of114

a morphological chart, simulation-based evaluation and the actual selection of an hydronic configuration.115

Also a new type of ’extended Load Duration Curve’ is suggested which enables a comprehensible analysis116

for decision making (solution to problem 1).117

While the different steps of the proposed design methodology, including the developed simulation envi-118

ronment and type of Load Duration Curve, can be used for different types of heating systems, here (Section119

III) it is applied to the most common hybrid production systems for collective housing. More specific, eight120

representative case studies are considered, all consisting of an apartment building with a collective system121

for both space heating and DHW production. Four cases are equipped with an ICE-CHP and the other122

four with a ground-coupled heat pump. For both groups, the four cases are characterised by different design123

temperature levels of the space heating and DHW circuit. In combination with an in-depth analysis of124

the dynamic behaviour of all configurations, this sensitivity analysis allows to formulate generalised guide-125

lines that can be consulted by designers (solution to problem 2). Within the analysis of each case study, the126

boundary conditions are kept the same for each hydronic configurations to prevent the results from reflecting127

mixed effects (solution to problem 3).128

The formulated guidelines are not only useful for the stakeholders of design processes, they also allow129

academic researchers to select only a single hydronic configuration so that other aspects, such as technology130

selection, sizing or control strategy, can be investigated.131
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Figure 1: Schematic representation of the design methodology proposed in this research (in green), given in the context of
existing methodologies (black).

2. Design methodology132

2.1. General description133

Figure 1 shows both the existing methodologies, as discussed in the introduction, and the proposed134

improvement. Existing methodologies result, in general, in the following outputs that are required for135

designing the hydronic configuration of an hybrid production system:136

• Demand side5-specific boundary conditions: the type of heat distribution system, characteristics of137

emitter system, inhabitant behaviour and thermo-physical properties of the building itself. All these138

characteristics are determined in an earlier stage of the design process and are translated into repre-139

sentative load profiles of the demand side, referred to as Demand Load Profiles (DLPs).140

• Production-specific boundary conditions: selected heat production technologies, their respective sizes141

and control strategies. These decisions are based on existing optimisation strategies that take the142

Demand Load Profiles (DLPs) as input. Ideally, these DLPs contain not only the thermal load of the143

building in time, but also at which temperature this load is required. This allows to take the limited144

temperature range of e.g. heat pumps into account. The outputs of the optimisation consist typically145

of, beside the decisions themselves, the heat loads of each component in the production system at each146

time step. These ’Production Load Profiles’ (PLPs) reflect the expected behaviour of the production147

system for the given production-specific boundary conditions, while making abstraction of the hydronic148

configuration. Indeed, the optimisation is typically based on loads only, not on detailed simulations of149

the hydronics.150

Given the load profiles (both DLP and PLP) and the boundary conditions as starting point (see two151

green arrows towards ’Hydronics’ in Figure 1), the methodology follows three steps in order to arrive at an152

hydronic configuration.153

First, a structured representation of existing and/or novel hydronic configurations is given by means of a154

morphological chart and corresponding guidelines. In the next subsection, this is given for hybrid production155

system with either a CHP or an EHP that serve a collective heating system for both space heating and156

domestic hot water (DHW) production. After that, each hydronic configuration is simulated based on157

dynamic building system simulations (Subsection 2.3). Then, based on the results of these simulations,158

the new type of Load Duration Curves (LDCs) are generated for all the hydronic configurations, thereby159

5In this paper, the term ’demand side’ refers to the heat distribution system, emitters and the building itself, i.e everything
that is not included in the ’heat production system’
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providing a graphical tool for analysis and selection (Subsection 2.4). After these three steps, insights for160

other novel configurations or the formulation of new guidelines can provide feedback for future projects or161

for the current project (reversed arrow in Figure 1).162

2.2. Morphological chart and guidelines163

As already discussed in the introduction, literature -scientific literature in particular- lacks information164

on hydronic designs of heat production systems. Therefore, this subsection is based on input from different165

parties in the private sector involved in the design of hybrid heat production systems. Based on this input,166

the current practice of hybrid heat production systems applied to collective systems for space heating and167

domestic hot water production was defined, with a focus on either ICE-CHPs or EHPs.168

To set up a morphological chart, the functionality of each component should be specified:169

• the ’principal heat producer’, i.e. the CHP or EHP, serves as sustainable heat source.170

• a storage tank (from here referred to as just ’tank’) balances the heat produced by the principal171

heat producer and the building’s thermal demand. Depending on its state of charge, as quantified by172

temperature measurements, and assuming a heat-lead control it generates an ON/OFF signal for the173

principal heat producer.174

• the ’auxiliary heat producer’, i.e. the boiler, serves as a peak load heat producer. It controls the175

supply water temperature if it does not reach its set point.176

• the distribution system transfers heat from the production system to the end use. This distribution177

system contains a tank with DHW to reduce peak loads of DHW production (from here referred to as178

just ’DHW tank’).179

• The end use consists of heat emitters and tapping units to transfer heat for space heating or to provide180

DHW.181

Each of these required functionalities can have multiple solutions (i.e. hydronic configurations), which182

are presented in a morphological chart for configurations with either CHP or EHP in Figure 2. The dif-183

ferent solutions are represented by a set of five Base Circuits (BCs), a concept which was introduced by184

Vandenbulcke [40] for the evaluation of thermal distribution systems. In total, seven hydronic configurations185

(HC) are considered: from ’HC I’ to ’HC VI’ with two variations regarding control strategy for ’HC II’.186

Not all configurations are applicable for both CHP and EHP, and for those that are, a small difference in187

design exists: the presence of a three-way valve in the CHP BC and Tank BC. Before all configurations are188

discussed, these two differences will be explained.189

First, ICE-CHPs are equipped with an internal cooling circuit to recuperate heat and in order to obtain190

proper operation (high electrical efficiency). For this latter reason, the temperature of the internal cooling191

circuit fluid going in the engine block is restricted to a minimum of typically 60◦C. While other methods192

exist, the most conventional way to achieve this restriction is by control of the inlet water temperature [38].193

Therefore, the considered CHP devices are equipped with a modulating three-way valve (see PHP BCs in194

Figure 2 for configurations with a CHP).195

Second, heat pumps are even more sensitive to the temperature they operate and shut down if an upper196

limit is exceeded. To avoid this, an open-closed three-way valve (see Tank BCs in Figure 2 for configurations197

with an EHP) prevents return water at a too high temperature to flow towards the heat pump or to flow198

into the tank.199

From here, all hydronic configurations (HC) of the production system will be discussed all serving the200

same building. The exact demand- and production-specific boundary conditions are discussed further in201

Subsection 3.1 . Note that the principle of HC I and the two variations of HC II have been discussed before202

[39, 38].203

• HC I. The boiler is integrated in series with the supply water. If it is OFF, water is bypassed by204

a three-way valve. Note that the boiler inlet water is heated by the principal heat producer, which205

decreases the boiler’s efficiency.206
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Figure 2: Morphological chart of the production system for two different Principal Heat Producers (PHP). It is intended to
show the basics of the hydronic configurations, not as a P&ID. Indeed, non-return valves and balancing valves are not shown.
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• HC II. A lower inlet temperature can be achieved if the boiler is implemented in parallel with the207

principal heat producer. Again, if the boiler is ON, the amount of water that flows through it depends208

on the control strategy of the two-way valve:209

– Open-closed control valve (referred to as ’HC IIo/c’): if the valve opens, it always opens com-210

pletely and a fixed share of the return water flows directly through the boiler; the other share211

flows towards the tank. The ratio between these two shares is ensured by balancing valves which212

settings depend on the ratio of the nominal boiler and PHP heat load. The disadvantage of this213

control is that it decreases the flow towards the tank which is then discharged at a lower rate.214

In turn, this might decrease the operation of the principal heat producer since the latter is shut215

down if the tank is charged completely.216

– By using a modulating valve (referred to as ’HC IImod’), the decreased discharging rate can217

be minimised while taking overheating of the boiler into account at low flow rates [39, 38]. This218

modulating valve also prevents flow through the tank if the tank is not able to provide net heat.219

This might temporarily occur if the temperature of return water is higher than that of the water220

in the tank.221

• HC III. Analogue to HC II with modulating valve control, also this configuration aims to combine a222

low boiler inlet temperature, while preventing the tank from being discharged at a low rate. This is223

possible by integrating the boiler above the tank, so that the flow through the tank is not affected by224

the operational state of the boiler. Note that this configuration is only able to increase temperature225

of the supply water if water flows through the tank from bottom to top. For cases with a CHP with226

inlet temperature control, this is acceptable since also the outlet temperature is high (typically 80 ◦C).227

For cases with heat pumps this might result in malfunctioning since the supply temperature cannot228

be guaranteed if the water in the tank flows from top to bottom. As a result, this configuration is not229

considered for cases with an EHP.230

• HC IV. To exploit a potential difference in temperature requirements between space heating and231

DHW, both types of end uses are heated with a separate circuit. While especially for heat pumps this232

configuration is expected to be beneficial, it is also considered for cases with a CHP. The disadvantage233

is that all heat for DHW production has to be provided by the boiler.234

• HC V. In order to avoid the disadvantage of the previous configuration, the cold domestic water is235

preheated by the principal heat producer using a heat exchanger. Given the high supply temperature236

of the CHP and its implications for the DHW tank (possibility of reversed heat transfer in the helical237

coil heat exchanger and destruction of stratification), this configuration is only considered for EHPs.238

• HC VI. Rather than preheating the DHW tank’s supply water with an extra heat exchanger, the239

coil heat exchanger can also be supplied by the principal heat producer directly. This concept is also240

applicable to cases with a CHP.241

2.3. Simulations242

All simulations can be performed with a simulation environment created in Matlab, partially developed243

in the context of the project ’Instal 2020’ [41] which is, with exception of the DHW tank’s internal heat244

exchanger, discribed previously [39, 42, 38]. The environment verifies energy balances at component level245

and at system level at all time steps, thereby ensuring correct programming of the simulation scripts. Only246

some aspects of the models that are required to interpret the results of the case studies are given. For247

detailed descriptions regarding the considered component models, the reader is referred to the latter cited248

work.249

First of all, the behaviour of the inhabitants, i.e. settings of the set-point temperatures of the zones250

and usage of domestic hot water (DHW) was emulated by a ’statistical profile generator’, which has been251

developed in previous projects [43, 41].252

The models of the distribution system and building were implemented as following:253
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• Each individual apartment is represented as a single zone and described by a 2R2C model [38]. The254

outdoor temperature and the solar heat gains throughout the year are defined by a Test Reference255

Year of Meteonorm based on meteorological data from Uccle, Belgium [44].256

• The thermal behaviour of the emitters are represented by a dynamic radiator model with three uniform257

segments [45, 46]. The outgoing temperature at steady state is estimated maximum 2.9◦C too high258

[38], compared to an LMTD (Logarithmic Mean Temperature Difference [47]) model.259

• A plug-flow pipe model analogue to type 31 in TRNSYS Library[48] was implemented [49].260

• A stratified thermal storage tank model analogue to type 4 in TRNSYS Library [48] is considered. For261

the DHW tank, a term to take heating from the internal heat exchanger is included. The corresponding262

equations are given in the appendix, in which also the protocol is given to enable fast calculations of263

this heat exchange: vectorised instead of sequential calculations for the different segments.264

The thermal model of all three heat production components (CHP, EHP and boiler), is given by the265

following equation:266

Cprod
dTout

dt
= Q̇th − UAloss,skin (Tout − Tenv) − Q̇hyd (1)

with: Tout (K) the temperature of the thermal mass of the producer, Cprod (J K−1) the overall thermal267

capacity of the producer, Q̇th (W ) the heat transfer between the heat source and the thermal mass, Tenv268

(K) the temperature of the surroundings of the envelope and UAloss,skin (W K−1) the overall heat transfer269

coefficient of the envelope. UAloss,skin was fitted on catalogue data based on the skin losses at nominal270

conditions. Q̇hyd (W ) is the heat transfer towards the hydronic system, equal to Q̇hyd = c ṁ (Tout − Tin),271

with c (J kg−1K−1) the specific heat capacity of water, Tin (K) the inlet water temperature and ṁ (kg/s)272

the mass flow rate of the water.273

In the context of building system simulations, Equation 1 is a typical one to describe the dynamics of274

boilers [50, 51, 52, 53] and it was also applied on ICE-CHPs [54]. To obtain consistency in model structure275

for all three heat producers, a minor adjustment of the heat pump model used by others [55, 56, 57] was276

made. Indeed, instead of applying a first order delay on the heat transfer within the condenser to include277

dynamic behaviour, here this delay is applied on the temperature of the condenser.278

For the CHP and boiler, Q̇th is assumed to be controlled directly by internal control logics, while for279

the EHP it is considered to be the result of its source and sink temperatures (quantified by a second order280

polynomial [39]). For the CHP, Q̇th is at its nominal value if the inlet temperature is below 70◦C and281

decreases linearly to 50% between 70◦C and 75◦C. The CHP shuts down at an inlet or outlet temperature282

higher than 75◦C and 90◦C; the EHP at an inlet or outlet temperature above 55◦C and 60◦C, respectively.283

The relation between thermal behaviour and the consumed energy (gas for the boiler or CHP and284

electricity for the EHP) is given by a so called performance map. The boiler’s performance map is given285

by an instantaneous thermal efficiency as a generalised function of inlet temperature, outlet temperature286

and part load ratio [58, 59]. It includes the non-linear effect of temperature levels on condensation gains287

and the effectiveness of the combustion heat exchanger. The performance map of the heat pump is, again,288

given by a second order polynomial in function of its source and sink temperatures [39]. Finally, the CHP’s289

performance map takes a linear effect of the inlet temperature and part load into account. Also its electrical290

efficiency is approximated by a linear function, but only in function of the part load ratio [38].291

The hydraulic models of control valves and pumps are simplified in order to reduce model complexity292

and decrease computation time. This means that control signals are considered to affect flow rates directly,293

without relying on models based on fluid mechanics. The assumptions and implications of this simplification294

has been discussed in previous work [38].295

In what follows, the simulations performed in this step are referred to as the ’main simulations’. This296

allows to distinguish them from the reference simulations that are used to generate the Demand Load Profile297

and Production Load Profile.298
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2.4. Analysis and selection299

In this paper, ’extended Load Duration Curves’ are proposed as a comprehensible measure for evaluating300

hydronic configurations. They allow to evaluate a configuration on a single graph, while still providing some301

explanation of its behaviour. It should give the designer an idea about the overall performance, and allow302

to detect faults and benefits without necessarily looking into the large amount of simulation data from the303

previous step.304

To explain the basic idea behind the extended LDCs, an example is given in Figure 3. The three colors305

represent three components of the production system: boiler (red), principal heat producer (green) and306

tank (blue). As is the case for conventional LDCs, the figure shows the total heat load in descending order.307

The extended LDC, however, adds information by providing insight in how this heat is delivered by the308

production system:

Duration [h]
0 5597 8760

L
oa
d
[%

]

-30

0

30

100

boiler

php

tank

LDC DLP

LDC php

Base load

Peak
load

load
Part

Figure 3: An example of an extended Load Duration Curve (LDC), with the three differently coloured areas referring to
different components of the production system (php stands for principal heat producer). Also the LDC of the principal heat
producer is shown and reveals the yearly operational hours.

309

• The LDC of the principal heat producer itself is shown as a dotted line. It shows its total operating310

hours (were the line collides with the x-axis, for this example equal to 5597h) and its total amount311

of produced heat (area under the line). Note that the tank enables the principal heat producer to312

operate also at low loads, thereby extending the total operation time.313

• The upper area, denoted by the term ’Peak load’, represents the heat delivered at loads higher than314

what the principal heat producer can generate, typically a situation in which the boiler provides315

back-up heat.316

• The principal heat producer covers the ’Base load’, which is shown as an area that is limited by the317

producer’s nominal thermal load. This nominal load is shown on the y-axis and is in this example318

equal to 30% of the building full load.319

• From the principal heat producer’s point of view, the building is in ’Part load’ if the demand is lower320

than the formers nominal load. As a result, this area represents two typical situations: the principal321

heat producer is ON and the excess heat is stored in the tank (blue area’s below x-axis) or it is OFF322

and the heat is delivered by the tank (blue area’s above x-axis).323

• The solid black line shows the LDC of the Demand Load Profile (DLP). In this example, the demand324

load matches the production load exactly.325
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According to the present methodology, these extended load duration curves are generated for both the326

Production Load Profile (PLP). The LDC of the PLP is intended to show the designer the behaviour of327

the production system, as expected based on thermal loads only. The LDCs based on the main simulations328

reflect the behaviour of the production system including the effect of the hydronic configuration. Showing329

both allows the user to distinguish the effect of the production-specific boundary conditions from the actual330

effect of the hydronic configuration. Given the common use of conventional LDCs, it is expected that the331

proposed extended LDCs are easily accessible for all stakeholders in design processes.332

Besides this qualitative analysis, also a quantitative evaluation is possible for all the hydronic config-333

urations. First, to describe the effect of an hydronic configuration on the demand side performance, the334

following Key Performance Indicators (KPI’s) are used:335

• prefQsh: the extra building’s thermal energy consumption that is used to heat the building, relative to336

the value corresponding to the DLP (in %). The building’s thermal energy consumption is defined as337

the total thermal energy transferred from the production system to the end use by the distribution338

system.339

• prefQdhw: the extra building’s thermal energy consumption that is used to deliver DHW to the end users,340

relative to the value corresponding to the DLP (in %).341

• The Room Temperature Lack (RTL) and Sanitary Temperature Lack (STL) quantify the discomfort342

of the space heating and domestic hot water as experienced by the end users, respectively. These343

variables are expressed in number of degree hours per day, and a Temperature Lack (TL) within a344

period t2 − t1 is, in general, calculated as follows [52]:345

TL =

∫ t2

t1

(Tsp − Tpv) dt if Tpv < Tsp (2)

With Tsp the set point temperature and Tpv the process value. rrefrtl and rrefstl are, respectively, defined346

as the ratio of RTL and STL of a particular hydronic configuration to the RTL and STL of the347

corresponding the DLP.348

The effect of the hydronic configuration on the performance of the production system and its components,349

is given by the following KPIs:350

• ηyea: the CHP is evaluated by its yearly electrical (ηchpel,yea) and thermal (ηchpth,yea) efficiency, and the351

boiler by its yearly thermal efficiency (ηboiyea). For consistency of notation, the yearly Seasonal Per-352

formance Factor of the EHP is referred to as ηehpyea . These yearly thermal efficiencies are defined as353

the total heat transferred from a producer to the heating system, over the total energy usage (gas for354

boiler and CHP, electricity for the heat pump), and analogue for the yearly electrical efficiency of the355

CHP.356

• tcyc: the mean continuous operation time in hours between a start-up and shut-down of the principal357

heat producer (tchpcyc and tEHP
cyc ) and boiler (tboicyc). It quantifies the stability of operation: the higher the358

value the less maintenance costs can be expected. The advantage of this variable over e.g. the total359

number of start-ups is that it takes into account the total operation time.360

• qtotphp: the share of heat produced by the principal heater. 100 − qtotphp is, obviously, produced by the361

boiler.362

• RPES: the relative primary energy savings are calculated with a reference electrical and thermal effi-363

ciency of 37% and 90% (based on higher heating value), respectively, that represent the best available364

conventional heat and electricity production alternative, as discussed by Verhaert et al. [60]. This365

variable takes both the principal heat producer’s and boiler’s performance into account.366
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Figure 4: The heat distribution system for space heating and DHW. Connections to the central pipes of only a single apartment
unit are shown; the other connections are represented by the ellipses. See Figure 2 for a legend of the symbols.

3. Case studies: applying the design methodology367

This section illustrates the present design methodology for a variety of case studies and, based on that,368

formulates general guidelines that can assist future design processes. As already mentioned, it should be369

noted that this paper does not aim to compare the different boundary conditions as such.370

In the first subsection, the considered demand- and production-specific boundary conditions of all case371

studies are discussed. To facilitate the illustration of the methodology, it is decoupled from the overall design372

process of a building by generating the DLP (Demand Load Profile) and PLP (Production Load Profile) by373

reference simulations, rather than obtaining them by a real design process.374

The results of the case studies are addressed in the subsection thereafter. Finally, this section concludes375

with a general discussion regarding the proposed methodology and guidelines for future projects.376

3.1. Case descriptions377

3.1.1. Demand-specific boundary conditions378

All case studies are based on an apartment building consisting of 24 identical apartment units, with379

exception of their solar orientation. The behaviour of inhabitants is represented by both comfort demands380

and DHW usage. More specifically, the types of the different families living in the 24 apartment units match381

a typical distribution of Flemish families [61], as was determined in previous projects [43, 41]. A separate382

distribution circuit is considered for space heating and DHW, as can be seen in the Distribution BCs of383

Figure 2 and, in more detail, in Figure 4.384

The water in the common DHW pipe is not allowed to cool down below 60 ◦C during periods of inactivity,385

in order to prevent long waiting times for DHW users and to avoid risk of Legionella growth [62]. Therefore,386

a control valve allows circulation if the water temperature drops below the limit (Figure 4). The DHW is387

stored in the DHW tank, which is kept at 70 ◦C by an internal helical coil heat exchanger. The corresponding388

pump goes ON if the temperature decreases below its set-point. To prevent reversed heat transfer across the389

coil, i.e. when the outlet temperature T dhw
ret becomes higher than the inlet temperature T dhw

sup , a three-way390

valve bypasses the supply water if its temperature, T dhw
sup , is too low to heat the DHW tank.391

Two different sizes of helical coil heat exchanger of the DHW tank are considered: one corresponding to,392

respectively, an inlet (T dhw
sup,des) and outlet (T dhw

ret,des) design temperature of 75◦C and 65◦C, and one of 75◦C393

and 35◦C (see Figure 4).394

The size of the DHW tank is based on a methodology developed by Verhaert et al. [63] which limits395

the required peak demand of the production system. The sizing, that takes heat losses and temperature396

sensor positions into account, resulted in a total tank volume of 114l. Regarding the sensors, it should be397

mentioned that the upper sensor is positioned at 50% of the tank height. This ensures that the upper half398

of the tank is able to cover for peak demands in DHW.399
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The design heat loss of each apartment unit is 5 kW at 22 ◦C indoor and -8 ◦C outdoor temperatures.400

Two different types of heat emitter are considered: radiators and underfloor heating. Radiators are sized401

with inlet (T sh
sup,des) and outlet (T sh

ret,des) design temperatures of 75◦C and 65◦C and underfloor heating402

systems with 45◦C and 35◦C, respectively. Weather compensation is applied on the supply temperature403

set-point for space heating.404

The room temperature set-point during non-sleeping occupancy of an apartment unit is 22 ◦C. During405

sleeping or absence, a lower set-point is considered, equal to 15 ◦C for cases with radiators and to 20 ◦C406

for cases with underfloor heating. The higher value for cases with underfloor heating take into account407

slower thermal response. All these considered temperature levels, as well as these of the DHW system are408

summarised in Table 1.409

Table 1: Summary of the considered demand-side variations. Different temperature levels for both space heating and DHW
production are considered. For the lower and higher temperature regime for space heating, underfloor heating and radiators
are considered as emitter, respectively.

Case T sh
sup,des/T

sh
ret,des T dhw

sup,des/T
dhw
ret,des Qsh Qdhw RTL STL

◦C ◦C [1012J ] [1011J ] [Kh/day] [10−3Kh/day]

A 75/60 75/60 1.03 1.6 14.38 0.79
B 45/35 75/60 1.35 1.6 10 0.95
C 75/60 75/35 1.03 1.6 14.4 1.1
D 45/35 75/35 1.35 1.6 10 1.2

The DLP is generated by the same simulations as used for the evaluation of the hydronic configurations,410

but with the hybrid heat production system replaced by an idealised boiler. This allows to quantify the411

behaviour inherent to the demand-side specific boundary conditions, which is used as a reference in the412

analysis and selection step of the design. Besides generating the DLP, the reference simulation reveals the413

total consumed heat for space heating and DHW production for case A, B, C and D, and corresponding414

RTL and STL (given in Table 1).415

While a detailed comparison between the cases themselves is outside the scope of this paper, the results416

are explained briefly. The higher consumption for space heating of case B and D are explained by the417

higher set-point temperatures during absence or inactivity if underfloor heating is considered as boundary418

condition. This can also explain the slightly lower RTL for these cases, as a lower temperature increase is419

required if the set point changes from its lower to its upper value. For case A and C, DHW is responsible420

for 13% of the final thermal energy consumption, and 11% for case C and D. The space heating-related421

discomfort (expressed in Room Temperature Lack) can be interpreted as follows: for all cases, spoken in422

terms of mean values, the temperature is between 10 and 15 hours one degree Celsius below its set-point423

in a day. The Sanitary Temperature Lack is negligible; in other words, a high enough supply temperature,424

T sh
sup, is provided by the distribution system for all cases.425

3.1.2. Production-specific boundary conditions426

To make abstraction of the numerous existing optimisation algorithm for technology selection, sizing427

and control strategy, choices are made based on rules of thumb, as often used by design engineers. It428

is therefore assumed that the design process preceding the present methodology results in the following429

boundary conditions:430

• Technology selection. For all cases (A to D), a boiler is selected as auxiliary heater. As principal431

heat producer, either a CHP or an EHP is selected. In what follows, these different boundary conditions432

are treated as different cases: cases ’CHP-A’ to ’CHP-D’ and cases ’EHP-A’ to ’EHP-D’.433

• Sizing. The principal heat producer is sized to cover 30% of the total load required at design conditions434

(120kW), hence a 36kW nominal thermal load is considered.435

The boiler is sized to match the full 120 kW; this ensures comfort at OFF-time of the principal heat436

producer. For an EHP shut-downs are likely to occur when operated at too high temperatures and for437
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Table 2: Overview of the considered case studies and hydronic configurations. ’A’, ’B’, ’C’ and ’D’ refer to demand-specific
boundary conditions as given in Table 1

Producer Case Configurations
CHP CHP-A HC I, IIo/c, IImod, III, IV, VI

CHP-B HC I, IIo/c, IImod, III, IV, VI
CHP-C HC I, IIo/c, IImod, III, IV, VI
CHP-D HC I, IIo/c, IImod, III, IV, VI

EHP EHP-A HC I, IIo/c, IImod, IV, V, VI
EHP-B HC I, IIo/c, IImod, IV, V, VI
EHP-C HC I, IIo/c, IImod, IV, V, VI
EHP-D HC I, IIo/c, IImod, IV, V, VI

a CHP a maximum number of ON/OFF cycles may also disable its operation temporarily. Besides,438

for both types of heat producers, maintenance can restrict operation.439

A thermal storage tank is sized to guarantee a minimal operating time of one hour for the principal440

producer.441

• Control strategy. The principal heat producer is controlled based on the thermal demand, which442

is reflected in the state of charge of the tank. The auxiliary heater provides back-up if the produced443

heat by the principal heater is not sufficient.444

Based on these boundary-conditions, the Production Load Profile (PLP) is generated by a reference445

simulation, based on only heat flows (as typical optimisation algorithms do):446

• The Demand Load Profile (DLP) is taken as input and at all time, the total thermal demand load is447

covered by the production system.448

• If a CHP is considered as principal heat producer, it is characterised by a constant thermal energy449

production if it is ON.450

• Also for the EHPs a constant thermal output is considered, but it is limited depending on the tem-451

peratures defined by the DLP.452

• A storage tank is described by a maximum energy content only, i.e. regardless of the temperature of453

the water it contains.454

• The boiler provides the extra heat that is required to fulfil the thermal demand load defined by the455

DLP.456

The resulting PLP sets a reference regarding the behaviour of the production system, regardless of the457

hydronic configuration.458

All the case studies that are considered are summarised in Table 2; in total, 48 full year simulations were459

performed.460

3.2. Results and discussion461

In this subsection, first the effect of the hydronic configurations on the demand-side performance is462

discussed for all cases. Then, the production-side performance is analysed for all cases with a CHP as463

principal heat producer and after that, for those with an EHP.464
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3.2.1. Demand-side performance465

For all cases, all hydronic configurations result in thermal energy consumption of the building and466

discomfort experienced by its inhabitants (in terms of Room Temperature Lack and Sanitary Temperature467

Lack) close to the DLP simulation. The total thermal energy consumption differs less than ±1% for both468

space heating (prefQsh) and DHW production (prefQdhw). The RTL is always less than 1.1 times the reference469

(rrefrtl ) and the discomfort experienced by DHW consumers is always less than the double of the reference470

(rrefstl ). Given the low values of STL of the DLP (10−3Kh/day, see Table 1, even values twice as high are471

acceptable. In conclusion, all hydronic configurations result in a demand-side performance close to what is472

inherent to the demand-specific boundary condition. Therefore, the rest of the discussion focusses on the473

production-side performance.474

3.2.2. Production-side performance for cases with Combined Heat and Power (CHP)475

In what follows, first the extended Load Duration Curves (LDCs) are discussed in order to illustrate476

their usability, and after that the performance of all configurations is examined.477

Figure 5 shows the extended LDCs of both the Production Load Profile (PLP) and all six hydronic478

configurations for cases CHP-A to CHP-D. While the behaviour of the production system shows clear479

similarities between the expected behaviour (PLP) and the different configurations (main simulations) for480

all four cases, none behaves exactly as expected. Two major types of deviation and their interpretation are481

explained hereafter.482

First, the CHP LDCs show that the CHP operates more hours than expected: depending on the con-483

figuration between 5983 and 6368 hours instead of 5619 hours. This is because if a net flow from bottom484

to top occurs in the tank it can -temporarily- cover net extra load on top of what the CHP is producing.485

For all six configurations, this can be seen in Figure 5: a part of the ’base load’ (and even ’peak load’) is486

covered by the tank (blue), for which a part of the ’peak load’ can be covered by the CHP.487

Second, the tank is not only charged by the excess heat of the CHP under ’part load’ conditions but also488

at higher thermal demand. This is especially true for HC I, HC III and HC VI. It makes no sense to store489

heat from the CHP if the heat demand of the building is higher than what the CHP can produce. Two490

causes of this unexpected behaviour are discussed.491

The first cause is a high return temperature that can charge the tank, as shown for configurations HC I,492

HC IIo/c and HC IImod in Figure 6. The first row of plots shows the temperature in the DHW tank, and493

the second the return temperature (blue) and the temperature in the tank. The third displays the mass flow494

rate at the sink (black) and source (green) side of the tank, and the difference between the two (net through495

tank, negative if flow from bottom to top). The charging of the DHW tank starts at 55.1 h and, accordingly,496

the temperature of the DHW tank increases. A similar charging of this DHW tank can be observed for497

the three hydronic configurations. With increasing DHW tank temperature, also the return temperature498

increases for all configurations, during the shown example from more or less 35 ◦C up to 65 ◦C (second row499

of plots). For HC I, all the return water flows towards the tank, while for the two HC II concepts, a part500

of it flows towards the boiler (see Figure 2). For HC I this results in a high net flow rate from bottom to501

top (blue), as the source side flow rate (green) is considerably lower than sink side (black). As a result, the502

tank is being charged by the return water. While the HC IIo/c can partially solve this problem, HC IImod503

is almost able to eliminate it, i.e. to reduce the net tank flow to close to zero. While HC III and HC VI504

are characterised by the same flow towards the tank as HC I, HC IV is not affected by the charging of the505

DHW tank.506

The second cause is a typical disadvantage of HC IIo/c as already before in detail examined [37, 38]. The507

parallel flow towards the boiler results in a net flow in the tank from top to bottom. As a consequence, the508

CHP charges the tank until a shut-down, even if the building requires more heat than the CHP is producing.509

This is an extra aspect that explains the improved tank flow balance of HC IImod compared to HC IIo/c.510

Hereafter, the Key Performance Indicators are discussed in order to evaluate the hydronic configurations511

quantitatively.512

First of all, it is mentioned that, regardless of the demand-specific boundary conditions, the hydronic513

configuration hardly affects CHP thermal efficiency,ηchpth,yea and electrical efficiency ηchpel,yea they vary for all514
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Figure 6: Dynamic data of one hour for case CHP-A to show the charging of the tank caused by a high return temperature.
Meaning of the legend items: ’top’ = the upper finite volume of tank or DHW tank, ’segments’ = the different finite volumes,
’bottom’ = the lower finite volume of tank or DHW tank, ’return’ = return water, ’source’ = at source side of tank, ’tank’ =
flow rate in tank itself (negative if flow from bottom to top) and ’sink’ = at sink side of tank. Time is given in hours since
January the first at midnight.

cases and hydronic configurations only between 62.1% and 62.9%, and 25.6% and 26.0%, respectively. Also515

the boiler performance shows only little variation, both in terms of efficiency, ηboiyea (less than two percentage516

point difference) and mean continuous operating time, tboicyc (less than 0.7h difference).517

The stability of operation of the CHP is substantially affected by the hydronic configuration, though:518

tchpcyc is for HC IV more than three times higher than the other configurations (see Table 3). This can be519

explained by the absence of high return temperatures during DHW tank, as discussed above.520

Table 3 reveals that also the performance at system level is affected by the hydronic configuration.521

Indeed, the share of heat produced by the CHP, qchpyea, is systematically the highest for HC IImod, followed522

by HC IIo/c.523

Given the negligible differences in ηchpth,yea, ηchpel,yea and ηboiyea, qchpyea can be seen as the principal influence524

on the Relative Primary Energy Savings, RPES and, as a consequence, HC IImod yields the best results.525

Besides RPES itself, also the relative difference with HC I, ∆RPES, is given by Table 3. The results reveal526

that, depending on the case, HC IImod achieves between 10.9% and 43.7% higher RPES than HC I.527

In conclusion, HC IImod should be selected, regardless of the emitter or heating coil temperature design528

levels.529

3.2.3. Production-side performance for cases with an Electrical ground-coupled Heat Pump (EHP)530

Also EHPs charge the tank at high demands, and not only at ’part load’ condition, as shown by the531

extended LDCs (Figure 7). However, in contrast to CHPs, this behaviour is expected because at a supply532

temperature set point higher than what the EHP can provide, boiler operation is required. This can result in533

excess heat of the EHP, even at high thermal demand: it is inherent to the boundary conditions of the design534

and cannot be solved completely by optimising the hydronic configuration, as evidenced by the extended535

LDC of the Production Load Profile (PLP).536

Nonetheless, if a separate circuit for the heating of the DHW tank is considered, this behaviour can be537

limited. Indeed, HC IV and HC V show substantially less tank charging at high demands. Since a fully538
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Table 3: Key Performance Indicators for all hydronic configurations and all case studies.

Case KPI Hydronic Configuration
I IIo/c IImod III IV V VI

CHP-A tchpcyc [h] 7.0 6.3 6.3 6.5 23.1 7.0
qchpyea [%] 56.8 59.8 60.6 56.8 56.4 57.1
RPES [%] 16.1 19.3 19.8 16.3 16.2 16.4
∆RPES [%] 0 (ref) 19.3 22.9 1.3 0.6 1.6

CHP-B tchpcyc [h] 7.9 5.9 6.3 7.8 29.0 8.0
qchpyea [%] 44.2 48.4 49.9 44.2 44.7 44.4
RPES [%] 14.1 18.5 20.3 14.4 15.7 14.4
∆RPES [%] 0 (ref) 31.2 43.7 1.6 10.8 1.6

CHP-C tchpcyc [h] 11.4 11.8 12.4 11.6 23.1 11.6
qchpyea [%] 60.3 61.9 62.5 60.3 56.4 60.5
RPES [%] 19.8 21.6 21.9 20.2 16.3 20.0
∆RPES [%] 0 (ref) 9.0 10.9 2.3 -17.7 1.2

CHP-D tchpcyc [h] 11.7 12.8 12.1 11.4 28.8 11.8
qchpyea [%] 47.1 50.5 51.1 47.3 44.7 48.0
RPES [%] 17.8 21.4 22.0 18.4 15.8 19.0
∆RPES [%] 0 (ref) 20.2 23.4 3.2 -11.2 6.3

EHP-A tehpcyc [h] 1.1 0.4 1.2 2.1 2.3 1.0
qehpyea [%] 38.8 27.2 41.2 52.4 55.2 37.5
RPES [%] 16.5 11.3 17.2 23.5 25.6 15.8
∆RPES [%] 0 (ref) -31.6 4.2 42.1 54.8 -4.2

EHP-B tehpcyc [h] 2.3 1.4 4.0 10.2 9.4 2.7
qehpyea [%] 24.2 19.1 30.6 42.3 43.7 22.7
RPES [%] 15.5 12.8 19.3 27.8 28.9 14.6
∆RPES [%] 0 (ref) -17.3 24.3 79.1 86.8 -5.6

EHP-C tehpcyc [h] 1.1 0.4 1.2 2.1 2.3 1.3
qehpyea [%] 42.7 28.2 42.6 52.4 55.3 43.9
RPES [%] 18.4 11.8 17.8 23.6 25.6 18.9
∆RPES [%] 0 (ref) -35.7 -3.0 28.4 39.7 2.7

EHP-D tehpcyc [h] 3.6 1.3 4.2 10.5 9.6 4.2
qehpyea [%] 31.8 19.7 31.6 42.4 43.7 32.9
RPES [%] 20.1 13.4 20.4 28.1 29.2 21.7
∆RPES [%] 0 (ref) -33.4 1.5 39.8 45.1 7.8
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Figure 8: Dynamic data of one hour for case EHP-A to show the behaviour during DHW tank charging. Meaning of the
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charged tank shuts down the EHP, this also explains the highest operating time of HC IV and HC V: 4849h539

and 5083h, respectively. The other configurations are clearly disadvantaged by the mixing of the circuits540

for space heating and DHW tank charging, e.g. HC IIo/c and HC IImod have an operation of only 2577h541

and 3837h, respectively.542

For HC IImod, HC VI and HC V, an example of dynamic data is shown by Figure 8. The upper plots543

show that a charging cycle of the DHW tank starts at 55.1h. With charging of the DHW tank, the return544

temperature increases suddenly under HC IImod (second row of plots). As of the moment that this return545

temperature reaches the threshold of the tank three-way valve (upper black line in second row of plots, equal546

to 50◦C), that water is bypassed. As a consequence, the flow rate at the sink side of the tank decreases547

to zero (third row, black line). Because the EHP stays ON (green line in fourth row) the tank is charged548

rapidly, and when its temperature at the bottom increases above its set point (in this example 48◦C as549

determined by the weather compensation curve) the EHP shuts down. In contrast, for HC IV and HC V550

neither the threshold for bypassing the return water nor the threshold of the EHP are reached, thus no shut551

down occurs.552

Upper behaviour is reflected in the yearly performance, shown in Table 3. Considering case EHP-A, HC553

IV and HC V show the highest share of heat produced by the EHP, qehpyea , of 52.4% and 55.2% which also554

yields the highest RPES of 23.5% and 25.6%, respectively.555

An extra advantage of HC IV and HC V is the more stable operation of the EHP, quantified by tehpcyc ,556

which is almost twice that of the other configurations. As for the cases with a CHP, other KPIs vary only557

little for the different configurations (ηehpyea , ηboiyeaand tboicyc).558

The exact same trends can be seen for cases EHP-B to EHP-D: the highest operation time is consistently559

achieved with HC V, and so is the highest qehpyea and RPES. Depending on the case, HC V scores 39.7%560

to 86.8% higher than HC I (see ∆RPES in Table 3). While HC VI comes close (∆RPES varies between561

28.4% and 79.1%), the difference with the other configurations is substantially (∆RPES up to −35.7%).562

These results encourage the selection of HC V, no matter which emitter or heating coil temperature563
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design levels are considered.564

3.3. General discussion565

For all cases with a CHP as principal heat producer, HC IImod was found the best solution in terms of566

RPES. For all cases with an EHP, HC V is to be preferred based on the same KPI. The choice of hydronic567

configuration is hence sensitive towards the production-specific boundary conditions, more specifically the568

technology used as principal heat producer. In contrast, the sensitivity analysis on the demand-specific569

boundary conditions revealed that the decision of configuration is independent of the design temperature570

levels. Based on these findings, the following general guidelines are formulated for cases with distribution571

and emitter systems as considered in the present paper:572

• If a CHP serves as principal heat producer, the hydronic configuration should be chosen to prevent573

improper charging of the tank. Of all considered solutions, the optimal way to do this is by allowing574

a parallel flow towards the boiler and control that flow with a modulating valve.575

• With an EHP as principal heater, the circuit for space heating and that for heating the DHW tank576

should be separated. Preheating of the DHW tank water content is preferred in order to allow the577

EHP to cover the DHW heat partially.578

For cases EHP-B and EHP-D, for which DHW account for 11% of the heat demand, preheating increases579

qehpyea with only 1.4p.p. and 1.3p.p. (Table 3). For cases EHP-A and EHP-C, which have a higher DHW demand580

of 13%, a higher advantage of preheating is observed: qehpyea increases with 2.8% and 2.9%, respectively. Hence,581

it is expected that for buildings with a higher share of DHW heat demand, e.g. by a higher insulation level,582

the potential of preheating further increases.583

By means of two examples, the authors stress that the two formulated guidelines cannot be generalised584

to any case, though. First, the DHW tank can also be heated by an external heat exchanger. The resulting585

improved stratification, compared to an internal heat exchanger, is expected to avoid the sudden increase of586

the return temperature during DHW tank charging. Second, other distribution systems exist to cover both587

DHW and space heating in collective systems. A frequently used concept is by using common pipes for the588

distribution of heat for both DHW and space heating. Heat Interface Units transfer this heat to either the589

space heating or DHW system at a local level [64], and therefore the production of DHW is spread out more590

in time. It is clear that for both examples the evaluation of all hydronic configurations should be remade.591

The proposed methodology proved successful in selecting an hydronic configuration with the highest592

performance. Therefore it is expected that it is able to do the same for other cases, such as characterised593

by the two upper examples. Indeed, the steps of the methodology are verified by this research: setting up a594

morphological chart, performing the simulations, analysing the results for selecting the final hydronic config-595

uration, and formulating guidelines. It should be mentioned, though, that a Graphical User Interface might596

facilitate the application of the methodology to other types of hybrid production systems than discussed in597

this work.598

In particular the use of the proposed ’extended LDCs’ proved to be successful for analysing the simulation599

results. It gives the user an idea about the advantages and disadvantages of each hydronic configuration,600

without the need for exploring the enormous amount of simulation data. Also, by comparing the LDCs601

of the hydronic configurations with these of the DLP and PLP, the behaviour inherent to the boundary602

conditions can be distinguished from the actual effect of the hydronic configuration. This increases the603

comprehensibility of the design process, especially given the wide-spread use of conventional LDCs.604

Besides providing insight in the behaviour, these LDCs can also directly assist decision making based605

on RPES. Indeed, they present the total operating time of the principal heater (where LDC of principal606

heater collides with the x-axis, see Figure 5 and 7) and its share of thermal heat production (the percentage607

green area). These two variables prove to be valid predictors to find the configuration with maximal RPES608

for all cases, as shown by Figure 9.609

LDCs should also be able to reflect the level of discomfort, relative to the Demand Load Profile (expressed610

in rrefrtl and rrefstl ). While this could not be verified in the present work because of the low discomfort, it is611
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Figure 9: The potential of the total operating time and the share of heat produced by the principal heat producer to represent
the RPES.

expected that for hydronic configurations which result in a higher discomfort than the Demand Load Profile612

(DLP), the LDC deviates from the DLP LDC. However, the LDCs are not able to provide information613

concerning the stability of operation and hence the use of it should be supported by a limited number of614

KPIs.615

Finally, a note about the use of feedback of the analysis. Besides the formulation of generalised guidelines616

for future projects, as discussed above, another aspect can improve the overall design of heating systems617

within a particular project. Indeed, in future research the selection procedure of the hydronic configuration618

can be embedded in existing methodologies, such as discussed in the introduction. More specifically, the619

feedback can be coupled in order to develop a simulation-based optimisation method [65] that searches for620

optimal technologies, sizes, control strategies and hydronic configurations at once.621

4. Concluding remarks622

In this paper, a general methodology to design the hydronic configuration of hybrid heat production623

systems, consisting of a principal and an auxiliary heat producer, was presented. The methodology focusses624

on comprehensibility and consists of three steps: structuring possible solutions into a morphological chart,625

performing a simulation-based evaluation and selecting the best configuration based on a new type of Load626

Duration Curve (LDC).627

The methodology was illustrated on eight case studies, all based on the same apartment building with628

a collective system with separate distribution pipes for both space heating and domestic hot water (DHW)629

production. The following production- and demand-specific boundary conditions characterising the case630

studies were considered: either an Internal Combustion Engine-based Combined Heat and Power device631

(ICE-CHP) or an Electric ground-coupled Heat Pump (EHP) as principal heat producer, underfloor heating632

or radiators as emitters and a large or a small coil heat exchanger to produce DHW. A condensing boiler633

was considered as auxiliary heater and to allow a stable operation of the principal heater, the latter was634

equipped with a storage tank. The following conclusions could be drawn:635

• If an ICE-CHP is considered as principal heater, the boiler should be implemented in parallel to it and636

by using a modulating control valve. This ensures a qualitative management of the tank by, amongst637

others, preventing it from being loaded by a high return temperature during DHW production.638
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• For hybrid production systems with an EHP, the circuits of the production system for space heating639

and DHW should be separated. To allow the EHP to cover the DHW heat partially, preheating of the640

domestic cold water is recommended.641

These findings are true, regardless of the emitter type or size of the heat exchanger to produce DHW.642

Selecting the correct hydronic configuration could increase the Relative Primary Energy Savings (RPES)643

with up to 6.2 percentage points for cases with a CHP, and for those with an EHP with up to 16.1 percentage644

points. It was found that maximising the operation of the principal heat producer leads to the highest RPES,645

rather than by optimising the performance of individual components.646

In general, the proposed methodology proved to be successful in increasing the performance of hybrid647

heat production systems. The new type of LDC is able to provide information about the behaviour of each648

configuration in order to analyse its advantages and disadvantages, without the need for looking into the649

enormous amount of simulation data. It also allowed to select the configuration with the highest performance650

in terms of Relative Primary Energy Savings.651

The authors acknowledge that the development of a morphological chart will remain a problem in design652

processes, though. Indeed, only limited and fragmented information is available on hydronic configuration.653

Therefore, we advocated the consistent use of the term ’hydronic configuration’ to denote how components654

are connected by pipes, pumps and valves, and to develop a platform to centralise existing information on655

the topic.656

In conclusion, the proposed methodology provides a comprehensible tool to assist the different stake-657

holders in their pursuit of high performance hybrid heat production systems. Future work should focus on658

the centralisation of information regarding the subject, through the development of an publically available659

platform.660
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Appendix665

In this appendix, first the governing equations of the helical coil heat exchanger are given and, next, how666

these equations can be solved efficiently in order to limit computation time.667

As discussed in the main text of this paper, the hot water storage tank itself is modelled according to668

type 4 in TRNSYS Library [48]. In this one-dimensional model, the tank is discretized into n finite volumes,669

each with a uniform temperature of its main water content T sto
i with i ranging from 1 to n (from top to670

bottom). To add internal heating by the helical coil heat exchanger, the following assumptions are made:671

• The thermal capacity of each finite volume is substantially larger than that of the piece of coil embedded672

in it. Based on that, the thermal inertia of the coil’s metal is neglected. Also, the fluid in the coil is673

assumed to be at steady-state, given its relative fast dynamics.674

• Also based on the relative high thermal inertia of the main water content, its temperature (T sto
i ) is675

considered constant during each simulation time step.676

• The convective heat transfer between the two sides of the coil is substantially higher than diffusion677

within the coil; hence this latter type of heat transfer is neglected for the fluid in the coil.678

For a single finite volume, with outlet and inlet temperature of the coil Thea
i,out and Thea

i−1,out, respectively,679

the equations become:680

Thea
i,out = Thea

i−1,out ∗ e−NTU/n + T sto
i (1 − e−NTU/n) (3)

22



Q̇hea
i = −Ċhea(Thea

i,out − Thea
i−1,out) (4)

with Q̇hea
i (W ) the heating of finite volume i, NTU = UAhea

Ċhea
the Number of Transfer Units of the681

complete coil, and UAhea (W/K) and Ċhea (W/K) the overall heat transfer coefficient of the coil and the682

capacitive flow of the fluid in it, respectively. Thea
i−1,out for i = 1, Thea

0,out, is the inlet temperature of the coil683

and is a known variable in what follows.684

Since Eq. 3 is a recurrence relation, i.e. Thea
i,out depends on Thea

i−1,out, direct calculations for all i are not685

possible. A possibility is to perform the calculations iteratively, i.e. calculating Thea
i,out subsequently for i is686

1 to n. However, especially for simulations with high spatial resolution (high value for n), this is expected687

to increase the computation time substantially.688

Therefore an alternative approach is proposed, which enables vectorised calculations of Thea
i,out, i.e. for all689

i in once. The main idea of this approach is to calculate Thea
i,out by an explicit function of Thea

0,out. To do so,690

the fictitious temperature T̄ sto
1,i is defined by the following equation:691

Thea
i,out = Thea

0,out ∗ e−i∗NTU/n + T̄ sto
1,i (1 − e−i∗NTU/n) (5)

T̄ sto
1,i can be interpreted as the mean of the temperatures T sto

i for 1 to i weighted over the position along692

the flow direction so that the outlet temperature of the coil in the i-th segment can be calculated explicitly.693

To further interpret the meaning of T̄ sto
1,i , the reader is advised to compare Equation 5 with Equation 3.694

In what follows it is explained how the weights are defined, by deriving an expression for T̄ sto
1,i .695

First, Eq. 3 is written for i = 1, 2, 3, i:696

697

i = 1:698

Thea
1,out = Thea

0,out ∗ e−NTU/n + T sto
1 (1 − e−NTU/n) (6)

i = 2:699

Thea
2,out = Thea

1,out ∗ e−NTU/n + T sto
2 (1 − e−NTU/n)

= (Thea
0,out ∗ e−NTU/n + T sto

1 (1 − e−NTU/n)) ∗ e−NTU/n + T sto
2 (1 − e−NTU/n)

= Thea
0,out ∗ e−2∗NTU/n + T sto

1 (1 − e−NTU/n) ∗ e−NTU/n + T sto
2 (1 − e−NTU/n)

(7)

i = 3:700

Thea
3,out = Thea

2,out ∗ e−NTU/n + T sto
3 (1 − e−NTU/n)

= (Thea
0,out ∗ e−2∗NTU/n + T sto

1 (1 − e−NTU/n) ∗ e−NTU/n + T sto
2 (1 − e−NTU/n)) ∗ e−NTU/n

+ T sto
3 (1 − e−NTU/n)

= Thea
0,out ∗ e−3∗NTU/n + T sto

1 (1 − e−NTU/n) ∗ e−2∗NTU/n + T sto
2 (1 − e−NTU/n) ∗ e−NTU/n

+ T sto
3 (1 − e−NTU/n)

(8)

i = i:701

Thea
i,out = Thea

0,out ∗ e−i∗NTU/n + T sto
1 (1 − e−NTU/n) ∗ e−(i−1)∗NTU/n

+ T sto
2 (1 − e−NTU/n) ∗ e−(i−2)∗NTU/n

+ T sto
3 (1 − e−NTU/n) ∗ e−(i−3)∗NTU/n

+ ...

+ T sto
i (1 − e−NTU/n) ∗ e−(i−i)∗NTU/n

(9)

23



Thea
out,i can also be written as:702

Thea
i,out = Thea

0,out ∗ e−i∗NTU/n + (1 − e−NTU/n) ∗
i∑

j=1

T sto
j ∗ e−(i−j)∗NTU/n (10)

To find an analogy with Eq. 5, the second term of Eq. 10 is multiplied by (1−e−i∗NTU/n)/(1−e−i∗NTU/n)703

and reorganised:704

Thea
i,out = Thea

0,out ∗ e−i∗NTU/n +

 (1 − e−NTU/n)

(1 − e−i∗NTU/n)
∗

i∑
j=1

T sto
j ∗ e−(i−j)∗NTU/n

 ∗ (1 − e−i∗NTU/n) (11)

And hence T̄ sto
1,i in Eq. 5 is equal to:705

T̄ sto
1,i =

(1 − e−NTU/n)

(1 − e−i∗NTU/n)
∗

i∑
j=1

T sto
j ∗ e−(i−j)∗NTU/n (12)

Finally, to calculate Thea
i,out for all i, Eq. 10 is written as:706

Thea
i,out = Thea

0,out ∗ e−i∗NTU/n + (1 − e−NTU/n) ∗ e−i∗NTU/n ∗
i∑

j=1

T sto
j ∗ ej∗NTU/n (13)

In Matlab, Equation 13 can be calculated by elementary-wise operations on a vector i = 1 : n, and by707

using a cumulative sum for the summation operator in the right term. With the resulting outcome, Equation708

4 can then finally be calculated -also vectorised.709
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