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Abstract—Passive acoustic localization is an important tech-
nique in a wide variety of monitoring applications, ranging from
healthcare over biological survey to structural health monitoring
of buildings. If the subject of interest emits a recognizable
sound and is picked up by a distributed array of microphones
it is possible to measure the difference in arrival times and
reconstruct the source positions. This requires the microphones to
be synchronized up to a fraction of the expected time differences
of arrivals in order for the system to be able to produce
accurate location estimates. In this paper we take a closer
look at the techniques required to synchronize a network of
sensors, connected through a low-power RF-communication link,
in a distributed manner, ie. without the presence of a master
node.The absence of a master node makes the network more
robust against the failure of a single node. We took inspiration
from the synchronization technique observed in some species of
fireflies. A synchronized pseudo random number is embedded in
the captured data as a marker to re-align the data-streams in
time in a post-processing stage.

I. INTRODUCTION

As Gordon E. Moore predicted [1] the cost of computing
power is still decreasing, which instigated the rise of small
interconnected devices in recent years. These devices can be
part of the Internet of Things (IOT) or a separate sensor net-
work. Many of these devices are built for one purpose and are
reasonably affordable. However, it is still a challenge to have
these devices perform heavy calculations or do measurements
with high accuracy. This paper tries to provide an insight into
the different aspects of high-accuracy synchronization in a
Wireless Sensor Network (WSN).

The goal of this paper is to synchronize WSN so that nodes
take acoustic measurements that can be translated to location
estimates with very high accuracy. Due to high amounts of data
being collected, and relatively low data throughput rates the
acoustic sensor data will not be sent while the measurements
are carried out but rather be collected after the measurements.
This can be done by manually removing an SD card from
every node and copying all the data to a central computer. It
is then necessary to align the data-streams in time. To this end
a timing reference (or symbol) is embedded in the captured
data.

From this reconstructed signal difference in the arrival times
of the acoustic signals can be estimated for the different nodes
in the distributed acoustic array. Such a difference is also
called Time Difference of Arrival (TDOA) and can be used
to locate the source positions [2], [3]. The rest of this paper
is structured as follows: Section II gives a brief introduction
on synchronization. It is explained how synchronization works
with fireflies, how we can use this in a model and how we can
measure the results. In section III the applicable concepts of a
WSN are explained. These concepts are then used in a model.
More information on the model can be found in section ??.
From the model a simulator is created. This is explained
in section IV. Finally the captured data is reconstructed as
explained in section V.

II. SYNCHRONIZATION

Synchronization is a well studied and understood phe-
nomenon. The interested reader is pointed to the book by
A. Pikovsky [4]. In this book [4] synchronization is defined
as ”an adjustment of rhythms of oscillating objects due to
their weak interaction”. In our WSN, every node is an actor
in the synchronization process. By itself every node is a self
sustained oscillator with a phase value φ that changes over
time according to a fixed pattern. Due to the weak coupling
between nodes it is possible to obtain a synchronous phase
between multiple nodes. If all nodes share the same phase
value the system is called synchronous. Furthermore if this is
a stable state the system is called locked. Usually a maximal
margin of error is defined. If the phase between nodes deviates
outside of a set margin, the system is no longer locked.

A. Fireflies

Some species of flashing fireflies exhibit synchronizing
characteristics [5] [6]. The strategy used by these animals in
order to achieve mutual coupling is a very straightforward
and robust and eliminates the need for a master ’firefly’,
which makes this approach very interesting for technological
adaptation. Previous work to describe the synchronization
method [7] and to derive a basic mathematical model [8]



has been done, which was adapted recently into a more
technological approach for synchronization [9]. Fireflies act
as a relaxation oscillator that emit a pulse whenever φ reaches
a certain threshold value. Other fireflies can only adjust their
phase upon the reception of such a pulse. This type of
synchronization is coined Pulse Coupled Osccilator (PCO) [9].
Mathematically a PCO can be represented using an integrate
and fire model [6] [10].

B. Types of Synchronization

For a TDOA based acoustic localization system it is neces-
sary that acoustic data is measured with a reliable timestamps.
Traditionally, synchronization of a network of oscillators is
classified into three different levels (or degrees) of synchro-
nization:

• Frequency Synchronization (FS) is the process of having
all nodes agree to an internal frequency. Part of FS can
be done by choosing a certain type of hardware and by
configuring the frequency (using a crystal oscillator for
example). FS is used to eliminate clock drift.

• Slot Synchronization (SS) is used to make all nodes tick
at the same time. This practically synchronizes the phase
of the oscillator, and is used to minimize clock jitter and
phase offsets of the oscillator.

• Time Synchronization (TS) has nodes agree on an equal
absolute time value. This time value can be used to add
as a timestamp to the data logs, and provides a means of
aligning data-streams from independent sensor nodes in
the network.

Since as engineering allows us control over the used hardware
and how it is configured, it is assumed that the internal
frequency is determined beforehand. Upon receiving a pulse
(optical links like fireflies or an engineered equivalent of a
simple RF-data protocol) the phase of a node can be adjusted
until the nodes have synchronized their slots. This process of
slot synchronization should therefore eliminate global clock
drift and jitter. For information about SS see section II-C. The
process of time synchronization is explained in section III-C.

C. Mirollo and Strogatz

In their paper [6] R. Mirollo and S. Strogatz prove that a
network of pulse coupled oscillators always reaches synchrony.
To understand how this network (of PCO) reaches synchrony
it is necessary to point out that:

1) Every node (oscillator) has a phase value φ. Usually this
value ranges from 0 to 1.

2) φ changes with time and can be seen as a counter that
starts at zero. Then φ increases at a certain rate until a
threshold value (φth, usually set to 1.0) is reached. At
this time the node fires a pulse and φ is reset to zero.
This is seen in figure 1.

3) Receiving a pulse has an influence to the internal φ. The
value of φ is increased by an amount that is determined
by the firing map (F (φ)) and the step size (ε).

4) The curve that describes the new φ is called the Firing
Map (F (φ)) as shown in figure 2. Upon receiving a
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Fig. 1. The phase φ of a node is incremented at a steady rate. Whenever
φ reaches a predefined threshold value (usually 1), a pulse is fired and φ is
reset to 0.

pulse this F (φ) is increased with a certain ε. This also
increases φ itself.

5) If a received pulse pushes φ over the threshold this
causes the node to fire.

At the very minimum the Firing Map is a straight line as
shown by the blue line (b ≈ 0) in figure 2. Receiving a pulse
pushes φ by an amount depending on ε. This ε never changes.
A more efficient approach would be to use a curve that is
monotonic rising and concave down [6]. Such a Firing Map
is seen in figure 2 by the green line (b = 3). We consider 3
cases:

• A node receives a pulse right after it has fired itself.
The effect of ε is minimal because of the steep rise of
F (φ). This should not happen in a synchronized network
because of a refractory time that prohibits firing a pulse
right after the reception of another pulse. This scenario
is only possible right after a node is turned on.

• A node receives a pulse when the internal φ is almost at
the threshold value. The effect of ε is large at the flat area
of the firing map and φ snaps over the threshold itself.

• When a node receives a pulse in the middle of the firing
map, φ is adjusted and both nodes are closer to becoming
synchronous.

This results in a faster synchronization while being more
stable once the system is synchronized. In our system the firing
map F (φ) is defined as

F (φ) =
1

b
ln(1 + [eb + 1]φ)

as proposed in [6]. This gives us a firing map with one param-
eter b. This function was chosen because it is monotonically
rising and concave down for a positive b. Furthermore, [6]
shows that a mathematical analysis is easier using this formula.
Parameter b determines the shape of the Firing Map. As b
approaches zero the curve becomes a straight line. A higher b
results in a steeper curve as shown in Fig 2. Note that a detailed
analytical analysis of an n-node network is beyond the scope
of this paper. The results are gathered using a Monte Carlo
Simulation as explained in section IV-A.
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Fig. 2. 3 possible shapes for the Firing Map of φ.

D. Metrics

Measuring and evaluating the synchrony of a network can
be done in multiple ways. Most important for our purposes are
the Time to Synchrony (TTS) and the stability. TTS measures
the time between the initial turn-on and the first time the
synchrony is locked in seconds, and Stability measures the
deviation in percentage after the system has become locked.
Both of these measurements assume a system becomes and
stays locked, see section II. If the system does not reach a
locked state or is unable to keep a locked state none of these
value can be adequately defined.

III. WIRELESS SENSOR NETWORKS

As electronics become cheaper and smaller [1] a rise of
small specific devices is seen. Those devices often serve one
specific purpose and may be interconnected. An example
of such a network is a WSN where every device has one
or more sensors. Devices are usually connected in a mesh
structure, often without an explicit master node. Based on the
requirements of the WSN a protocol [11] can be chosen. The
protocol determines a.o. the abilities for Single or Multi-hop
communication [12]. The use of a master node can introduce
a Master clock for a node to synchronize with, and a wide
variety of sensors used in these sensor networks exist [13].

A. Hardware Considerations

Hardware choice depends in part on the purpose of the net-
work. Big differences exist between nodes that are developed
for home, industrial, medical or military use [14]. Nodes that
are deployed in the field may not be easy accessible. In that
regard it is necessary to determine ease of maintenance [15]
or power usage and battery lifetime [13]. WSN’s can be
heterogeneous [15] or use different sensors in each node.

B. Implementation of the Pulse Coupling

In our network there is no Master node and information is
only communicated between direct neighbors. This eliminates
the need for Multi-hop communication and the network is

less prone to node failure. Furthermore communication delays
need to be as small as possible. Therefore the communication
protocol is chosen to be as simple as possible and stripped of
all unnecessary parts. Most other protocols use some form of
transmitter identification[16][17], ours does not. Only data for
synchronization purposes is communicated. It is also important
to note that our nodes are not expected to move. We have
chosen the eZ430-RF2500 modules from Texas Instruments.
These modules use a MSP430 Microcontroller (MCU) and a
CC2500 Radio Frequency (RF) transceiver. A stripped down
version of the SimpliciTITM protocol is used as a base for the
communication protocol.

Development of the synchronization mechanism was done
in a Model Driven Engineering (MDE) manner [18]. After
determining the synchronization mechanism a mock-up model
was created using Matlab/Simulink. This model contains a
coarse overview of the different inputs and outputs that are
needed by the calculations. Some tests were also defined along
with their desired results. From the mock-up model a Simulink
model was created. Simulink was chosen so that later changes
to the model would not necessarily require a researcher to dive
into the code.

C. Pseudo Random Numbers

The discussed synchronization mechanism only regulates
Frequency and Slot synchronization. Data is captured at the
same time and at the same speed, so an additional mechanism
for Time synchronization is needed. A code or number needs
to be embedded within the captured data that allows a re-
construction algorithm [19] to re-align the data from different
nodes. Furthermore this number needs to be broadcasted by
the nodes as to allow for all nodes to have the same number
at the same time. A Pseudo-Random number sequence can be
used as a marker.

IV. SIMULATION OF NETWORK SYNCHRONIZATION

To simulate the performance of our proposed synchroniza-
tion method per WSN, a custom simulator was written in
Matlab. There are two desired results from the simulations:

1) Find out the circumstances (network topology, PCO
parameters, etc.) under which the network synchronizes.

2) Provide parameters for the PCO so that synchronization
is faster and more stable.

A. Monte Carlo Simulations

One of the goals of this paper is to provide a stable
synchronization algorithm. There is a myriad of parameters
that can change in the network and the algorithm should
always be able to provide a stable synchronization. A Monte
Carlo Simulation [20] can be used to identify the influence
of a single parameter in a multi-parameter system. Some of
those parameters are:

• Amount of nodes in the network (denoted as n)
• Visibility or range of a node (as % of the network)
• Shape of Firing map (parametrized by b, see section II-C)
• Step size when receiving a pulse (denoted as ε)



• Clock drift and clock jitter (in Hz or %)
• Delays such as Round Trip Time (RTT), Coupling delay,

internal delay, etc.
• Internal frequency (in Hz), Synchronization frequency (in

Hz)
• Topology type (Nodes are placed only on walls, ceiling

and floor or nodes are scattered through all the available
space), Random spread of nodes vs. clustering

Some of the aforementioned parameters are inherent to
the used hardware and the experimental setup, while other
parameters can be changed in order to achieve optimal speed
and stability. As a first step some parameters such as range
and RTT were measured on the used hardware platform. This
means that the simulation results may differ for other types
of hardware. This remains untested. Next, the simulations
were split into six groups. There are two topologies (wall,
space) and three values for ε in those groups. We decided
to have a range of values for b (21 values) and the network
connectivity range (10 values). Each tested 100 times with
100 randomly generated network topologies, which equals to
2.1 ∗ 106 simulations each resulting in a single data point
(21 ∗ 10 ∗ 100 ∗ 100 = 2.1 ∗ 106) When placing the nodes
in a virtual network we addressed two types of network
configuration:

1) Nodes are placed on the 4 walls, the ceiling and the
floor. This placement of nodes is often occurred when
measuring the location of for example a bat in a room.

2) Nodes are placed anywhere in the space. This corre-
sponds to placing nodes in trees to measure the location
of an animal in the wild.

It is of course quintessential that there are no islands of
nodes that are not connected with each other because then
synchronization of the overall network is not possible. This
can be avoided by having an ideal spread of nodes while the
distance between the nodes is smaller than the wireless range
of a node. For this project we wanted to avoid predefining
the location of a node so that the network still works with
a random spread of nodes. This problem can be solved by
using Poisson-Disk Sampling [21]. An implementation of this
method has been used to generate random points that still
maintain a usable spread.

B. Results

Each simulation returns data about the TTS and the stability.
Information about the connectivity range, b and ε is also
included. In section II-C it is mentioned that a positive value
of b results in a firing map that is monotonic rising and
concave down. These two properties should result in a fast
and stable synchronization. To test whether this claim holds
true a negative value of b was also tested. Furthermore it is
possible that a system takes a long time to reach synchrony.
Therefore an arbitrary timeout of 50 seconds is chosen. A
system that does not reach synchrony before the timeout is not
considered in our results. They are called invalid simulations.
In the figures below the results of the Monte Carlo Simulations

are shown. Figure 3 (a, b, c and d) shows the amount [%] of
simulations that synchronize before the timeout expires. These
figures show that:

• A negative value for b has a strong adverse effect on the
synchronization. A sharp fall of valid simulations is seen
as b approaches 0.

• A better connectivity (= higher range factor) has a posi-
tive effect.

• Spacing nodes evenly through the space, as opposed to
walls only, has a positive effect.

• In figure 3 (a and c) a green zone appears in the upper-
left corner. Although b has a strong negative value, stable
synchronization occurs in this region. However the syn-
chronizing effect is so strong that a small deviation in slot
synchronization causes the node to skip an entire clock-
tick. This causes the Pseudo Random Number (PRN) to
regularly skip a value which makes data correlation much
harder.

• A smaller value for ε makes for a slower synchronization.
In figure 3 (b and d) a lot of starting scenarios only
reached synchrony after 1 or 2 minutes. These results
are not counted here. None of the simulations where
ε = 0.001 did synchronize in a timely matter.

In figure 4 a more detailed overview is given of the case
where nodes are placed on the wall with an ε of 0.1. From
these figures we conclude that:

• The overall stability is about 95%. The stability is a
measure of the overall slot deviation between the nodes.
It is possible to have a higher stability if lower values for
clock drift and jitter are chosen. In this case we chose
values that were slightly larger than the measured values.
In a realistic setting the stability can be improved by using
more accurate hardware or by simply adding a crystal.

• The stability does not vary much. Only in the lower
ranges a difference can be seen. These differences can
partly be explained by the smaller sample set.

• Synchronization usually occurs within 10 seconds. In
some cases two different groups independently synchro-
nize in antiphase. If so the system may take a bit longer
to reach global synchrony.

• Around the unstable area there is a larger deviation in
TTS.

Similar results are obtained for the other synchronization
cases.

V. PSEUDO-RANDOM SYNCHRONIZATIO

Cross correlation is a fairly straightforward process that
has been used in other reconstruction algorithms [22]. Cross
correlation can be used to find the timing offset between two
signals, and this offset can then be used to align the original
signals. The used sequence of pseudo random values is very
suitable for usage with cross correlation. These signals exhibit
a Dirac like pulse at the exact timing offset. Since it is only a
pseudo random number the same sequence will be generated
at all nodes. This PRN is then synchronized between all nodes.



Fig. 3. Overview of the first 4 Monte Carlo Simulations. In these figures the amount simulations that reached synchrony within 50s are counted. The black
zone signals an absence of valid simulations. a) Nodes are placed only on the walls. The coupling strength ε is 0.1. A steep rise in invalid simulations is seen
as b becomes negative. The green zone in the upper left corner does reach stable synchrony. However, in this region b is so strongly negative which causes
some a pseudo random numbers to be skipped. Simulations in this zone are not suitable for use in practice. b) Nodes are placed on the wall while ε = 0.01.
In this case there are fewer simulations that reached synchrony within 50s because of the weaker coupling strength. c) Nodes are placed all throughout the
space with ε = 0.1. A small increase in the valid results is seen when compared to (a) as the connectivity improves because of the node placement. d) Node
are placed all throughout the space with ε = 0.01. The results are very similar to the case of (b).

Embedding the PRN within the data-stream allows us to align
different data-streams in a post-processing step. Any difference
in the arrival times of the signal can now be used for TDOA.

A. Achieved Accuracy

To measure whether synchronization of the PRN was ac-
curate, we collapsed the 8-bit PRN into a single bit using
an XOR operation. This bit was written to one of the output
pins of the node. A Data Acquisition (DAQ) device was used
to capture the information from all nodes. If the PRN are
perfectly synchronized we expect the cross correlation to peak

right at the center. As seen in figure 5 a this is true. The
measured offset is zero across all data-streams.

As proof of concept of the reconstruction algorithm we
placed 2 microphones very close together. The reconstructed
signal should not show any difference in the arrival times. In
figure 5 b the reconstructed signal is shown. At the beginning
and end of the graph it is clear that both signals have been
shifted. Furthermore it is clear there is no difference in the
arrival times.Note that in both cases above, data was only
captured after synchronization was locked.



Fig. 4. Details of simulation 1 (spacing = walls, ε = 0.1). The white areas in the figures signify that no data is available for these values. This is caused by
a lack of valid simulation as seen in figure 3. a) The mean stability of the system is about 95%. The stability measures the deviation of the pulses from the
expected arrival times. This value is mainly influenced by the added clock imperfections. b) The time between the initial turn of of the system and the first
time that all nodes are synchronized is the Time To Synchrony. Usually the TTS is only a couple of seconds. c) The standard deviation from the stability
is very low and very stable. Some instability is seen in the lower connectivity ranges. d) The standard deviation from the time to synchrony has a larger
deviation. This is caused by some simulations that are almost synchronous at the start of the simulation. Some simulations may take longer to synchronize
because of groups that are individually synchronized in anti-phase.

VI. CONCLUSION AND FUTURE WORK

In this paper we discussed the required steps in order
to achieve decentralized synchronization applied to a WSN
with the intent goal to perform TDOA localization. We show
what considerations are required for each step and how they
can be implemented. Extensive simulation results show the
validity of our proposed approach, and give insights in the
effects of the parameters on synchronization stability. A proof
of concept using off-the-shelve hardware then demonstrates
that the proposed techniques are valid. Even with slow and
limited hardware we achieve fast and stable synchronization.

Furthermore our system shows that the embedded time marker
remains locked absolutely stable.

Several interesting research topics remain, with a strong em-
phasis on the hardware implementation of the synchronization
system, as the underlying theoretical implications governing
pulse-coupled oscillators are well understood. The hardware
for this research was chosen early on in the project. Choosing
a different hardware platform could support different ranges
or more complex network protocols, which will in turn impact
some network parameters such as RTT, range, etc. Evaluating
the choice of hardware and/or network protocol is possible



Fig. 5. Results measured at the physical nodes. a) Shows the cross correlation of the pseudo random number measured at 5 nodes at the same time. The
simultaneous peak of all correlations at the center of picture shows that there are no instabilities in the measured timing offsets of the synchronized pseudo
random number. b) Shows a proof of concept of a synchronized datastream of audio data. The embedded pseudo random number is used to shift the audio
signals. Both microphones are placed at 2cm apart. The combined signals show there is no time difference in the arrival times of the signal.

by only minor changes to the Monte Carlo-based simulation
environment. The current choice of hardware was chosen for
its low-cost and low-power specifications. A more advanced
hardware platform could enable live data transmission as
opposed to manual data collection now.

The length of a data-capture is currently limited by the cycle
size of the Pseudo Random Number Generator (PRNG). A
simple increase in bit length is straightforward. However an
increase in period may also be realized without increasing the
PRNG bit length by having a double seed. This would mean
that for Time synchronization 2 consecutive pulses need to be
received. This also means that special considerations have to
made with regard to receiving a pulse a bit early or late.

ABBREVIATIONS

DAQ Data Acquisition
FS Frequency Synchronization
IOT Internet of Things
MCU Microcontroller
MDE Model Driven Engineering
PCO Pulse Coupled Osccilator
PRN Pseudo Random Number
PRNG Pseudo Random Number Generator
RF Radio Frequency
RTT Round Trip Time
SS Slot Synchronization
TDOATime Difference of Arrival
TS Time Synchronization
TTS Time to Synchrony
WSN Wireless Sensor Network
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