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Abstract—The popularity of the IEEE 802.11 (Wi-Fi) standard
has resulted in a plethora of hotspot deployments. While home
hotspots offer high and consistent performance, at large-scale
events such as conferences and festivals, Wi-Fi performance
is often poor and highly fluctuating. There are several factors
explaining this increased difficulty: the required scale, the com-
plexity of backhaul network topologies, the density of devices
connected to the access point (AP), and the interference caused
by both people and radio frequency (RF) equipment. While
these factors are all known to degrade the performance of
public hotspots, little is known about the actual performance
of IEEE 802.11 at large-scale events. In this paper, we present
the results of quantitative Wi-Fi performance measurement
study undertaken at a music festival with 80,000 visitors over
a geographical area of 0.3 square kilometres. Two separate
networks were constructed for this study. The first was an
IEEE 802.11n-based wireless mesh consisting of 37 devices in
15 nodes working as a network backhaul and the second an
IEEE 802.11n/ac-based public hotspot that was accessible by the
festival goers. We characterise the performance of the wireless
spectrum and illustrate the impact of interference factors such as
crowds and RF equipment. Finally, we report on the results of the
deployment of a public hotspot at the festival, focusing more on
application-layer metrics parameters such as user experience and
session statistics. The results show that the interference at such
events is so high that adaptations to the protocol configuration
are needed to improve performance.

I. INTRODUCTION

With the everyday use of wireless devices such as smart-
phones and tablets, users expect to be always connected to the
Internet. This leads to an increased deployment of Wi-Fi APs,
which in turn results in a higher density of wireless devices.
Dense wireless networks (DenseNets) will be more common
and bring with them the challenge of huge interference. One
particular and large-scale example of this is Wi-Fi at events.
Wi-Fi is commonly deployed for two reasons at large-scale
events: as a public hotspot for visitors or as a wireless
backhaul network that provides connectivity to harder to reach
regions. The expectation of the quality of wireless broadband
connectivity is the same as the one that people have at home.
To deliver that Quality of Service (QoS) in DenseNets is still

an open research challenge. This makes it increasingly difficult
to deploy hotspots at events as there are three main challenges.

First, wireless devices interfere with each other when they
are competing for air-time. The higher the density of the
devices, the higher the interference will be, resulting in
significant performance degradation. Not only active devices,
but also inactive devices can have an impact, as there are
thousands of them probing or keeping the connection alive [1].
This is especially the case for a very dense environment, as
the devices are in close proximity to each other.

A second challenge is that, the backhaul networks them-
selves are evolving towards wireless networks. They are easier
to deploy, as organisers do not need the installation of cables
towards every network device. But the networks need to be
reliable, have a low latency and sufficient throughput.

The third challenge is the large presence of interference by
RF equipment. This is especially relevant for events where RF
equipment such as audio, video and the control of fireworks
lead to interference in the wireless spectrum. This is a com-
pletely new challenge, as usually this is not considered during
the design or implementation phase of wireless deployments
and hardware is not designed to cope with it.

In this paper, we investigate the performance of Wi-Fi in
large-scale and dense environments, as a public network and
a wireless backhaul. For this purpose, we performed a large-
scale field trial for dense Wi-Fi hotspots. This was composed
of a backhaul network and a public hotspot at a large festival
hosting 80,000 visitors over an area of 0.3 square kilometres.
To the best of our knowledge, this is the first paper that
presents a comprehensive study of two deployments in such
a particular large-scale dense environment. The contributions
of the paper are extensive measurements from low level
measurements up to the application layer of a field trial.

The remainder of the paper is structured as follows. We
discuss previous work in Section II and continue with the setup
overview in Section III. We follow up with an explanation of
the extensive results in Section IV and a guideline for large
deployments Section V. Finally, in Section VI we conclude.



II. RELATED WORK

In this section, we provide an overview of the state of the art
in the performance characterisation of large-scale deployments
of wireless mesh networks and public Wi-Fi hotspots.

A. Large-scale wireless mesh networks

While the Wi-Fi infrastructure mode is still dominant, Wi-
Fi-based mesh setups are also used in production networks
with latency sensitive applications. In this setup, layer 2 or
layer 3 routing protocols such as AODV, B.A.T.M.A.N. or
B.A.T.M.A.N. advanced are being used [2]. As such, ample
examples exist of such deployments (e.g., in office environ-
ments to handle backhaul traffic [3], as a city-wide community
Wi-Fi [4]). Vural et al. provide a survey of experimental
evaluations of such wireless city-based mesh networks [5].
The impact of external interference effects is there identified as
one of the most important challenges in setting up a wireless
mesh network. Moreover, Vural et al. present guidelines in
terms of node location, use of directional antennas, etc. Many
of these guidelines were taken into account in the setup of
our large-scale wireless mesh. Our work therefore differs from
the above studies in three ways. First, we focus on much
denser deployments with up to 80,000 people on a small
geographic area. Second, our environments are much more
challenged from interference due to a high amount of RF
equipment. Third, our environment is more dynamic: static
deployment guidelines (e.g., in terms of node location) are
often not possible due to the short time frame in which these
networks are set up and the lack of power in several locations.

The study of very high density deployments (e.g., those
featured at a festival) have mainly been limited to analytical
and/or simulation models. With this respect, Michaloliakos
et al. provide a model for characterising the performance
through simulation of a medium density deployment such as
a conference [6]. Abinader et al. show decreased throughput
in simulations for high density environments [7].

These simulations show that (i) the density introduces
important performance costs and (ii) that the performance is
reverse proportional to the hop count in the wireless mesh.
However, it does not accurately reflect external interference
effects which is crucial in a real deployment. To the best of
our knowledge, our work is the first that characterises the
performance of a deployed wireless mesh backhaul in such
a high-density and dynamic setting.

B. Public Wi-Fi hotspots

With Wi-Fi being one of the most important consumer
oriented wireless technologies, the Wi-Fi infrastructure mode
is more and more used for large-scale deployments as well, of-
fering public Internet connectivity to the users. Characterising
the performance of these deployments is key in understanding
their challenges. Again, most studies focus on analytical
models to estimate the load and corresponding performance in
large-scale hotspots. Ghosh et al. present a model to estimate
traffic in large-scale deployments [8]. Collected data is used
to create a model, which is able to accurately model the traffic

and session distribution. Paul and Ogunfunmi’s work is more
focused on link performance [9]. Their focus is on a complete
analytical model for the IEEE 802.11n standard to model the
behaviour for different parameters. While Zhang et al.’s main
focus is a signal to noise ratio (SNR) based rate adaption,
they provide a good overview over the impact of SNR and
interference on the packet delivery ratio (PDR) [10]. Focusing
on the packet error rate (PER), Ramachandran et al. present
measurements for saturated and non-saturated channels [11].
Their setup is relatively dense and it gives a good overview
over the impact of density in wireless networks. Gummadi
et al.s work focuses on interference outside of IEEE 802.11,
while Rayanchu et al. present a system to detect it with
commodity Wi-Fi hardware [12] [13]. They show significant
vulnerability regarding latency and throughput with only a
very low power output on the interfering device. In contrast
to the above described analytical models, we focus on an
experimental characterisation of such public hotspots, relying
on an actual deployment.

Experimental performance characterisations of public
hotspot deployments are rare. McHenry et al.. present spec-
trum analysis measurements for Chicago [14]. Their Wi-Fi
measurements show that the band is already well used with
received signal strength indicator (RSSI) up to around -65dB.
Their work is however limited to a medium-sized hotspot
and focuses only on lower layer measurements. Biswas et al.
present a large number of network measurements from a
multitude of deployments, which includes data about channel
utilisation, delivery ratio and spectrum analysis, but also usage
of operating systems and devices [15]. This is one of the first
large-scale experimental performance studies that investigate
a real deployment. Our work complements this approach in
the sense that we focus on the performance of such hotspots
in large-scale events with thousands of potential users, while
Biswas et al. rather focus on the performance of medium-sized
hotspots targeting hundreds of potential users.

III. EXPERIMENTAL SETUP OVERVIEW

In this section we will explain the deployed setup consisting
of both a wireless backhaul and public accessible hotspots.

A. QoS performance of a Wi-Fi backhaul network

Each event requires a backhaul communication infrastruc-
ture to allow connecting different locations across the event
area. Each location requires communication for subsystems
such as a cash register, personnel management, etc. Currently,
events deploy kilometres of wired connections to form this
backhaul infrastructure. This is obviously both a costly, time
consuming and non-trivial task. We evaluated the feasibility of
a Wi-Fi-based approach to replace the typical wired backhaul.
To do this, we deployed a Wi-Fi-based mesh network of 15
nodes across the festival area, including six stages with, de-
pending on the location, hundreds to several thousand people
attending. We chose directional antennas to improve perfor-
mance, as our links were point-to-point and the maximum
distance was close to one kilometre. We used the Ubiquiti
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Fig. 1. Initial setup for the Wi-Fi mesh, showing all the nodes and the areas
for the hotspot deployment.

NanoStation M5 [16]. Each device ran OpenWrt and used the
IEEE 802.11n standard [17]. To be able to perform mesh-based
routing, the B.A.T.M.A.N. advanced protocol was used [18].
The topology of the deployed Wi-Fi mesh network is
illustrated in Figure 1. The nodes themselves were placed in
areas with stages close to them, or other places that attract a
large number of people like bars or food stalls. This means
that they were close to other electronic equipment (which were
often also transmitters of - possibly interfering - RF signals),
but also to the stages, bars and food stalls. The height of the
nodes did vary, as some could be placed very high, up to 20
metres high, and others were close to ground level. Most of
the nodes we deployed were on ground level at about one
to three metres height. This means that for most links, both
people and user devices such as smartphones potentially cause
interference as they were moving between the nodes.

B. Application-level performance for a public hotspot

Except for replacing the wired backhaul network, Wi-Fi
is obviously also used to provide public Internet access to
visitors at the event. In this section, we explain the setup of
the publicly accessible hotspot for all festival visitors. To this
end, we deployed 54 APs, spread across three different zones:
the VIP and food area in Figure 1 on the festival area and one
on the camping area with limited RF interference.

Frequency-wise, both 2.4GHz and 5GHz were used. A
maximum of 200 users could be served by each AP, leading to
a theoretical maximum of 10,800 simultaneous users. In order
to simultaneously serve that many clients, a traffic shaping
profile was used on all Wi-Fi sessions. For 2.4GHz, IEEE
802.11n was supported, and for SGHz, IEEE 802.11ac was
enabled. Channel bonding was disabled. Legacy IEEE 802.11b
rates were disabled as well to improve usability and reliability.
Directional antennas were used and in the camping area, only
a part was covered by the deployment. The hotspots were not
publicly announced on every AP, but only at few places.

IV. PERFORMANCE RESULTS DESCRIPTION

In this section, we will present the results of the different
deployments.

A. QoS performance of a Wi-Fi backhaul network

In this section, we discuss the QoS performance of the Wi-
Fi mesh throughout the field trial. We define QoS using the
following metrics:

o The RSSI

« Availability of a link describing the percentage how often
that link was seen during our measurements.

o Usage of a link describing the percentage how often that
link was actively used in routing.

« Latency of ping messages periodically send every second

o Loss ratio of pings

In Figure 2 we can see the availability of links (a) and the
usage of links (b) by the B.A.T.M.A.N. advanced protocol as
a fraction of the 3-day time zone in which the nodes were
online. When compared with the original topology assumed
at design phase and illustrated in Figure 1, we can see a lot
more available links than planned (Figure 2a). Especially in
the denser clustered area with nodes 10 to 15, most of the
nodes can see each other during the entire festival. Although
directional antennas are by nature focused in one direction,
their angle of radiation usually is wide enough to allow for not
completely aligned links. While the availability for our chosen
links is rather high, we have a high number of links that have
an availability from 20% to 70%. But the availability itself is
not sufficient to explain the quality of the link. If we have a
look at the usage of the links and compare it to the availability,
we can see links with a high availability, for example between
node 3 and node 8, but a low usage (Figure 2b). The link was
simply not reliable enough to be chosen by the B.A. T.M.A.N.
advanced protocol, although it was available most of the time.
The overall medium usage of specific links, indicates frequent
changes in the topology. Other links were chosen because the
quality of the link decreased. This unreliability is mainly due
to the fact of too much interference and therefor too much
packet loss on links.

In the 15 nodes deployed in the wireless backhaul, we could
distinguish three different types, depending on where they
were placed (i) at the edge, (ii) indoor or (iii) outdoor. Edge
nodes are nodes that located at the edge of the festival ground
and had therefore less interference and less visitors around
them. With outdoor, we denote nodes that were positioned
outside, mainly on top of stages or other high places and
therefore had sufficient line of sight with other nodes and did
not suffer from the Farady effect. Indoor reflects the nodes
that are either inside stages or other buildings. This means that
these do not have line of sight, but send through structures.
Moreover, as a stage is typically a large metal construct it acts
as a Faraday shield.

Figure 3 displays the average RSSI for the three node types
(Edge, Outdoor and Indoor) with the standard deviation. There
is a clear distinction in the average values, while the standard
deviation is very similar for all groups at around 10.5dBm. The
nodes of type edge have an average of around -66dBm, which
is acceptable. Home setups can achieve better values, but the
performance of Wi-Fi is still fine with -66dBm. For the nodes
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Fig. 2. A lot more links are available than were planned and link usage is not consistent over time.
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Fig. 3. The average RSSI for the three node types. It is important to place
nodes correctly to avoid both external interference and Faraday effects.

of type outdoor it already decreases about 7dBm compared to
the nodes of type edge. While -73dBm is still a value where
Wi-Fi performance is sufficient, the large standard deviation of
10.5dBm also clearly shows the significant instability of the
RSSI values, potentially leading to frequent losses as well.
The nodes of type indoor are worse again with an additional
5dBm of loss, resulting in an average of -78dBm. The again
high standard deviation of 10.5dBm shows two things. On the
one hand, this means that a large number of packets can not be
received correctly and need to be retransmitted, on the other
hand the high deviation means that there was no continuous
interference, but an ever changing one.

A major QoS factor is latency, in Figure 4 we can see the
average latency, for an increasing hop count in the wireless
mesh. The results clearly show the deteriorating effect of
the external interference on the overall latency. For only a
single hop, we already see an average latency of 2.5 seconds.
This so high that any type of bidirectional communication

40
[ Average

35 Il Standard deviation
30
25

w

k=

E‘ 20

©

o

-
(9]

N
o

(9]

One hop

Two hops Three hops > Three hops

Fig. 4. The average latency for the ping tests with standard deviation show
that latency sensitive communication is not feasible.

is impossible. For larger hop counts this increases up to 10
seconds and more. On the other hand, the standard deviation
is extremely large as well. For one hop, around 50% of the
pings were below 100ms, which is still acceptable for most
applications. This percentage decreased down to 10% for more
than two hops and was for two hops around 30%.

This large interference does not only have an impact on
latency. Figure 5 illustrates the observed application loss rate
as a function of the mesh hop count. Even to direct neighbours
the loss rate is already above 50%. As soon as there are two
hops, the loss rate gets close to 80%. With more than two
hops the rate is even above 90%.

These abnormal results are mainly due to the large amount
of RF interference that can be observed in the specific environ-
ment of a large-scale event. IEEE 802.11 uses a carrier sense
multiple access with collision avoidance (CSMA/CA) scheme
to control channel access. In CSMA/CA, the backoff timer
associated to this window is increased every time interference
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Fig. 5. The loss is above 40% for one hop connections and rises to nearly
100% for multi hop connections.

is detected. This means that the latency can easily increase in
high interfering environments.

This latency is partly modelled by Chatzimisios et al. [19],
which provides an analytical model for the expected latency
in an IEEE 802.11b network. Their study mainly shows the
increasing latency when the number of stations increases. They
however do this for an ideal channel, which was clearly not the
case for our deployment. But nonetheless, the model estimates
up to 1 second of latency if there are 70 stations present. This
can explain around 50% of the latency to direct neighbours.
For neighbours further away, it is around the same number, as
we need to add 1 second for each hop. As even probe requests
can create significant interference [1], a high latency is less
surprising if there are thousands of client devices present. The
other half of the latency is harder to explain, here we need
to take into account that the model from Chatzimisios et al.
is only for ideal channels. The time the channel is sensed
busy will be much higher than the assumption in the model,
which would increase the latency significantly. This is due to
the fact that not only our devices are present, but also a lot of
external Wi-Fi (e.g., devices on other networks) and non-Wi-Fi
interfering (e.g., other RF equipment) sources.

B. Application-level performance for a public hotspot

While the previous section discussed the performance of the
Wi-Fi backhaul, we now discuss application-level performance
of the publicly accessible hotspot during the festival. In this
section, we are evaluating the results in regard of sessions per
AP, traffic per AP and traffic to session distribution. A session
is the time a client was associated to an AP. During the festival,
there were about 1,900 sessions on average with a peak of up
to 19,000 sessions and a total of around 1,000,000 over the
period of three days. The number of uniquely connected clients
was on average 700, with a peak of 2,800 and a total of around
22,000. Figure 6 shows the distribution of the sessions over the
APs in the areas where Wi-Fi was provided with the average
and the 95th percentile. Especially striking for all APs is the

large deviation in terms of connected users across them. This
means, those had at some point a lot more users connected to
them, as the APs around them. This brings up an important
point: although the APs were geographically fairly balanced
between the audience, the resulting AP association is not.

We can see a similar pattern when we look at Figure 7,
where the traffic for the APs is depicted. In this case, we
only focus on the traffic in the food area, but the other
areas have similar results. As can be seen, the unbalance in
session per AP also results in an unbalance in traffic per AP.
These results clearly show the need for more advanced load
balancing mechanisms, which are able to evenly distribute
the traffic amongst APs. In the IEEE 802.11 standard, the
decision to associate to a particular AP is done by the end
device. However, as can be seen from the above results, for
high density environments, this is far from optimal.

Figure 8 illustrates the number of sessions compared to
the average traffic per session in the food area. We can see
that few sessions generate high-bandwidth traffic. On the other
hand, nearly half of the sessions are around a few kilobytes of
traffic. This means, that a lot of the sessions were only used
for automatic services like fetching emails or similar things.
Manual services like browsing or even streaming were only
used by a limited number of users. This is in line with the
session duration which was between 10 and 100 seconds.

V. LESSONS LEARNED

The results show that it is crucial to have a well-planned
deployment for large-scale events. For this purpose, we present
guidelines in this section.

First, of utmost importance is the interference from Wi-Fi,
but also RF sources. With this in mind positioning of devices
becomes crucial. We have seen that placing them outside, if
possible in a high position, with line of sight is important.
The interference itself adds around 7dBm and placing them not
intelligently adds another S5dBm. Placing them not intelligently
makes them practically unusable.

Second, one should also not underestimate the impact of
the interference on the performance and especially the latency
as this is a crucial metric for QoS. We have seen that the
impact is incredibly high. So high, that the network becomes
unusable. To better cope with interference, a more sophisti-
cated analytical model is necessary. With this, prediction and
accurate planning becomes possible

Third, the Medium Access Control (MAC) protocol needs
to more predictive instead of reactive. While being able to
send while interference is present works in some cases, it
might be more efficient to predict when no interference is
present and send at this moment. Currently there is no such
protocol present. If all of this fails, switching frequencies is
another solution. The E-band in 70GHz and 80GHz offers an
interesting prospect for long wireless links. [20]

Final, specifically for hotspot deployments another need is
present. We have seen a large difference in distribution of
traffic and sessions among APs. This decreases the experience
for the users on the highly loaded APs, while there is capacity
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available on nearby APs. Advanced load-balancing algorithms
are needed that can cope with dynamically changing clients
and especially mobility of clients.

VI. CONCLUSION

In this article, we presented the results and lessons learned
of a large-scale measurement study of dense Wi-Fi deploy-
ments. We focused both on the performance of a wireless
backhaul and a public hotspot at a large-scale music festival.
The results show how complicated it is to deploy a wire-
less backhaul in such a challenging environment, containing
multiple RF interfering sources. Both RSSI (below -70dB)
and latency values (hundreds of milliseconds) are several
factors worse than compared to small scale deployments.
This results in strong fluctuations in the topology and the
routing behaviour. Based on these results, we presented some
guidelines for future deployment that can minimise the impact
of interference. However, the results also show that there is a
need for a more specific MAC protocol for wireless backhauls
in such challenging environments, in order to optimise perfor-
mance as a response to external interference effects.

The performance of public hotspots in the same geographic
area is better since the backhaul itself is using a wired
backhaul instead of a wireless backhaul. In this experimental
performance study, we therefore focused more on application
level performance, characterising the user behaviour during the
festival. The results show that it is possible to provide public
internet access to users with public hotspots on such a large
scale. In terms of user behaviour, the duration of sessions is
rather short with the majority between 10 and 100 seconds.
This indicates a high mobility, which is expected as festival
goers move around the area. The usage per traffic with below
10MB for 90% of the sessions is also rather low. Overall, this
article provides several guidelines and lessons learned when
deploying and managing Wi-Fi networks on large-scale events.
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