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Abstract

In this work we study the energy transport in a gliding arc discharge with two diverging flat electrodes in argon gas at atmospheric pressure. The discharge is ignited at the shortest electrode gap and it is pushed downstream by a forced gas flow. The considered current values are relatively low and therefore a non-equilibrium plasma is produced. We consider two cases, i.e., with high and low discharge current – 28 mA and 2.8 mA, and a constant gas flow of 10 L/min which has a significant turbulent component of the velocity. The study presents an analysis of the various energy transport mechanisms responsible for the redistribution of the Joule heating to the plasma species and the moving background gas. The objective of this work is to provide a general understanding of the role of the different energy transport mechanisms on the arc formation and sustainment, which can be used for the improvement of existing or new discharge designs. The work is based on a 3D numerical model, combining a fluid plasma model, the Shear Stress Transport Reynolds Averaged Navier-Stokes (SST RANS) turbulent gas flow model and a model for gas thermal balance.

The obtained results show that at higher current, the discharge is constricted within a thin plasma column with several hundred of Kelvins above room temperature, while in the low current discharge, the combination of intense convective cooling and low Joule heating prevents discharge contraction and the plasma column evolves to a static non-moving diffusive plasma, continuously cooled by the flowing gas. As a result, the energy transport in the two cases is determined by different mechanisms. At higher current and constricted plasma column, the plasma column is cooled mainly by turbulent transport, while at low current and unconstricted plasma, the major cooling mechanism is energy transport due to non-turbulent gas convection. In general, the study also demonstrates the importance of turbulent energy transport in redistributing the Joule heating in the arc and its significant role for the arc cooling and the formation of the gas temperature profile. In general, the turbulent energy transport lowers the average gas temperature in the arc and thus it allows additional control of thermal non-equilibrium in the discharge.
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1. Introduction

Gliding arc discharges (GADs) are DC or low frequency AC discharges produced between two electrodes [1,2]. In the classical configuration, the electrodes are flat and diverging from each other. The plasma channel moves along the electrodes due to a forced gas flow and when its length reaches a critical value, the discharge diminishes and it reignites at the shortest electrode gap. Besides this classical configuration, there are several other designs, addressing the need of specific optimization for specific applications, like for example discharges with multiple electrodes [3,4], a magnetically stabilized gliding arc (MGA) reactor [5], a reactor with vortex gas flow [6,7], etc. The GAD is very promising for various applications, such as CO₂ conversion [7,8], dry reforming of methane [9,10], N₂ fixation [11,12], surface treatment [13] and even waste treatment [14]. This type of discharge is attractive, because it allows the generation of relatively dense plasma in the order 10^{20}-10^{22} m⁻³ while sustaining a relatively low gas temperature below 2000-3000 K. Taking into account that the electron temperature in these discharges is in the order of 1-2 eV, it is clear that GADs produce thermally non-equilibrium plasmas, which are found to be preferable for various plasma assisted gas conversion processes [1].

The thermal non-equilibrium behavior of GADs is related to several characteristics, like their nonstationary cyclic nature, the forced gas flow, the electrode configuration and the power supply parameters. It is rather difficult to generalize the contribution of the different energy transport mechanisms, due to the large variety of discharge configurations, working gases and applied electrical power. In all cases, however, the degree of non-equilibrium is the result of a balance between heating and cooling of the background gas. To our knowledge, the problem of energy transport in GADs was only partially discussed in literature. Discussions about it can be found in several earlier works [15‐17] and in more recent papers [18‐22].

In this work, we present a more systematic analysis of the cooling mechanisms and the energy balance in the GAD with a typical two-electrode configuration in argon gas. The aim of this study is to analyze the contribution of the various energy transport mechanisms and to provide a general understanding of their role in the discharge sustenance and formation. In general, we seek for conditions which favor a higher degree of thermal non-equilibrium and gas temperature in the order of several hundred degrees Celsius. Even lower gas temperature values might be of interest in some applications where temperature sensitive materials are treated.

Although the results in this study are obtained for a limited number of different discharge conditions like electrical current, gas flow and gas type, the discharge conditions are chosen so that the obtained behavior is representative for the possible discharge regimes in low current arcs in different gases and electrode configurations. The study is based on 3D numerical modelling of the discharge, including a coupled plasma, gas and electrical circuit description. This work can be considered as an extension of the above mentioned studies [18-21]. More specifically, the model extends the previous work in several directions: 1) It uses a 3D, fully coupled plasma-gas model, which is capable of providing a more complete view of the discharge physics and quantitatively more correct results. Previous studies were mainly focused on the general discharge behavior and most of them were based on 2D models, which allows for qualitative characterization of the discharge. 2) It provides a quantitative measure of the relative importance of the different energy transport mechanisms, which was not studied before. 3) It provides quantitative results for the effect of the plasma on the gas flow, which was previously ignored (except in [18]). 4) Finally, it provides an analysis of the role of turbulent transport on the discharge formation.

The paper has the following structure: In section 2 we briefly describe the model developed for the GAD description. The obtained results are presented in section 3. In subsection 3.1 we give a general overview of the plasma and gas characteristics for two cases with different discharge current. Subsection 3.2 is devoted to the thermal balance of the discharge and the energy transport mechanisms. Finally, a conclusion is given in section 4.
2. Model description

The numerical model used here is a 3D model and considers the geometry of figure 1, showing a discharge cross section. The geometry corresponds to an experimental set-up described in [24,25] and it includes two simple knife-shaped electrodes with diverging distance between them and an gas inlet nozzle below. The shortest distance between the electrodes is 3.2 mm. The discharge is powered by a simple external discharge circuit, including a DC voltage source with a voltage of 3700V and a current limiting resistor in series. The resistor value is 132 kΩ for the case of 28 mA discharge current and 1.32 MΩ for the 2.8 mA discharge current.

Below we provide a brief description of the model and its implementation; more details are given in Appendix A. The model is based on a previously developed plasma model, which in this work is fully coupled in time to a gas flow description, based on the Shear Stress Transport Reynolds Averaged Navier-Stokes (SST RANS) turbulent model [26] and gas thermal balance. The geometry includes two domains, used in two consecutive stages of the simulations. The division in two domains is implemented in order to reduce the computation time during the discharge simulation, by excluding part of the domain which does not change due to the presence of plasma.

During the first stage, only the SST turbulent gas flow model is solved in the whole domain “A”, assuming that there is no plasma and thus no gas heating. The gas inlet is a small nozzle with diameter of 1.5 mm and the applied gas flow rate is 10 L/min at atmospheric pressure. The electrodes and the outer wall have no slip boundary condition, the gas inlet (the nozzle) has a fixed normal velocity of 95 m/s and at the gas outlet, the boundary condition is fixed at atmospheric pressure. The model is solved until steady state is reached. Thus, in this way we obtain an accurate and realistic solution of the gas flow, including the effects related with the nozzle.

During the second stage, all equations of the model are solved simultaneously, but in a somewhat reduced domain B. The domain is obtained from domain A by removing the part below cut plane C (see figure 1), i.e. the plane C appears as a gas inlet boundary for the domain “B”. This is done in order to avoid the calculation of the equations related to the plasma species and electric field in the whole domain and instead to solve them only in a reduced region in which the plasma can have a certain influence on the flowing gas. One can go even further and reduce the domain in the radial direction as well, but this was not done in the current implementation of the model.

Figure 1. Cross section of the geometry considered in the numerical model. The arc in different moments in time is represented schematically with orange lines.
The system of equations includes the SST gas flow model [26, 27], the plasma model and the model for gas thermal balance. The plasma model is based on the fluid approach and it considers the following species: electrons, $\text{Ar}^+$ argon ions, $\text{Ar}_2^+$ argon molecular ions and $\text{Ar}(4s)$, which represents all 4s levels, considered as a single lumped excitation level. The plasma model is based on the assumption of plasma quasi-neutrality and ignores the wall plasma sheaths. The model includes the electron energy balance equation, a simplified form of the current conservation equation and the balance equations of the considered species $\text{Ar}^+$, $\text{Ar}_2^+$, and $\text{Ar}(4s)$, while the electron density is simply obtained as the sum of the positive ion densities. The excited atoms $\text{Ar}(4p)$ and molecules $\text{Ar}_2^*$ are also taken into account in an effective way (see the appendix). The electric field due to the external field affects the plasma only as a Joule heating term in the electron energy equation and does not enter in the particle fluxes. The latter take into account only the ambipolar field calculated based on equality of fluxes of positive and negative species. The boundary conditions for the species densities and the electron energy are defined by a zero gradient on all boundaries, i.e. there are no particle and electron energy losses at the walls, but they are lost at the gas outlet due to convective transport. With respect to the gas thermal balance equation, the boundary condition is again a zero gradient of the gas temperature, except at the cut plane C, where the gas temperature is fixed at $T_{g0} = 293.15$ K, which is also the initial gas temperature in the whole domain. In [20,21] more discussions about the model validation and limitations can be found.

The gas flow model in the second stage of the simulation is the same as in the first stage, with minor adjustment due to the domain change. The simulation starts with initial values for all variables, taken from the gas flow solution obtained at stage 1. While these variables might change in the domain during the time stepping of the simulation at stage 2, the values of the velocity, pressure and the turbulent variables at the cut plane C are assumed to remain constant, since they appear as a gas inlet boundary condition for the gas flow model in stage 2.

The plasma column is initiated by imposing a heating term in the electron energy balance equation, confined within a small region at the position of the shortest electrode gap ($z = 0.016$ m), with relatively low value so that the produced electron density in the order of $10^{18}$ m$^{-3}$ is much lower compared to the density value in the fully developed arc sustained by the discharge current. The latter is usually in the order of $10^{20}$ m$^{-3}$. This initial heating is applied for a time shorter than 10 µs.

The model is implemented within Comsol Multiphysics 5.2 software. Because the plasma sheaths are neglected in the model, the obtained results will not change if we exchange the electrodes or if we switch the voltage source polarity. Therefore, there are two planes of symmetry in the considered geometry (see figure 1) – i) the YZ plane in the middle of the electrodes ($x=0$) and ii) the XZ plane between the electrodes. Thus, in the final model only ¼ of the whole domain is solved, to save calculation time, assuming symmetry boundary conditions for the boundaries lying on the XZ and YZ planes.
3. Results and discussion
3.1. General discharge behavior
3.1.1 Discharge current $I_d = 28 \text{ mA}$

In this subsection we present the major discharge characteristics, so that we can place the later discussion about the energy transport in the context of these data. As noted before, the initial gas velocity, before the discharge ignition, is calculated in the whole domain, including the gas nozzle (see figure 1). Figure 2 illustrates the initial (undisturbed by plasma) distribution of the gas velocity, both in the YZ plane (left side) and the XZ plane (right side). When the discharge is ignited and the discharge evolves in time, the gas velocity remains approximately the same as the velocity without plasma. Hence, the gas velocity distribution at later times within the discharge looks very similar to what is shown in figure 2, although the plasma heating and thus the gas expansion causes some minor perturbations (below 5%) in the gas velocity around the arc. This is visualized in figure 3, presenting a zoom of the velocity variation along the Z axis at different moments in time, only in the region around the arc initiation $z \in (1.5 - 2.2 \text{ cm})$. In the other regions, at 2-3 mm away from the arc, the gas velocity perturbation due to the arc remains small and less than 1%, i.e. in practice the velocity is equal to the undisturbed solution.

As a result of the small nozzle diameter and the significant gas flow rate (10 L/min), the gas flow remains rather confined around the central Z axis, as is obvious from figure 2. The velocity magnitude at the shortest gap position ($z = 16 \text{ mm}$), where the arc is initiated, is in the order of 22 m/s (see figure 3).

Figure 4 shows contour plots of the gas temperature and the electron density for the higher current case ($28 \text{ mA}$). We clearly see a difference in the evolution of both variables. The cross section of the electron density distribution remains approximately the same in time and only minor changes can be observed, i.e. the diameter of the plasma column, the current channel and the Joule heating remain almost constant in time, while this is not the case for the $T_g$ profiles. Indeed, the energy transport from the plasma column towards colder regions leads to
widening of the $T_g$ distribution in time. The difference can also be easily seen from the 1D distribution along the $Z$ axis, shown in figure 5. The widening of this warm region means that the volume where the temperature is above a certain value increases.

Figure 4. (a) Gas temperature ($T_g$) and (b) electron density ($n_e$) distribution in the $YZ$ plane (left side of the figures) and in the $XZ$ plane (right side of the figures), at different moments in time, as indicated in the figures. Discharge current $I_d = 28$ mA. The discharge voltage is 216 V at 0.65 ms (excluding the wall sheaths).

Figure 5. Gas temperature (dashed lines) and electron density (solid lines) distribution along the $Z$ axis, at different moments in time, as noted in the figure expressed in milliseconds. Discharge current $I_d = 28$ mA.

Figure 6. Characteristic diameter of the current density channel and the $T_g$ channel. $I_d = 28$ mA.
If we define, however, a characteristic diameter of the $T_g$ and current density $j$ (proportional to $n_e$) variation in the XZ plane as $d_{T_g \propto j} = 2 \frac{\int_{\Omega} \left( T_g \propto j \right) d\Omega}{\max_{\Omega} \left( T_g \propto j \right)}$ and plot it (figure 6), we actually observe a very slight variation of both diameters. This means that the visual increase of the warm region (figure 4) is mainly due to the increase of the peak $T_g$ value and not due to changes in the shape of the $T_g$ distribution. The drop of the diameter at the beginning in figure 6 corresponds to the discharge initiation, when the plasma column is not constricted.

Figure 5 also shows another trend – while the peak $T_g$ initially slightly rises in time and the profile widens, the electron density decreases. This is related to the slight increase in diameter of the current density channel which, although hardly visible in figure 6, increases with around 12% between 0.1 ms and 0.25 ms. Note that around 0.25 ms, $T_g$ stops rising and converges towards a constant value, as also shown in experimental measurements [24,25]. At later times (0.6 ms) the gas temperature even starts to slowly decrease.

Figure 7. Displacement velocity of the maximum values of $T_g$ (triangles) and $n_e$ (open circles) along (a) the Z axis and (b) at a distance of 0.1 mm from the electrode. The undisturbed (and initial) gas velocity distributions are also shown for comparison (red line). $I_d = 28$ mA.

In figure 5 one could also notice that after 0.25 ms, there is a slight displacement between the $n_e$ and $T_g$ profile – the $n_e$ profile lags behind $T_g$. This is attributed to another more significant lag, namely the plasma channel moves with slower velocity compared to the gas velocity and the plasma column slips with respect to the gas. Figure 7(a) shows three different velocities along the Z axis, i.e., 1) the undisturbed z component of the gas velocity ($v_{g,z}$), which approximately coincides with the actual gas velocity profile in every moment, with minor variations of the gas velocity due to the plasma perturbations as shown in figure 3; 2) the velocity of the $T_g$ peak value and 3) the velocity of the $n_e$ peak value. Apparently, the plasma column is slower than the gas, with a relative slip velocity generally rising with time (or distance travelled) and reaching 5 m/s at 0.65 ms. This phenomenon has been observed also in several experimental studies [28,29]. The main reason for the observed slip in our model is the asymmetry of the electric field with respect to the plasma column which, for the considered geometry, consists of increased electric field below the plasma column at the Z axis. As a result, the plasma column migrates towards the higher electric field regions, while the gas pushes it towards the lower electric field regions. The asymmetry of the electric field is caused by two effects: i) the shape of the diverging electrodes leads to an increasing distance between them along the Z axis (upwards or downstream; see figure 1). Thus, for a given voltage, the electric field increases downwards, with a maximum at the position of the shortest electrode gap. ii) The bending of the plasma column causes an increasing electric field when the angle becomes smaller than 180 deg, i.e. when it is bented. The bending itself is caused mainly by the inhomogeneity in the gas flow velocity, which forces the different parts of the plasma column to move with different velocity, resulting in bending and stretching. By stretching we simply mean the elongation of the arc.
length with time as a result of the higher velocity in the discharge center (the Z axis) with respect to the electrodes, and moreover due to the diverging geometry of the electrodes. Additional irregularities in the arc shape caused by gas turbulences may also contribute to the arc bending and stretching, but they are not considered in our model since the gas description is based on averaging the effect of turbulences (RANS model). Note also that the sharp variations of the velocities of \(\text{max}(T_g)\) and \(\text{max}(n_e)\) in figure 7 (for example at \(z = 1.8\) cm) are not a physical phenomenon but a numerical artefact. The spatial discretization of the domain (the mesh) needed for the numerical solution of the equations, forces the maxima to appear at the nodes of the mesh and thus the displacement of the maxima is not smooth but “jumping” from node to node. The latter leads to these unphysical variations of the obtained velocities. A finer mesh would reduce these effects, but it would increase the computation time several times, i.e. up to months, and would not affect the general results and general message.

It should be noted that while at the center (along the Z axis) the plasma column lags behind the gas flow, near the electrode surface it is the opposite. This effect is clearly visible from figure 7(b) which shows the displacement velocity of \(T_g\) and \(n_e\) at a distance of 0.1 mm from the electrode, i.e. roughly at the position where the gas flow wall layer starts. The gas velocity is zero at the electrode surface while the rest of the plasma column moves and thus the plasma column tends to bend there. This forces the plasma to “glide” on the electrode surface – the electron density outpaces the gas velocity and the gas temperature in the vicinity of the electrode surface. The latter is also apparent from figure 4, where the displacement between the maxima of \(T_g\) and \(n_e\) near the electrode is significant. The effects of bending on the relative velocity were also briefly discussed in [23] and in more detail in [30].

Thus, at 28 mA current, the lag in \(n_e\) peak along the Z axis is mainly related with the electric field inhomogeneity due to the electrode shape, while at the electrode surface, the bending of the plasma column is mainly responsible for the difference in the gas, \(n_e\) and \(T_g\) velocities. Note that at later stages of the time evolution, the plasma column might become strongly bended in the center and thus the bending might become the major reason for the slip velocity in the center as well.

Note also that we do not consider here the back-breakdown (BB) process [20,28] characterized by rapid, jump-like displacement of the plasma channel or only part of it, which leads to an effective slip between the plasma and the gas. In [20] it was shown that the BB process might have significant effect on the “gas cooling”. Indeed, the maximum gas temperature of the arc in the part subject to back-breakdown was reduced with about 20-30%. It is rather difficult to estimate the exact contribution of this process as an effective energy transport mechanism since its appearance is often related to irregularities in the arc shape, controlled by stochastic processes like turbulent gas flow. Therefore, in [31] the effect was simulated as being dependent on the event frequency considered as an external parameter. In section 3.2 we will compare the effect of the BB process with the other energy transport mechanisms based on a simple estimation of its contribution.

3.1.2 Discharge current \(I_d = 2.8\) mA

Figure 8 illustrates the distribution of \(T_g\) and \(n_e\) for the lower current of 2.8 mA. The results are obviously very different from the 28 mA case (figure 4). First of all, the gas temperature rises only slightly (20-30 K) above the background temperature. This slight increase in \(T_g\) does not allow the contraction of the plasma column. Note that it is assumed in the model that the initial gas breakdown appears in a tiny channel and thus we initially induce (in the first 10 \(\mu\)s) a relatively tiny channel with diameter of around 1 mm with low density plasma, i.e. we basically enforce the initial channel to be partially constricted. Despite that, the distributions in \(n_e\) and thus also in the current density \(j\) and the Joule heating \(Q_e\) gradually widen in time (see figure 8(b) for \(n_e\)). Indeed, at 0.4 ms we observe a very diffusive distribution, typical for a low pressure glow discharge. Although in the model we do not describe the wall sheaths, at this low current value and cold cathode conditions, we expect that the plasma-electrode attachment will be like for a glow discharge – secondary electron emission. This is because the current value is very low and thus it cannot sustain neither thermal electron emission nor field emission from the cathode. Thus, a wide spot with
current density determined by secondary electron emission from the cathode is expected at these conditions, as it was observed in [32, 33].

Another important feature of the 2.8 mA case is that the $n_e$ and $j$ distribution do not follow the gas flow. This can be seen in figure 9(a). Initially, since the plasma column is relatively compact and exhibits a certain increase in $T_g$, $n_e$ and $j$ partially follow the gas flow, and the plasma channel is pushed downstream (upwards in figure 8 and to the right in figure 9). Later, the plasma column becomes very wide and the current density very low, which results in $T_g$ being only a few K above the background value (see figure 9(b)). At that stage, there is no constriction of the plasma column and thus the $n_e$ profile is not determined by the hot gas region, but it is determined mainly by the electric field distribution and the convective transport of the heavy plasma species. Therefore, at around 0.32 ms, the maximum value of the $n_e$ profile stops moving downstream and starts moving backwards (towards lower Z values). The $T_g$ maximum value continues moving downstream, but we should stress that this slightly hotter gas is heated by the plasma at earlier times when it had higher current density. After 0.6 ms the plasma stabilizes slightly above the shortest gap position and the plasma parameters vary only slightly in time, evolving towards a stationary glow discharge reached at about 1.3 ms. Figures 9 and 10 show that the steady state maximum $n_e$ value is at $Z = 1.88$ cm, i.e. around 2.8 mm above the initial breakdown position ($Z = 1.6$ cm) and the maximum of $T_g$ is slightly shifted towards higher Z values. Thus, at steady-state, we can no longer talk about “gliding arc discharge” but this is a diffusive glow discharge between two electrodes.

Note that in general, if there is no additional force pushing the charged and excited particles in a certain direction, they will follow the gas flow and thus the plasma will move with the gas flow velocity. The reason for that is simply the fact that the charged particles are born with a directed collective velocity component, being the gas velocity. Thus if we hypothetically consider a discharge between parallel plates and ignore the possibility of arc
attachment to particular points on the electrode, the arc (plasma) should follow the gas motion. Actually if we ignore the gas heating and any possible instabilities related to the electric field, ideally the discharge is expected to evolve to a homogeneous discharge. In the low current GAD at 2.8 mA considered here, although there is no significant gas temperature, the plasma does not follow the gas since the produced electric field is inhomogeneous and it produces more plasma in the regions with lower gap distance. The produced plasma moves with the gas downstream, but when the electric field decreases significantly due to the increasing interelectrode distance, the plasma quickly decays due to the recombination processes.

In the case of higher current (28 mA), the higher gas temperature in the arc center leads to reduction of the gas density and thus it facilitates the gas ionization and reduces the electron energy losses for elastic collisions. As a result, the hotter region provides a low resistance path and therefore the electric current follows this channel. The large difference in the plasma resistance is also found in the results obtained here - in figure 8 (28 mA, t = 0.65 ms) the discharge voltage is 216 V, while for the lower current case in figure 10, for 2.8 mA the voltage is 195 V. Obviously, the resistance in the latter case is almost 10 times higher (195V/2.8mA versus 216V/28mA) despite the shorter length of the plasma channel - figure 10(b) vs figure 4(b) at 0.65 ms.

Here we should open a short discussion on the obtained results and the limitations of the model. While the diffusive nature of the plasma column at so low current values is indeed most probable for the considered discharge conditions [32], we should remind the lack of plasma sheaths in the model, and thus the plasma-cathode attachment is not accounted for in the model. In close vicinity to the cathode, the plasma channel will be constricted in a cathode spot, which is typical for the glow regime. Based on [32-34] we expect the diameter of the spot to be in the order of 1 mm or less, which is smaller than what we see in figure 8(b) at 0.4 ms, where the attachment region to the electrode extends within 2-3 mm. Thus the results obtained here for the plasma parameters near the electrodes should be considered to be valid only at a distance 0.1-0.2 mm from the cathode surface, which is typically the distance over which the near-electrode plasma structure does not affect the plasma column [32, 34].

![Figure 10](attachment.png)

Figure 10. Steady-state solution for the (a) gas temperature \(T_g\) and (b) electron density \(n_e\) distributions in the YZ plane (left side of the figures) and in the XZ plane (right side of the figures). Discharge current \(I_d = 2.8\ mA\), discharge voltage 195 V.
It is clear from the above analysis that the lower and higher current regimes pose rather different properties. Experimental studies [33,35] show that the transition between the two regimes is not smooth but rather abrupt. Note that the transition from diffusive to contracted discharge will take place at higher current values if the gas cooling mechanisms are intensified (for example at higher gas flow) and vice versa. Moreover, the exact value of the transition current might be different, depending on whether we change the current starting from low or from high current, i.e. there might be a hysteresis in the current-voltage characteristic, as observed in [33,35]. In some cases [33], the existence of such hysteresis is accompanied with unstable discharge in this region of the current-voltage characteristic, which is expected keeping in mind that for given current value in the hysteresis region, there are two points of operation with two voltage values. In addition, for different gas types or mixtures and different gas cooling conditions, the transition will also take place at different current values. In [8] for example, in CO₂ and significant gas flow, two distinct low and high current regimes were observed below 50 mA and above 250 mA with unstable discharge in between. We should also note that the I-V characteristic will have one more sharp variation (transition) at a point where the cathode plasma region transits from secondary electron emission to field or thermo-field electron emission. The transition is accompanied with a sharp voltage drop. The transition process between the two regimes is out of the scope of this study, but we expect our conclusions to be valid in the region of transition as far as the discharge is stable for long time. The energy transport mechanisms might be affected in the transition region, if the discharge is highly unstable and transits from one mode to the other in short time. We do not expect any qualitative difference in the discharge operation and thus we have not simulated a discharge with intermediate current values. Moreover, due to the complexity of the transition and its threshold nature, we expect that the exact values of the transition currents will be highly susceptible to uncertainties in the model input data, assumptions and boundary conditions.

With respect to applications, it is rather difficult to make generalizations for the use of the different discharge regimes. The diffusive, low current regime of the discharge provides cold gas operation, which might be desirable for certain applications. In addition, in this regime it is rather easy to control the treated gas, since the plasma is stationary and we can force the gas to pass through the active zone. On the other hand, if the desired process depends non-linearly on the electron density and if high $n_e$ is required for better efficiency, the constricted discharge mode will be preferable. However, in this regime, the arc more or less follows the gas flow and does not treat a significant amount of gas.
3.2. Energy transport for arc cooling

In this section we focus on the energy transport from the hot gas within the plasma column towards the cold surrounding gas. However, before doing that, we need to briefly discuss the electrical energy deposition into the various components of the plasma and its conversion to gas heating. Due to the large mass ratio between positive ions and electrons, the electric field mainly heats the electrons. Due to the atmospheric pressure operation, we assume in the model that the electron energy losses are due to energy fluxes and collisions, with the latter significantly prevailing (above 99%), i.e. ensuring a locality of the energy deposition from the electrons to the neutral argon atoms. For the considered conditions of an atmospheric pressure argon plasma, around 90% of the energy is directly transferred to the neutral gas by elastic collisions, while the remaining energy is spent for inelastic collisions, mainly excitations. This significance of elastic collision energy losses is expected, since only high energy electrons are capable to excite the electronic states of the argon atoms (lowest excitation energy = 11.55 eV) and the concentration of argon dimers and ions is too small to have some influence. Furthermore, we assume pure argon with no impurities. Note that a significant part of the energy spent for inelastic collisions is finally deposited to the neutral gas and as the model solutions show, only a small part (below 2%) is emitted as light. Therefore, it is relatively safe to assume that all the energy is transferred to the background gas, and thus its redistribution out of the energy deposition region, where the current density and thus Joule heating are significant, determines the gas temperature in the plasma channel. In this section we identify the possible mechanisms of energy transport, providing cooling of the neutral gas in the plasma channel and thus controlling the rate of thermal non-equilibrium. The latter is important for various applications. For example, in plasma assisted CO$_2$ decomposition, a lower gas temperature is desirable to achieve a high energy efficiency and conversion rates [30,31,37,38]. Indeed, the plasma produced by GADs is actually often too close to thermal equilibrium, due to the considerable gas temperature, so that vibrational levels are depopulated by vibrational-translational (VT) relaxation. As a consequence, there is no (significant) overpopulation of the higher vibrational levels in the vibrational distribution function (VDF), i.e., the VDF is too close to thermal equilibrium. If the VDF could be more overpopulated in the higher levels, the energy efficiency of CO$_2$ conversion could be further enhanced. Although this study is in argon gas, it is still relevant to other gases including CO$_2$ since it provides results for the general discharge behavior and the conclusions made here can be easily transferred qualitatively to other gases. We expect similar behavior to be present in CO$_2$, air etc. but for different ratios of the major discharge characteristics, like electric current, gas flow and turbulent transport. Therefore, the analysis given in this work provides better understanding of the mechanisms of gas cooling and energy transport, which can give directions for optimizations of GADs in different gases.

Figure 11. Isosurfaces used for the determination of the energy transport. The red surface $\Omega_{95\%}$ surrounds a domain in which 95% of the power is deposited (isosurface $Q_p = 1.5 \times 10^8$ W/m$^3$). The green surface $\Omega_{50\%\text{eth}}$ surrounds the domain containing 50% of the internal thermal energy in the gas (isosurface $T_{\text{g}} = 336$ K). The left electrode is not shown for better visualization of the isosurfaces. Conditions: $I_a = 28$ mA at 0.25 ms.
For the energy transport analysis, we need to study the energy fluxes in and out of a certain domain, i.e. normal to its surface. Here we define two domains:

a) a domain $\Omega_{95\%P}$ in which 95% of the total discharge power $P$ is deposited. In practice this corresponds to the power density $Q_E$ exceeding a threshold value $Q_{E,th}$, which is derived from the condition:

$$\int Q_E(Q_E > Q_{E,th})d\Omega = 0.95P$$  \hspace{1cm} (1)

This domain corresponds to the power deposition and it will be used when we discuss how Joule heating is redistributed. In the text we will use the term “plasma column”, which corresponds in principle to the region where most of the charged particles are found, but since the Joule heating is tightly connected to the electron density, in practice the “plasma column” coincides with $\Omega_{95\%P}$.

b) a domain $\Omega_{50\%E_{th}}$ containing 50% of the total internal thermal energy $E_{th}$ in the gas, assumed to be equal to the sensible energy. $E_{th}$ is calculated based on the gas temperature relatively to the background (initial) temperature $T_{g0} = 293.15$ K i.e. based on $(T_g - T_{g0})$. We use the following expression for the specific internal sensible energy $E_{int}$ [40]:

$$E_{int} = \int_{T_{g0}}^{T_g} C_p dT_g - p_g/\rho_g$$  \hspace{1cm} (2)

Where $C_p$ is the specific heat capacity at constant pressure, $p_g$ and $\rho_g$ are the gas pressure and mass density, respectively. In practice we define this domain as a region where $T_g$ exceed a threshold value $T_{g,th}$ defined by the equation:

$$\int \rho_g E_{int}(T_g > T_{g,th})d\Omega = 0.5 * \int \rho_g E_{int}d\Omega = 0.5 * E_{th}$$  \hspace{1cm} (3)

The use of this additional domain is motivated by the fact that the gas temperature profile extends much further compared to the electron and current densities (see figures 4 and 8). Since the efficiency of energy transport from the first domain $\Omega_{95\%P}$ depends also on the gas temperature outside, it is instructive to find out how the energy is redistributed there and whether the mechanisms change.

Figure 11 illustrates these two isosurfaces, defining the above mentioned domains for the conditions of 28 mA and a time of 0.25 ms. The shape of the domain $\Omega_{95\%P}$ (red surface) is close to a bended cylinder, while the domain $\Omega_{50\%E_{th}}$ (green surface) is much more bended. The difference in the two domains is related to the difference in the displacement velocities of the $n_e$ and $T_g$ distributions discussed in the previous section, leading to a lag of the plasma column with respect to the gas velocity at the symmetry axis (in the middle of figure 11) and a lag of the gas velocity with respect to the arc at the electrode surface (near the electrodes in figure 11).

The choice of these domains is a bit arbitrary and partially subjective. The percent numbers in equations 1 and 3 are not obtained from strict mathematical or physical considerations, but they are based on simple logic and the observation that small variations of these numbers do not significantly change the conclusions made here.

We will now describe the expressions used for the calculation of the possible mechanisms for energy exchange between the hot gas in the plasma column and the environment. Usually the energy transport mechanisms are divided into 3 major categories: radiation, conduction and convection [41].

(i) **Radiation energy transport** is not really significant for the considered conditions of argon gas. Since this work is devoted to relatively low current arcs, far from thermal equilibrium, the typical peak gas temperatures are below 2000 - 3000 K, and therefore this energy transport remains negligible, with a contribution below a few percent. Therefore it will be ignored in the following discussions.

(ii) **Conductive energy transport** is related to the molecular interaction of particles with different kinetic energy, including thermal diffusion. The conductive thermal flux is calculated as $\vec{q}_d = -k_g \nabla(T_g)$, where $k_g$ is the gas thermal conductivity. The power transferred by conduction through a surface $\Omega$ is thus $P_{d,B} = \int \vec{n}.\vec{q}_d dS$, where $\vec{n}$ is the normal vector to the surface $S$, surrounding the corresponding domain.

(iii) **Convective energy transport** is the most significant energy transport mechanism for all conditions considered here. It is related with the collective motion of species. Here we further subdivide it into the following two subcategories:

1. Convective turbulent energy transport caused by the presence of gas eddies, leading to intensive convective mass and energy transport. In the model we use a RANS based turbulent representation (SST) and thus this transport is represented as an effective conductive energy transport with effective thermal conductivity coefficient $k_e$, which is
added to $k_g$ in the gas thermal balance equation, as in previous work [39]. Thus, the power transport due to turbulent gas transport is $P_{T,g} = \int -\vec{n}\cdot k_g \nabla(T_g) \, dS$.

2. Convective non-turbulent energy transport, related with the bulk non-random motion of the species. We can further subdivide it into two components:

2.1) Convective energy transport in the neutral gas is assumed to be equal to $P_{a,g} = \int \rho_g E_{\text{int}} \vec{n}_g \cdot \vec{n} \, dS$.

2.2) Convective energy transport of charged and excited species including diffusion: $P_{a,\text{int}} = \sum \int -E_i n_i (\vec{u}_g \cdot \vec{n}) + \text{sign}(q_i) \mu_i \vec{E}_{\text{amb}} \cdot \vec{n} \, dS$, where the sum is over the type of species “$i$”, $E_i$ is the chemical internal energy of the given particle type (i.e. ionization energy for ions or excitation energy for the excited species), $q_i$ is its charge, $\mu_i$ is the mobility, $\vec{E}_{\text{amb}}$ is the ambipolar electric field and $D_i$ is the diffusion coefficient. For the excited neutral species $q_i = 0$.

Now that we have defined the various energy transport mechanisms, we will describe the energy transport from the hot gas within the plasma column towards the cold surrounding gas, for the high and low discharge current regimes.

3.2.1 Discharge current $I_d = 28$ mA

Figure 12 shows the most significant energy transport mechanisms for the $\Omega_{95\%P}$ and the $\Omega_{50\%Eth}$ domains, respectively. Energy transport across the $\Omega_{95\%P}$ surface (figure 12(a)) is mainly due to convective turbulent energy transport (ca. 70%), with a minor contribution from non-turbulent convective and even smaller from conductive energy transport (about 25% and 5%, respectively). Figure 12(a) also plots the values corresponding to 95% of the total power, in order to show how the energy transport due to energy fluxes compares to the deposited power. The displacement of the plasma column and the gas temperature profiles, i.e. the lag of the $n_e$ profile behind the $T_g$ profile as seen in figure 5, leads to a net convective non-turbulent energy transport, when calculating the integral $P_{a,g} \equiv \int C_V (\rho_g T_g - \rho_{g,T_0} T_{g0}) \vec{u}_g \cdot \vec{n} \, dS$ over the surrounding surface of the $\Omega_{95\%P}$ domain. For example, at the symmetry edge, on the upper side of the $\Omega_{95\%P}$ domain, $T_g$ is higher than on the lower side. Therefore, even for constant gas velocity at the symmetry axis, the energy flux out of the domain will be higher at the upper side compared to the lower side, just because of the higher $T_g$. The opposite is true near the wall – the convective non-turbulent energy flux is higher at the lower side due to the higher gas temperature there.

Note also that in Figure 12 the sum of all energy transport fluxes and the 95% power deposition are not equal. In the beginning, before 0.2 ms, part of the deposited power is accumulated in the gas in the form of thermal energy due to the temperature increase, explaining why the 95% power deposition is higher than the sum of all energy transport fluxes. Later, part of this accumulated thermal energy can be released out of the domain, which leads to the slightly higher total energy transport flux compared to the 95% power deposition. In time, the domain defined by 95% of the power changes and thus it includes different amount of gas, which means also different total energy capacity. Therefore, there is no strict requirement for both curves (blue and purple) in Figure 12 to coincide at any time, unless some kind of steady state solution is reached.

For the $\Omega_{50\%Eth}$ surface (figure 12(b)), the dominant mechanism is still convective turbulent heat transport (ca. 93%), but conductive energy transport becomes relatively more significant than non-turbulent convective transport (about 5% and 2%, respectively). Actually the latter is close to zero since $P_{a,g}$ can be approximated by $P_{a,g} \equiv \int C_V (\rho_g T_g - \rho_{g,T_0} T_{g0}) \vec{u}_g \cdot \vec{n} \, dS = C_V (\rho_g T_g - \rho_{g,T_0} T_{g0}) \int \vec{u}_g \cdot \vec{n} \, dS$, i.e. the transport is proportional to the surface integral of the gas velocity. The latter is close to zero, since otherwise this would lead to considerable extraction/injection of gas from/in the closed domain and thus to significant changes in gas density and pressure.

With respect to the energy losses expected due to the back-breakdown (BB) process, we can make an estimation based on the obtained results. The accumulated internal thermal energy in the $\Omega_{95\%P}$ domain at 0.65 ms is about 0.18 mJ. In a first approximation, we can estimate the average power loss due to the BB process as the above number divided by the period of the BB events. Thus if we assume that the period is 0.65 ms, this averaged power loss is $P_{BB} \sim 0.3$ W. If we assume a higher frequency of the BB events and thus a lower period of 0.35 ms, the accumulated internal thermal energy is about 0.1 mJ at 0.35 ms and thus the power loss due to BB events is again
about $P_{BB} \sim 0.3$ W. Apparently the power loss due to the BB process does not vary significantly for the considered conditions and we can assume that the above estimated number is in the right order of magnitude. If we compare this number with the other energy transport mechanisms, the power loss due to BB is more significant than the conductive transport, but it is still very small and insignificant compared to the convective turbulent mechanism, which is in the order of a few W (cf. Figure 12).

3.2.1 Discharge current $I_d = 2.8$ mA

At a discharge current of 2.8 mA, the dominant energy transport mechanisms change slightly. Figure 13(a) shows the different transport mechanisms through the surrounding surface of the $\Omega_{95\%P}$ domain. While in the very beginning of the plasma column evolution (0.05 ms) the convective turbulent energy flux still prevails, at later times the convective non-turbulent flux becomes more significant. The reason for that is the slip velocity between the plasma column and the neutral gas, which increases in time (see figure 9). In fact, as we noted before, the plasma column stops moving downstream and starts moving backwards at around 0.32 ms, thus increasing the slip velocity above the gas velocity value. This explains the larger contribution and the peak of the convective non-turbulent energy transport at around 0.5 ms. Later, the discharge converges towards a stationary state, where the convective non-turbulent energy transport remains dominant but comparable to the convective turbulent transport.

Figure 12. Integrated energy transport fluxes over the surrounding surface of the (a) $\Omega_{95\%P}$ and (b) $\Omega_{50\%E_{th}}$ domains at various moments in time. In (a) the fluxes are also compared with 95% of the total power deposition, to obtain a better idea on the redistribution of the Joule heating. $I_d = 28$ mA.

Figure 13. Integrated energy transport fluxes over the surrounding surface of the (a) $\Omega_{95\%P}$ domain and 95% of the total power (blue line), as well as (b) for the $\Omega_{50\%E_{th}}$ domain. $I_d = 2.8$ mA.
Note that despite being smaller compared to the convective transport, the turbulent transport here still remains important. It provides more efficient redistribution of the Joule heating in the gas and thus it can prevent the arc contraction during the initial arc formation by keeping the gas temperature low enough so that no contraction can develop.

With respect to the $\Omega_{50\%\text{th}}$ domain, the results are similar to the 28 mA case - the convective turbulent energy transport is dominant and the convective non-turbulent energy transport is again close to zero.

4. Conclusions

We studied the general discharge behavior and the various heat transport mechanisms in a gliding arc discharge with two diverging electrodes in argon, by means of a 3D numerical model. Specifically, we compared the results at two different discharge currents, i.e., 28 and 2.8 mA, which resulted in significant differences in the discharge properties.

At the higher current, the plasma column is constricted and confined with a relatively small diameter, as a result of thermal instability in the plasma.

At the low current, the gas heating is insufficient to compensate the gas cooling mechanisms and only a slight increase of the gas temperature is observed. Therefore, the discharge is not constricted and it evolves to a diffusive plasma column, of which the shape and distribution is predominantly determined by the electric field distribution, determined by the electrode geometry. This is in contrast to the higher current case, where the contraction is leading to “self-compression” of the plasma column and its shape is determined by the plasma kinetics and its relation to the gas temperature.

With respect to energy transport in the discharge, our analysis of the energy fluxes through a closed surface surrounding the power deposition zone reveals that the mechanisms are different for the two different discharge regimes with either high or low current. In the higher current case with contraction, the energy transport is mainly controlled by the convective turbulent energy transport, due to a significant forced gas flow. In the case of the lower current and non-constricted discharge, the non-turbulent convective energy transport becomes more significant compared to the turbulent. This is due to the significant slip velocity of the plasma column with respect to the gas. The discharge evolution leads to a static position and no displacement with respect to the electrodes. This means that the slip velocity is high and equal to the gas velocity, thus leading to more significant non-turbulent energy transport compared to turbulent energy transport. In both cases, however, the turbulent transport remains significant and plays an important role. In general, it lowers the average gas temperature in the arc and increases the degree of the plasma thermal non-equilibrium. Even in the lower current case, although smaller, the turbulent transport can change the evolution of the arc towards constricted or non-constricted discharge by lowering the gas temperature to values which do not allow the development of arc contraction.

With respect to applications and specifically for gas treatment, the diffusive low current regime provides a larger processing plasma volume but with much lower excited and charged species densities. This regime allows easier control of the treated gas and of the residence time, since the plasma domain is static and immobile. Moreover, it allows cold gas operation, which might be beneficial for gas treatment applications, because of the stronger thermal non-equilibrium between vibrational temperature and gas temperature. Of course this is not a gliding arc but a glow discharge. In the case of higher current and contracted discharge, it is much more difficult to control the slip velocity and the treated gas volume, since the plasma tends to follow the hot gas regions. However, this regime produces high density plasma, which might give higher efficiency for gas treatment applications. Hence, the most suitable regime will depend on the application and the requirements.
Appendix A. Model description

A.1. Chemical reactions

The model applied here is similar to the one used in [20], and in comparison with [23], the model is slightly simplified. It considers five species: Ar, Ar(4s), Ar+, Ar2+, and e. The chemical reactions are the same as the corresponding reactions for these five species in [23]. In order to account approximately for the effect of the Ar(4p) and Ar2+ species, the model considers two additional effective reactions [20]:

\[
e + Ar \rightarrow e + e + Ar^+, \quad k = 2 \times 10^{-33} \exp(10.2T_e) \quad [m^3/s] \quad (A1)
\]

\[
e + Ar + Ar \rightarrow e + e + Ar^+_2, \quad k = 1 \times 10^{-55} \exp(6.9T_e) \quad [m^6/s] \quad (A2)
\]

Equation (A.1) is used to replace the stepwise ionization process due to Ar(4p), while equation (A.2) replaces the process \(e + Ar^+_2 \rightarrow e + e + Ar^+_2\), which is considered as the main contributor to the ionization due to \(Ar^+\). Note that this approximation produces reasonable results at the considered conditions, but it is not necessarily applicable to other discharge conditions. The complete list of the considered reactions is given in table A1.

Table A1. Chemical reactions used in the model and corresponding reaction rate coefficients

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e + Ar \rightarrow e + Ar)</td>
<td>BS(^a)</td>
</tr>
<tr>
<td>(e + Ar \rightarrow e + Ar(4s))</td>
<td>BS</td>
</tr>
<tr>
<td>(e + Ar \rightarrow 2e + Ar^+)</td>
<td>BS</td>
</tr>
<tr>
<td>(e + Ar(4s) \rightarrow 2e + Ar^+)</td>
<td>BS</td>
</tr>
<tr>
<td>(e + Ar(4s) \rightarrow e + Ar)</td>
<td>BS, DB(^b)</td>
</tr>
<tr>
<td>(2e + Ar^+ \rightarrow e + Ar)</td>
<td>(k(m^6/s) = 8.75 \times 10^{-39} T_e^{-2.25} (eV))</td>
</tr>
<tr>
<td>(e + Ar + Ar^+ \rightarrow Ar + Ar^+)</td>
<td>(k(m^6/s) = 1.5 \times 10^{-40} (T_g(K)/300)^{-2.5})</td>
</tr>
<tr>
<td>(e + Ar^+_2 \rightarrow Ar + Ar^+_2 + e)</td>
<td>(k(m^3/s) = 1.11 \times 10^{-12} \exp(-(2.94 - 3(T_g(eV) - 0.026))/Te(eV)))</td>
</tr>
<tr>
<td>(e + Ar^+_2 \rightarrow Ar(4s) + Ar)</td>
<td>(k(m^3/s) = 1.04 \times 10^{-12} \left(\frac{300}{Te(K)}\right)^{0.67} \frac{1 - \exp(-418/T_g(K))}{1 - 0.31\exp(-418/T_g(K))})</td>
</tr>
<tr>
<td>(Ar(4s) + Ar(4s) \rightarrow e + Ar^+_2)</td>
<td>(k(m^3/s) = 3.15 \times 10^{-16} (T_g(K)/300)^{-0.5})</td>
</tr>
<tr>
<td>(Ar(4s) + Ar(4s) \rightarrow e + Ar^+_2 + Ar)</td>
<td>(k(m^3/s) = 1.62 \times 10^{-16} (T_g(K))^{0.5})</td>
</tr>
<tr>
<td>(2Ar^+ + Ar^+ \rightarrow Ar^+_2 + Ar^+_2)</td>
<td>(k(m^6/s) = 2.5 \times 10^{-43} \left(\frac{T_g(K)}{300}\right)^{-1.5})</td>
</tr>
<tr>
<td>(Ar^+_2 + Ar \rightarrow 2Ar + Ar^+)</td>
<td>(k(m^3/s) = \frac{6.06 \times 10^{-12}}{T_g(K)} \exp(-1.51 \times 10^4/T_g(K)))</td>
</tr>
<tr>
<td>(Ar(4s) \rightarrow hv + Ar)</td>
<td>(\nu_v(s^{-1}) = g_{eff} \nu_v \times 3.145 \times 10^8)</td>
</tr>
<tr>
<td>(e + Ar \rightarrow e + e + Ar^+)</td>
<td>(k(m^3/s) = 2 \times 10^{-33} \exp(10.2Te(eV)))</td>
</tr>
<tr>
<td>(e + Ar + Ar \rightarrow e + e + Ar^+_2)</td>
<td>(k(m^6/s) = 1 \times 10^{-55} \exp(6.9Te(eV)))</td>
</tr>
</tbody>
</table>

a. BS = Boltzmann solver
b. DB = Detailed balance
c. \(g_{eff} = (1.15/\pi)(\lambda_4s/(6H))\), where \(\lambda_4s = 105.7\) nm and \(H = 1\) mm in our case.
A.2. Model equations

The model is based on the quasi-neutral assumption and it consists of the following equations.

The Particle balance equations are

\[ \frac{\partial n_s}{\partial t} + \nabla \cdot \vec{G}_s + (\vec{u}_g \cdot \nabla) n_s = S_{CS} \]  
(A3)

where \( n_s \) is the species density, \( G_s \) is the species flux in a reference frame moving with the gas velocity \( u_g \), and \( S_{CS} \) is the collision term representing the net number of particles produced or lost in the volume reactions. The species flux \( G_s \) is expressed based on the drift-diffusion approximation, which determines the flux with respect to the gas velocity as:

\[ \vec{G}_s = \frac{q_s}{|q_s|} \mu_s n_0 \vec{E} - \nabla D_s n_s. \]  
(A4)

In this expression, \( D_s \) is the diffusion coefficient and \( \mu_s \) is the mobility of the corresponding species “s”, \( q_s \) is their charge, and \( \vec{E} \) is the electric field.

The electric field in (A4) is calculated as an ambipolar field, based on the equality of fluxes of positive (\( \text{Ar}^+ \), \( \text{Ar}^+ \)), and negative species (electrons). The expression used is:

\[ E_{amb} = \frac{(D_{\text{Ar}^+} - D_{\text{Ar}^+})\bar{n}_{\text{Ar}^+} + (D_{\text{Ar}^+} - D_{\text{Ar}^+})\bar{n}_{\text{Ar}^+}}{(\mu_{\text{Ar}^+} + q_s)n_{\text{Ar}^+} + (\mu_{\text{Ar}^+} + q_s)n_{\text{Ar}^+}} \]  
(A5)

For the neutral excited species, the flux (A4) is only determined by diffusion, i.e. \( \vec{G}_s = -D_s \vec{E} n_s \). The transport coefficients used in the above expressions are the same as in [23]. The argon atom density is considered to be constant. Equation (A3) is solved for the two types of ions and for the excited atoms Ar(4s).

The quasineutrality condition is given by

\[ n_e = n_{\text{Ar}^+} + n_{\text{Ar}^+} \]  
(A6)

The electron energy conservation equation is solved for the averaged electron energy density \( n_e \bar{e}_e \):

\[ \frac{\partial n_e \bar{e}_e}{\partial t} + \nabla \cdot \vec{G}_{ee} + (\vec{u}_g \cdot \nabla) n_e \bar{e}_e = \bar{\sigma} \bar{E}_d^2 + n_e \Delta \bar{e}_e + Q_{bg} \]  
(A7)

The electron energy flux \( \vec{G}_{ee} \) is

\[ \vec{G}_{ee} = -D_{ee} \bar{\nabla} n_e \bar{e}_e - \mu_{ee} n_e \bar{e}_e \bar{E}_{amb} \]  
(A8)

where \( D_{ee} \) is the electron energy diffusion coefficient and \( \mu_{ee} \) is the electron energy mobility. The terms at the right hand side represent (i) the Joule heating term (\( \bar{\sigma} \bar{E}_d^2 \)), where \( \bar{\sigma} \) is the plasma electric conductivity (see below), (ii) the averaged electron elastic and inelastic collision energy losses (\( \Delta \bar{e}_e \)), and (iii) a constant background power density (\( Q_{bg} \)).

Since we employ the quasi-neutrality condition, the electric field due to the external circuit \( E_d \) is determined by the current continuity equation:

\[ \bar{\nabla} \cdot (-\bar{\sigma} \bar{\nabla} \phi_d) = 0 \]  
(A9)

where we have neglected the diffusion terms, present in the full expression of the current conservations. \( \phi_d \) is the electric potential of the external field and \( \bar{\sigma} = |q_e| (\mu_{\text{Ar}^+} n_{\text{Ar}^+} + \mu_{\text{Ar}^+} n_{\text{Ar}^+} + \mu_{ee} n_e) \) is the plasma conductivity, obtained from the sum over the charged species.

The gas thermal balance equation is

\[ \rho_g C_p \frac{\partial T_g}{\partial t} + \rho_g C_p \bar{u}_g \cdot \bar{\nabla} T_g - \bar{\nabla} \cdot ((k_g + k_T) \bar{\nabla} T_g) = Q_g \]  
(A10)

where \( Q_g \) is a heat source accounting for the energy transport from the electrons to the heavy particles due to elastic and inelastic collisions. It is expressed as:
\[ Q_g = \frac{3m_em_{Ar}}{(m_e+m_{Ar})^2}n_em_{Ar}k_{el}e(T_e - T_g) + \sum \Delta \epsilon_i k_i n_i n_e \]  \hspace{1cm} (A11)

\( k_{el} \) is the elastic collision rate coefficient, and \( \Delta \epsilon_i \), \( k_i \), and \( n_i \) are the inelastic collision energy loss, rate coefficient and collision target density, respectively, for the \( i \)th inelastic collision. The electron and gas temperature are expressed in eV in the above equations.

Finally, all the equations given above are coupled to the SST RANS model of the gas flow based on [26]. The exact implementation of the model is presented in [27].
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