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Summary 

In the last decades researchers started developing the ability to manipulate matter at the nano and atomic 

scales. The characterization of these materials revealed the influence of size, structure and composition 

on the peculiar properties exhibited. A fundamental instrument aiding the development of new 

nanomaterials by enabling their observation is the Transmission Electron Microscope (TEM). 

However, conventional TEM only allows for two-dimensional imaging of specimens, often hindering 

a complete characterization. Combination of TEM and tomography overcomes this limitation, allowing 

to retrieve a three-dimensional reconstruction of the analyzed sample.  

The increasing complexity of synthesized systems though, built in the attempt of achieving particular 

properties for applications in several fields such as catalysis, signal enhancement or drug delivery, poses 

new challenges to researchers involved in their characterization. The development of new methods, 

techniques and instruments is therefore necessary in such occasions in order to obtain a complete 

description of these samples. 

An example of complex systems requiring a challenging characterization is given by nanoparticle 

assemblies. These structures, created by promoting the self-assembly of hundreds or thousands of 

nanoparticles, can extend for hundreds of nanometers or even microns, with either an ordered or 

disordered configuration. Their properties can be tuned by changing the positions of the building 

blocks, the type of packing and the inter-particles distances. A thorough quantitative characterization 

is therefore needed to study the relationship between structure and properties, and how changing the 

former can influence the latter. 

Another fundamental problem that has been tackled extensively by several research groups in the recent 

years, is the determination of the three-dimensional elemental distribution in nanostructures, which can 

be achieved by combining Energy Dispersive X-ray Spectroscopy (EDXS) and tomography. The recent 

introduction of multiple detectors systems such as FEI Super-X detector, finally enabled this 

combination, but earlier attempts, although producing promising results, were still hampered by 

instrument limitations and lack of proper EDXS quantification methods. 

My work as a PhD student at EMAT has been focused on the development of techniques for electron 

tomography, and specifically oriented at the quantitative analysis of nanoparticles assemblies as well 

as quantitative EDXS analysis of metal nanoparticles in 2D and 3D. For this reason, the thesis is divided 

into three main parts, an introduction on the techniques used, a part on the quantitative analysis of 

nanoparticle assemblies and finally a part on quantitative EDXS tomography. 
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In more detail the layout is as follows: 

Part 1: Introduction 

Chapter 1: Historical perspective, presents the main historical events that brought to the development 

of the electron microscope.  

Chapter 2: Electron tomography principles, summarizes the main concepts and state-of-the-art of 

electron tomography, introducing the foundations, applications and limitations of the technique on 

which this thesis work is based on.  

Chapter 3: Electron tomography in practice, presents the experimental equipment used, and the steps 

involved in a typical electron tomography experiment, from a practical point of view. 

Part 2: Quantitative tomography of nanoassemblies 

Chapter 4: Quantitative tomography of nanoparticle assemblies covers the development of the so 

called Sparse Sphere Reconstruction technique, aimed at the characterization of complex nanoparticles 

assemblies.  

Chapter 5: Sparse sphere reconstruction in materials science studies further introduces experimental 

studies where SSR was applied to perform a quantitative characterization of different systems, with a 

focus on the technique extension to the case of binary assemblies. 

Chapter 6: Conclusions and outlook on part II summarizes the results presented in this second part of 

the thesis, including a discussion on the novelty introduced by the technique and the outlook for future 

applications. A detailed list of own contributions to the work is provided at the end of this chapter. 

Part 3: Quantitative EDXS tomography 

Chapter 7: Quantitative EDXS in 2D covers EDXS characterization and quantification of 

nanomaterials. In more detail, the ζ-factor method is introduced and a technique is developed for the 

measurement of ζ-factors from pure elemental nanoparticles. Experimental cases are shown as a 

validation of the method and as an example of quantitative EDXS studies. 

Chapter 8: Quantitative EDXS in 3D further extends the domain of quantitative EDXS to 3D. Here, a 

new method developed to obtain quantitative EDXS tomographic reconstructions is presented, showing 

in detail how limitations such as shadowing effects and low morphological resolution of EDXS are 

overcome by combining EDXS and STEM tomography in a synergistic approach.  

Chapter 9: Quantitative 3D EDXS tomography, materials science studies. The technique presented in 

the previous chapter is applied here to several materials science studies. Insights concerning the 

synthesis of these materials and their properties are obtained thanks to this characterization. 
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Chapter 10: Conclusions and outlook on part III summarizes the results presented in this third part of 

the thesis, and discusses the novelties introduced by the techniques presented and the outlook for future 

applications. A detailed list of own contributions to the work is provided at the end of this chapter. 
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Samenvatting 

In de laatste decennia begonnen onderzoekers het vermogen te ontwikkelen om materie te manipuleren 

op zowel nano- als atomaire schaal. De karakterisering van deze materialen onthulde de invloed van 

grootte, structuur en samenstelling op de bijzondere eigenschappen van deze materialen. Een 

fundamenteel instrument, die meewerkte aan de ontwikkeling van deze nieuwe nanomaterialen door 

hun observatie mogelijk te maken, is de transmissie-elektronenmicroscoop (TEM). Conventionele 

TEM maakt echter enkel tweedimensionale beeldvorming van objecten mogelijk, hetgeen vaak een 

volledige karakterisering bemoeilijkt. Een combinatie van TEM en tomografie overwint deze 

beperking, wat een driedimensionale reconstructie van het geanalyseerde object mogelijk maakt. 

De toenemende complexiteit van gesynthetiseerde systemen, trachtend specifieke eigenschappen te 

bekomen voor welbepaalde toepassingen in verschillende gebieden, zoals katalyse, signaalversterking 

of medicijnafgifte, levert nieuwe uitdagingen voor onderzoekers, die betrokken zijn bij hun 

karakterisering, op. De ontwikkeling van nieuwe methodes, technieken en instrumenten is daarom 

noodzakelijk om een volledige beschrijving van deze objecten te verkrijgen. 

Een voorbeeld van complexe systemen die een uitdagende karakterisering vereisen, zijn assemblages 

van nanodeeltjes. Deze structuren, gemaakt door het bevorderen van de zelfassemblage van honderden 

tot duizenden nanodeeltjes, kunnen dimensies hebben van honderden nanometers tot zelfs micrometers, 

met een geordende of ongeordende configuratie. Hun eigenschappen kunnen afgestemd worden door 

de posities van de bouwstenen, de soort symmetrie en de afstanden tussen de deeltjes aan te passen. 

Een grondige kwantitatieve karakterisering is daarom noodzakelijk om de relatie tussen de structuur en 

de eigenschappen te bestuderen, en hoe een verandering van de eerstgenoemde de laatstgenoemde kan 

beïnvloeden. 

Een ander fundamenteel probleem dat uitgebreid werd bestudeerd door verschillende 

onderzoeksgroepen in de afgelopen jaren, is de bepaling van de driedimensionale chemische 

samenstelling van nanostructuren. Dit kan onderzocht worden door het combineren van energie 

dispersieve X-stralen spectroscopie (EDXS) en tomografie. De recente introductie van meerdere 

detectorsystemen zoals de FEI Super-X detector, maakte deze combinatie uiteindelijk mogelijk, maar 

eerder pogingen werden nog steeds gehinderd door instrument beperkingen en een gebrek aan goede 

EDXS kwantificatiemethoden, hoewel de resultaten er veelbelovend uitzagen. 

Mijn werk als doctoraatsstudent aan EMAT is gericht op de ontwikkeling van technieken voor 

elektronentomografie, en specifiek op de kwantitatieve analyse van assemblages van nanodeeltjes 

evenals de kwantitatieve EDXS analyse van metallische nanodeeltjes in twee en drie dimensies. Het 

proefschrift is daarom verdeeld in drie hoofdonderdelen: een inleiding tot de gebruikte technieken, een 
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deel over de kwantitatieve analyse van assemblages van nanodeeltjes en ten slotte een deel over 

kwantitatieve EDXS tomografie. 

In meer detail is de inhoud als volgt: 

Deel 1: Introductie 

Hoofdstuk 1: Historische achtergrond, introduceert de belangrijkste historische gebeurtenissen die de 

ontwikkeling van elektronenmicroscopie teweegbrachten. 

Hoofdstuk 2: Elektronentomografie principes, vat de belangrijkste concepten en state-of-the-art 

elektronentomografie samen, waarbij de fundamenten, toepassingen en beperkingen van de techniek 

besproken worden. 

Hoofdstuk 3: Elektronentomografie in de praktijk, bespreekt de gebruikte experimentele apparatuur en 

de verschillende stappen van een typisch elektronentomografie experiment, vanuit een praktisch 

oogpunt. 

Deel 2: Kwantitatieve tomografie van assemblages van nanodeeltjes 

Hoofdstuk 4: Kwantitatieve tomografie van assemblages van nanodeeltjes behandelt de ontwikkeling 

van de zogenaamde Sparse Sphere Reconstruction (SSR) techniek, gericht op de karakterisering van 

complexe assemblages van nanodeeltjes. 

Hoofdstuk 5: Sparse sphere reconstruction in materiaalkundige studies introduceert verder de 

experimentele studies waarbij SSR werd toegepast om een kwantitatieve karakterisering van 

verschillende systemen uit te voeren, met de focus op de uitbreiding van de techniek om binaire 

assemblages te onderzoeken. 

Hoofdstuk 6: Conclusies en outlook op Deel 2 vat de resultaten van het tweede deel van dit proefschrift 

samen, inclusief een discussie over de nieuwheid van de techniek en de vooruitzichten op toekomstige 

toepassingen. Een gedetailleerde lijst met eigen bijdragen aan het werk wordt aan het einde van dit 

hoofdstuk gegeven. 

Deel 3: Kwantitatieve EDXS tomografie 

Hoofdstuk 7: Kwantitatieve EDXS in 2D beschrijft de EDXS karakterisering en kwantificatie van 

nanomaterialen. Specifieker, de ζ-factor methode wordt geïntroduceerd en een techniek is ontwikkeld 

om de ζ-factoren te bepalen uit mono-metallische nanodeeltjes. Experimentele studies worden 

uitgevoerd om de methode te valideren en als voorbeeld van kwantitatieve EDXS onderzoeken te 

dienen. 
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Hoofdstuk 8: Kwantitatieve EDXS in 3D breidt het domein van kwantitatieve EDXS verder uit naar 3D. 

Hier, wordt een nieuwe methode ontwikkeld om kwantitatieve 3D EDXS reconstructies te verkrijgen 

gepresenteerd. Er wordt in detail uitgelegd hoe beperkingen zoals schaduw effecten en lage 

morfologische resolutie van EDXS worden overwonnen door het combineren van EDXS en STEM 

tomografie in een synergetische aanpak. 

Hoofdstuk 9: Kwantitatieve 3D EDXS tomografie, materiaalkundige studies. De techniek die in het 

vorige hoofdstuk werd geïntroduceerd, wordt hier toegepast op verschillende materiaalkundige studies. 

Inzichten met betrekking tot de synthese van deze materialen en hun eigenschappen worden verkregen 

dankzij deze karakterisering. 

Hoofdstuk 10: Conclusies en outlook op Deel 3 geeft een samenvatting van de resultaten uit dit derde 

deel van het proefschrift, en bespreekt de nieuwigheden van deze ontwikkelde technieken en de 

vooruitzichten op toekomstige toepassingen. Een gedetailleerde lijst met eigen bijdragen aan het werk 

wordt aan het einde van dit hoofdstuk gegeven. 
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List of Abbreviations 

 

2D  
3D  
ADF  
ASTRA 
ART  
BF  
BP  
DART  
EDXS  
EDS  
EELS  
EFTEM 
ESEM  
ESF 
fcc 
bcc  
FEG  
FFT  
FIB  
GPGPU 
GPU 
HAADF  
hcp 
NP  
NC  
IBF  
SAED 
sc 
SIRT  
SERS  
SSR  
STEM  
TEM  
TVM  
WBP  

Two dimensional 
Three dimensional 
Annular dark field 
All Scale Tomographic Reconstruction Antwerp 
Algebraic reconstruction technique 
Bright field 
Backprojection 
Discrete algebraic reconstruction technique 
Energy dispersive X-ray spectroscopy 
Energy dispersive spectrometer 
Electron energy loss spectroscopy 
Energy filtered transmission electron microscopy 
Environmental Scanning Electron Microscope 
Edge spread function 
Face centered cubic 
Body centered cubic 
Field emission gun 
Fast Fourier transform 
Focused ion beam 
General-purpose computing on graphics processing units 
Graphics processing unit 
High angle annular dark field 
Hexagonal close packed 
Nanoparticle 
Nanocrystal 
Incoherent bright-field 
Selected area electron diffraction 
Simple cubic 
Simultaneous iterative reconstruction technique 
Surface Enhanced Raman Scattering 
Sparse sphere reconstruction technique 
Scanning transmission electron microscope 
Transmission electron microscope 
Total variation minimization 
Weighted backprojection 
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Part I 

Introduction 
This first part of the thesis introduces the concepts underlying my research studies as a PhD 

student at EMAT. Starting with a brief historical overview in chapter one, it goes on drawing 

a temporal framework around the discovery of nanomaterials and how their investigation has 

been enabled by the invention of the Transmission Electron Microscope. Chapter two moves 

further to the principles of electron tomography and the theory behind the most common 

reconstruction algorithms.  The last chapter of this first part, chapter three, covers the technical 

aspects regarding the acquisition methods and typical processing required to perform an 

electron tomography experiment.
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1 Historical Perspective 

1.1 Nanotechnology, Nanoscience & Nanomaterials 

The term Nanotechnology was first used in the ‘80s and refers to that domain of science dedicated to the 

study and exploitations of the peculiar properties of nanomaterials, which can be described as objects 

showing one or more dimensions in the range 1-100 nm. Although the word nano recalls futuristic feelings, 

nanomaterials existed long before man could observe, describe and name them.  

Even life forms exhibit and create nanostructures,[1] for example, the super hydrophobic lotus leaf,[2] the 

iridescent shells of certain beetles,[3] the feathers of peacocks and the wings of Morpho butterflies (Figure 

1.1).[1, 4] These are all spectacular examples of natural nanostructures with peculiar properties. Figure 1.1a 

shows the beautiful metallic blue color of a Morpho male butterfly wings. The strong reflection of blue 

light and the metallic effect originates from the interaction of light with the periodic structures forming the 

wings (shown in the electron micrographs of Figure 1.1b,c). The development of electron microscopes 

enabled the observation of these bio-materials at the nanoscale opening the way to the investigation of the 

physical phenomena behind,[5] and further design of artificial bio-inspired materials for advanced 

applications.[6, 7]  

 

Figure 1.1 : (a) Morpho sulkowskyi butterfly, showing the beautiful metallic color of the male wings. 

(b) Scanning electron microscope images of a cross section of a scale of the male butterfly Morpho 

sulkowskyi wing. Images adapted from ref.[7], Creative Commons Attribution 4.0 International 

license. 

 

Proven historical uses of nanomaterials date back to the 4th century. It is well known the use of metal 

nanoparticles to produce colors in pottery and glass manufacturing from the Bronze age to the modern era,[8]  
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a famous example of which is the Lycurgus cup (400 AD) (Figure 1.2),[9] where golden nanoparticles are 

embedded in glass giving rise to dichroic light effects. Another known example concerns Indian 

blacksmiths that lived between the 10th and 17th centuries and who were forging steel blades containing 

carbon nanotubes, conferring particular mechanical properties to the metal.[10]  

 

 

Figure 1.2 : The Lycurgus Cup from 4th century AD appears green when lit from the front (left), and 

red when lit from the back (right). (Image from the free image service of the British Museum) 

 

Nowadays, nanotechnology is very different from these empirical techniques developed in the ancient times 

by random trials and errors. Thanks to the revolutionary scientific discoveries of the last three-hundred 

years, humanity slowly came to understand what matter and light are, how atoms behave and how they can 

be observed and manipulated. The possibility of observing these materials down to the atomic scale is one 

of the factors that highly contributes to the progress of nanotechnologies. 

One of the most important instruments developed in the last century, enabling humans to characterize 

nanomaterials down to the atomic scale is the Transmission Electron Microscope (TEM). There are plenty 

of applications and techniques for this incredible instrument, in this thesis I will present only few of them, 

along with my contributions to their progress in the characterization of complex nanomaterials. 
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1.2 Transmission Electron Microscopy 

It was in 1928 when Louis de Broglie demonstrated the wave-particle duality,[11] laying the foundations of 

quantum mechanics. Thanks to this property of matter, electrons can be used as probing waves. Their 

wavelength can be tuned by the acceleration voltage and their behavior can be manipulated by 

electromagnetic lenses, reaching resolutions far beyond those that can be obtained through an optical 

microscope, which are limited by size of the photons wavelength. 

There exist different kinds of electron microscopes, the Scanning Electron Microscope (SEM), the 

Transmission Electron Microscope (TEM) and the Scanning Transmission Electron Microscope (STEM). 

In 1932, the first TEM was built at the Technological University of Berlin by Max Knoll and Ernst Ruska,[12] 

opening the way to the direct observations of nanomaterials. In those years, nanomaterials became visible 

to the human eye and the field of nanotechnology was born. In the following years, microscopes started 

being manufactured by commercial companies around the world, which pushed the development forward. 

In 1938, Manfred von Ardenne, working for Siemens in Berlin, built the first STEM,[13] realizing the first 

implementation of point-by-point scanning acquisition. However, the obtained results were not satisfying 

and the project was discontinued. It was thanks to the technological advancements made in the field of 

electronics and vacuum technologies that in 1970, Crewe was able to observe, for the first time, single 

heavy atoms on thin carbon layers (Figure 1.3 ),[14] using a STEM. Crewe also created the first Annular 

Dark Field (ADF) detector, which collected the electrons scattered to high angles by the atoms nuclei, 

giving rise to contrast proportional to the atomic number Z, therefore known as Z-contrast.  
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Figure 1.3 : Examples of micrographs from the work of Crewe on the imaging of heavy atoms on a 

thin carbon film, by Z-contrast in a STEM. (a,b) Samples obtained by depositing a dilute solution of 

thorium nitrate reacted with benzene tetracarboxylic acid. Chains of thorium atoms are expected to 

form due to the polymerization of carboxylic acid between thorium atoms. The strings of white spots 

are identified to be thorium atoms. Images adapted from ref.[14], with permission of The American 

Association for the Advancement of Science.   

 

The ADF detector was able to image single heavy atoms, but when used to image crystalline samples, the 

detector also collected Bragg diffracted electrons, with the relative contrast becoming difficult to interpret. 

For this reason, Howie introduced the High Angle Annular Dark Field (HAADF) detector in 1980,[15] which 

almost completely eliminated diffraction contrast for crystalline materials. 

With the advent of STEM and annular detectors, a new technique was also developed to retrieve information 

about the elements in the sample. The transmitted beam, along with electrons scattered at smaller angles 

was able to travel through a hole at the center of the detector and could be separated through a magnetic 

prism as a function of the electron’s energy, forming a characteristic spectrum, related to the atomic species 

present in the sample. It was known that electrons would have interacted with atoms in several different 

ways and in some of these interactions they were expected to exchange energy with the sample. The analysis 

of these energy losses gives the composition of the sample for light elements. This technique is therefore 

known as Electron Energy Loss Spectroscopy (EELS) and was first demonstrated in the 1975  by members 

of Crewe’s group.[16] 
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1.3 Energy Dispersive X-ray Spectroscopy 

As the electron beam passes through the sample, the high energetic electrons behave as ionizing radiation, 

and with a certain probability they can remove inner-shell electrons from their nuclei.[17] Upon transferring 

energy to an atom, one of the inner-shell electrons acquires enough energy to abandon its orbital, leaving 

behind an electron-hole. This hole is immediately filled by a decaying electron coming from a higher energy 

external shell. This transition frees an amount of energy, equal to the energy difference of the two orbitals 

involved, usually in the form of an X-ray photon or an Auger electron. The emitted X-ray photon therefore 

possess only discrete quantities of energy which are related to the possible transitions in the given atom. 

Different atoms show different characteristic transitions and respective X-ray radiations, making their 

analysis a powerful way of determining the species present. The technique is known as Energy Dispersive 

X-ray Spectroscopy (EDXS) and together with EELS expands the capabilities of a conventional 

TEM/STEM instrument in what is also referred to as Analytical Electron Microscopy (AEM). 

EDXS was developed starting from the 1940s. The basic principle involves the analysis of X-rays generated 

from a material under the exposure of a source. The first instrument embodying this principle was the 

Electron Probe Micro-Analyzer (EPMA), born as a technique to obtain localized compositional information 

from a material. Its development occurred simultaneously to the development of the SEM. The instrument 

consisted of an electron gun followed by electromagnetic lenses focusing the probe to a spot with a diameter 

of approximately 0.1-1 μm. The emitted X-ray radiation was analyzed with one or more wavelength 

dispersive spectrometers (WDS).[18] Until 1968, SEM and EMPA were considered two different 

instruments, but with the introduction of the Energy Dispersive Spectrometer (EDS),[19] the technique was 

eventually incorporated in the majority of commercial SEMs, conferring the ability of directly characterize 

chemical elements in the specimen. Following its diffusion in SEMs, the EDS detector was adopted in 

TEMs as well, expanding analytical analysis to the nanometer scale (if operated in STEM mode), starting 

from mid-1970s.[17] 

1.4 Electron tomography 

The development of TEM enabled the characterization of nanomaterials, from imaging them down to the 

atomic scale to obtaining structural and chemical information. However, these techniques only provide a 

two-dimensional projection of a three-dimensional object. Interpretations based on 2D projections may 

often lead to wrong conclusions about the nature of the sample. A beautiful LEGO sculpture, Dragon 

Butterfly Jet, by artist John V. Muntean, shown in Figure 1.4, illustrates this concept. Here the three 

shadows projected by the object from different angles, cause the illusion of an object that is simultaneously 
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a dragon, a butterfly and a plane, while in reality it is none of them. The artwork represents an example of 

the difficulty of interpreting a 3D object from its 2D projections. For nanomaterials in a TEM, a similar 

problem arises, and the combination with tomography is powerful way of extending TEM capabilities to 

the third dimension.     

Figure 1.4: Magic angle LEGO sculpture, Dragon Butterfly Jet, by artist John V. Muntean, casting three 

different shadows. The sculpture represents the limitations in understanding a 3D object from its 2D 

projections.  

 

The word tomography is derived from the Greek words τόμος (tomos), and γράφειν (gráphein), meaning 

“slice” and “to write” respectively. It refers to the technique used to reconstruct an object or an internal 

property of it, by acquiring projections from different directions and combining them through an algorithm. 

The mathematical foundations of the technique were first given by Radon in the 1917.[20] Further 

development in the field came in the 1960s when a first application of X-ray tomography was proposed for 

medical purposes.[21] Since then, the use and development of tomography scanners for medical imaging 

proliferated. 

In the 1970s, the first attempts to obtain 3D reconstructions from TEM micrographs were carried out.[22-24] 

These attempts are considered as the starting points for the development of electron tomography,[25, 26] and 

in the following decades efforts were spent by several groups towards the development of the technique as 
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we know it today. A thorough review of these efforts is given by Frank, in his textbook on electron 

tomography for biological sciences.[27]  

The adoption of electron tomography in materials science started towards the end of 1980s, but only later 

saw general diffusion, upon the introduction of novel (tomographic) imaging modes, automation of 

microscope control and new reconstruction algorithms powered by an increased computation speed.[26] The 

birth of modern electron tomography for materials science was finally marked in 2000 by the study of 

Koster and co-workers, who used bright field tomography for the reconstruction of porous zeolites,[28] and 

later in 2003 by the paper from Weyland and Midgley,[29] which presents the development of Z-contrast 

and EFTEM tomography. 
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2 Electron Tomography Principles 

In chapter one, a general framework from an historical perspective was given for the topics covered by this 

thesis. In this second chapter, the details of electron tomography will be discussed, starting from the 

mathematical principles. 

2.1 Projections acquisition 

An electron tomography experiment starts with the acquisition of projections. Routinely, for materials 

science samples, the microscope is operated in STEM mode and the signal is collected with a HAADF 

detector, in order to avoid diffraction contrast which would violate the projection principle. The sample is 

tilted using a dedicated tomography holder (presented in section 3.1.4) over a tilt range limited between -

80° and +80°. Tilting to higher angles is usually not possible, since the holder tip touches the pole pieces 

of the objective lens (except in the case of an on-axis tomography experiment). Usually starting from an 

angle the closest possible to -80°, HAADF-STEM projections of the sample are acquired with a tilt 

increment of a few degrees (between 1° and 5°) as schematized in Figure 2.1a. After the series is acquired 

and aligned, it is used as an input for a mathematical algorithm, yielding the 3D reconstruction of the object 

investigated (Figure 2.1b). 

 

Figure 2.1: Schematization of a HAADF-STEM tomography tilt series experiment. (a) The tilt series is 

acquired by tilting the specimen and acquiring projections between -80° and 80°. (b) The projections are 

used to calculate the sample 3D reconstruction. 

 

As opposed to X-ray tomography, where the scanner is free to rotate around the sample, in a TEM the 

source is fixed, therefore the sample is tilted instead, from which derives the limitation on the tilt range. 
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Considering the Fourier space representation, the impossibility of acquiring projections covering the full 

tilt range of 180° causes part of the frequency domain to be unsampled. 

2.1.1 Missing wedge artifacts 

In Fourier space, sampling with a limited tilt range, leaves out two wedges of frequencies. To minimize the 

volume of missing frequencies it is possible to perform a second acquisition after rotating the sample of 

90° or by rotating gradually the sample at every tilt angle, forming respectively a missing pyramid or a 

missing cone of frequencies, as shown in Figure 2.2. 

Figure 2.2: Representation of sampled frequencies in Fourier space for (a) linear tilt scheme, (b) dual-

tilt scheme, (c) tilt-rotation scheme of acquisition, giving rise to a missing wedge, missing pyramid or 

missing cone of frequencies, respectively. Adapted from ref.[27] with permission of Springer. 

 

Lack of sampling of these frequencies leads to a blurring of object features defined by those frequencies 

and an elongation of the reconstructed object. An illustrative example of the type of artifacts is given in 

Figure 2.3 (the original phantom is shown in Figure 2.5a). 
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Figure 2.3: Phantom reconstruction of projections simulated with different tilt ranges: (a) -45° to 45°, 

(b) -60° to 60°, (c) -75° to 75°, all every 2°. (d,e,f) Discrete Fourier transforms of (a,b,c) respectively, 

showing the extent of the missing wedge, which explains the elongations artifacts observed in the 

reconstructions. These artifacts are known as missing wedge artifacts. 

 

Missing wedge artifacts form a tedious problem in electron tomography, especially when reconstructing 

objects closely packed in the direction of the artifacts, since the elongation distortion leads to an overlapping 

of the boundaries, hampering the distinction of the single objects. There are different strategies to overcome 

missing wedge artifacts or minimize their effect, by either using a different acquisition scheme, an on-axis 

holder or advanced reconstruction algorithms, or possibly a combination of these approaches. 

2.2 The reconstruction problem 

The reconstruction problem arises in science whenever the non-destructive characterization of an internal 

property of an object is desired. Computerized X-ray tomography of living beings is a macroscopic example 

of such a case. For nanomaterials as well, due to other limitations, it is not possible in most cases to 

physically cut a nanoparticle and therefore a similar approach is adopted. In order to access internal 

structural information, a variety of probes, such as, electrons, X-rays, sound waves, to name a few,  can be 
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used to extract information. Usually a source emits the signal, which travels through the object and is then 

collected by a detector. The process generates a so-called projection since the probe projects an internal 

property of the 3D object onto a 2D detector plane. 

The mathematical framework of this process is described by the Radon transform.[20] The Radon transform 

Rf of an object represented by the function f in an n-dimensional space, is given by integrating f over all the 

hyperplanes of dimension n-1. In the simple case of a 2D object Rf is defined by integrating f(x,y) over its 

projections (line integrals) along all possible lines  L of unit length ds: 

 
,  (2.1)

 

The figure represents a projection of three disks in a given direction. 

 
Figure 2.4: Schematic illustration of the projection  R(r,α) of three disks (Illustration by Michael 

Schmid, Creative Commons license). 

 

Given a two-dimensional object, the Radon transform can be visualized by displaying the one-dimensional 

projections obtained along the different angles as rows of pixels concatenated along the direction 

perpendicular to their dimension. The obtained figure is also known as sinogram, an example is given in 

Figure 2.5. 
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Figure 2.5: (a) Shepp-Logan phantom (standard test image). (b) Sinogram of the Shepp-Logan 

phantom projected every 1° from 0° to 180°. 

 

Radon also described the inverse Radon transform, through which is possible to obtain a reconstruction of 

the object. In a real experiment though, we are limited to the acquisition of a discrete and finite number of 

projections, and as a consequence the reconstruction is usually an approximation of the object (Figure 2.6). 

 
Figure 2.6: (a,b) Inverse radon transforms of the Shepp-Logan phantom projected from 0° to 179° 

every 2° and 5° respectively. 
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2.3 Fourier slice theorem 

To understand why it is not possible to perfectly retrieve the original object by reconstructing a finite 

number of projections, it might be useful to consider an alternative representation of the problem in Fourier 

space. If an object is described by a function of space f(x,y), then it is possible to perform a Fourier transform 

of this function, decomposing the object in a series of trigonometric functions. The coefficients and 

frequencies of the trigonometric basis represent the object in Fourier space. 

According to the Fourier slice theorem, the Fourier transform of a 2D projection, is equivalent to a section 

of the 3D Fourier transform of the object (parallel to the projection plane and passing through the origin). 

Acquiring several projections along different angles it is therefore equivalent to sample different planes in 

Fourier space. This explains why, the most common artifact observable in reconstructions is the blurring of 

sharper features. These features are described by higher frequencies in Fourier space, and as a consequence 

of discrete number of acquired projections there is a lower density of sampled points in the regions far from 

the origin, e.g. there is always an undersampling of higher frequencies, as schematized in Figure 2.7. An 

example of the effect of this undersampling on a phantom image is given in Figure 2.8. 
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Figure 2.7: (a) Schematic illustration of the frequency space in a limited data tomography acquisition 

(2D object and 1D projections), the lines represent the 1D Fourier transform of the 1D projections, 

the density of points decreases as the distance from the center increases, showing the undersampling 

of higher frequencies. (b) As a comparison to (a), here a homogeneous sampling of the Fourier 

frequencies is shown for an ideal case. 

 

Figure 2.8: (a) Shepp-Logan phantom. (b) Reconstruction of (a) from simulated projections between 0° 

and 179° every 2°. Undersampling of higher frequencies and therefore blurring in the reconstruction 

can be observed. 
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2.4 Reconstruction methods 

2.4.1 Fourier space methods 

As a consequence of the Fourier slice theorem it is possible to obtain a reconstruction of an object by 

calculating an inverse Fourier transform from a set of Fourier transformed projections, as first proposed by 

Bracewell.[30] Since projections are acquired in a discrete manner, in order to obtain a reconstruction, it is 

necessary to radially interpolate over the missing data in Fourier space. This approach is very sensitive of 

the interpolation method chosen,[31] and due to its complexity and elevated computational costs, it has been 

superseded by real-space techniques, which arose as faster and computationally less demanding techniques. 

In the remainder of this thesis, we will consider real-space techniques, but it is worth mentioning that very 

recently, also thanks to the ever increasing computational power of modern computers and the advent of 

General-purpose computing on graphics processing units (GPGPU), a new and promising iterative Fourier 

space technique has been demonstrated.[32]  

2.4.2 Direct methods: backprojection & weighted backprojection 

Backprojection is the simplest reconstruction technique possible, it consists in the act of smearing 

projections back along the directions of acquisition. This process is computationally fast, but the result 

lacks accuracy especially in the case of undersampling of the angular range. An example of how back 

projection works is given in Figure 2.9. 
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Figure 2.9: Backprojections montage for a phantom, with projections simulated between 0° and 180° 

for an increasing number of equally spaced angles. Starting with 1 projection angle in the upper left 

corner, up to 15 projections angles in the bottom right corner. 

 

Backprojection was first introduced for X-ray tomography[33] and later for electron tomography.[34] 

Reconstructions obtained through this approach show extreme blurring, due to the undersampling of higher 

frequencies. An improvement is therefore achieved by applying a weighting filter to the reconstruction 

Fourier space, e.g. by convolving the reconstruction with a filter that has zero weight at the center and 

linearly increases towards the edge, therefore balancing the density of sampled information for the different 

frequencies. This approach is called weighted backprojection (WBP) and was first proposed by 

Vainshtein,[34] Gilbert later showed that the results obtained were equivalent to Fourier space methods, with 

the advantage of a much simpler and faster calculation.[35] 

2.4.3 Iterative techniques 

Advancements in the field of computer science prompted the development of iterative methods. In these 

methods, the solution to the reconstruction problem is iteratively refined. The idea behind can be simplified 

by considering that the acquired projections can always be used as a reference and therefore once an initial 

reconstruction is obtained, for example by backprojection, it is possible to forward project it along the 

acquisition directions. The forward projections should in principle correspond to the acquired projections. 

But since using the backprojection method results in reconstructions affected by blurring, as a consequence, 
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the forward projections will show differences with the original projections. By using this difference, also 

known as the projection distance, it is possible to refine the reconstruction in such a manner that the forward 

projections will better match the original projections. This process is iteratively repeated until a 

convergence criteria is met, e.g. the minimization of the projection distance is not improving anymore 

significantly.[36] 

This approach can be applied in several manners by using different ways of minimizing the projection 

distance. These methods can be described mathematically by assuming that the investigated object can be 

represented by a grid of unknowns. The unknowns are equivalent to the pixel values. In Figure 2.10 such a 

grid of length u and height h, is shown as an example. The object can be described by ∗  unknowns 

xi, and any of its projections bj, is given by the sum of the values traversed by the j-th ray. Every pixel will 

also have a weight wi,j, associated with the ray j, given by the area of the ray passing through the pixel, over 

the area of the pixel itself. 

 

 
Figure 2.10: Scheme representing the discretization of an object in a grid of unknowns and their 

relation with a projection b along a certain direction. 

 

The projection bj is given by the sum of all the pixels, multiplied by the relative weight (pixels not traversed 

by the j-th ray will have zero weight).  
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, 1, 2, … ,  (2.2)

 

Where M is the total number of rays. Every projection pixel can be therefore represented by a linear 

equation, and the full set of projections as a vector with elements bj. 

 , , , ⋯ ,  

, , , ⋯ ,  

⋮																					 ⋮ 

, , … ,  

(2.3)

 

In matrix notation this system can be written as: 

  (2.4)

 

In case N and M are small, the matrix W can be inverted by using conventional matrix theory methods. 

However, usually this is not the case when dealing with real data and inverting W to retrieve an exact 

solution is not possible. A typical electron tomography experiment can consist in the acquisition of 

approximately 70 projections from -70° to +70° every 2°. Each projection is 1024 by 1024 pixels, and 

therefore we would have approximately 70 million equations. Since the projections are 1024 by 1024, we 

assume that the object is contained in a cube of 10243 pixels, which makes approximately 1 billion 

unknowns. The size of our matrix W, also known as the weighting matrix is therefore, 70 million by 1 

billion. This also shows that the problem is underdetermined, since the number of unknowns far exceeds 

the number of equations. The presence of experimental noise further makes the system inconsistent.  

The system of equations in (2.3) is usually solved by minimizing some norm ‖ ‖. Several methods 

have been developed for this purpose, the first of which was proposed by Gordon,[37] and is known as 

Algebraic Reconstruction Technique (ART). One year later, in 1971, Gilbert published a new study,[35] in 

revision of the work of Gordon, highlighting limitations of ART and the fact that the technique was not 

yielding better results than the Fourier methods, as claimed, but was instead producing artifacts. Gilbert 

also proposed a modified approach able to produce an accurate reconstruction without artifacts as in the 

case of ART. The method takes the name of Simultaneous Iterative Reconstruction Technique (SIRT) and 

arose to be one of the most commonly used reconstruction techniques, in the field of electron tomography 

in the last decade. 
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Using this formalism, W represents the act of forward-projecting the object and forming the projections, 

while the transpose WT is the act of back-projecting the projections b, forming a backprojection 

reconstruction. The update equation of SIRT is:[38]  

  (2.5)

 

 In which C and R are diagonal matrices denoting the inverse of the sum of the columns, , 1 ∑ ,⁄ , 

and rows, , 1 ∑ ,⁄ , of W. These matrices are needed to compensate for the number of pixels hit by 

each ray, so that the update term  is properly scaled. An example of a SIRT 

reconstruction in comparison to BP and WBP is given in Figure 2.11. Whereas WBP shows a great 

improvement in the reconstruction of sharper features, thanks to the filtering in Fourier space, it does not 

offer a reliable reconstruction of the gray levels, which is obtained by SIRT. 

Figure 2.11: Comparison of three phantom reconstructions from projections simulated from -90° to 90° 

every 2° obtained by backprojection (BP) ,weighted back projection (WBP) and SIRT. 

  

It is proven that in the absence of noise, SIRT converges to a weighted least square solution ∗:[39]  

 ∗ argmin ‖ ‖  (2.6)

 

In comparison to analytical techniques, SIRT offers more flexibility, for example it is possible to include a 

positivity constraint to exclude negative intensities which would not have physical meaning, easing the 

convergence to the solution. The main disadvantage is the computational load of such a method, but 

fortunately the rise of GPUs and parallel computing prompted the development of open source libraries, 

such as the ASTRA toolbox,[38, 40-43] enabling SIRT reconstructions to be computed in the order of minutes. 
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2.5 Prior knowledge in the reconstruction 

Because of physical limitations in the acquisition process, such as, tilt range and electron dose tolerance, 

the amount of data that can be acquired can also be limited. For example, often one wants to analyze TEM 

samples that are unstable under long irradiation, and therefore this requires lower beam currents and shorter 

exposure times. As a result, noise increases and the number of acquired projections decreases. Artifacts 

originating from these two factors, and the missing wedge, hamper the characterization of such materials 

by means of conventional reconstruction techniques. In the last decade, a series of new approaches has been 

presented in order to overcome these limitations by incorporating prior knowledge information in the 

reconstruction process, in order to obtain a better reconstruction. An overview is presented below. 

2.5.1 Discrete Algebraic Reconstruction Technique 

The Discrete Algebraic Reconstruction Technique (DART), uses prior knowledge on the density of the 

object, e.g. its gray levels. If the investigated object can be described by gray levels that change only 

discretely, e.g. the material has regions of constant density with sharp interfaces, then the technique is able 

to produce an accurate reconstruction even from a limited number of projections.[44, 45] DART is an iterative 

algorithm that combines SIRT with discretization steps. The values of the discrete gray levels are the prior-

knowledge required, and can be estimated from an initial SIRT reconstruction. The algorithm determines 

boundary pixels through a segmentation step. The values of interior pixels are then fixed and SIRT iterations 

are only performed for boundary pixels, updating them. The procedure is repeated until a stop criterion is 

met. An example of a DART reconstruction, from the work of Batenburg et al.[44] is shown in Figure 2.12, 

for a carbon nanotube containing a Cu catalyst (Figure 2.12a). SIRT reconstruction slices (Figure 2.12b-d) 

are compared to DART reconstruction slices (Figure 2.12e-g). Minimization of missing wedge artifacts can 

be observed by comparing Figure 2.12b and Figure 2.12e.  
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Figure 2.12: (a) HAADF-STEM image of the catalyst particles, a carbon nanotube containing Cu/CuO2 

catalyst nanoparticles in a bamboo-like structure. (b,c,d) Slices from the SIRT reconstruction of the 

structure. (e,f,g) Slices from the DART reconstruction, highlighting the improvement over SIRT in the 

minimization of blurring and missing wedge artifacts. Images adapted from ref.[44] with permission of 

Elsevier. 

 

It has been demonstrated how DART can yield an improvement on the SIRT reconstruction (Figure 2.12) 

of certain materials, especially in minimizing missing wedge artifacts.[44] Nevertheless, its application is 

suitable to only a certain kind of samples for which a discrete number of gray levels can be expected. This 

and the additional computational cost, which causes it to be slower than SIRT, have limited its adoption to 

only specific cases. 

2.5.2 Total variation minimization 

Another technique, nowadays often used in electron tomography, is the Total Variation Minimization 

(TVM) reconstruction method. The technique belongs to the field of compressive sensing,[46] and was first 

introduced as a de-noising technique.[47] TVM use has been recently extended to tomography reconstruction 

techniques,[48] demonstrating significant improvements in the reduction of missing wedge artifacts. The 

prior knowledge involved here, is the assumption that the object has finite interfaces, as its surface. As a 

consequence, the gradient image, representing its boundaries, is sparse. This sparsity assumption can be 

included in the algebraic technique by simultaneously minimizing the projection distance and the total 

variation (norm of the gradient) of the reconstructed object:[48, 49] 
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 ∗ argmin
2
‖ ‖  (2.7)

 

An example of TVM reconstruction, from the work of Goris et al.[48], of Pb nanoparticles embedded in a Si 

needle, is shown in Figure 2.13. Comparison of a SIRT and TVM reconstruction slices, Figure 2.13c and 

Figure 2.13d respectively, reveals the significant improvement in the minimization of noise and missing 

wedge artifacts. 

 

Figure 2.13: (a) HAADF-STEM projection of a Si needle containing Pb particles. (b) Reconstruction 

rendering, highlighting the 3D distribution of Pb particles in the needle. (c,e) SIRT reconstruction 

slices. (d,f) TVM reconstruction slices. Images adapted from ref.[48] with permission of Elsevier. 

 

 



34 
 

2.5.3 Limitations and further developments 

The presented approaches, although performing better than SIRT in certain situations, are still limited to 

general priors, which in complex cases do not enable the desired characterization. For example, in systems 

of closely packed nanoparticles, even though DART and TVM can be applied, the improvement over SIRT 

is not sufficient to enable the distinction of particles in contact, since overlapping of boundaries occurs 

anyway. Given the increasing complexity of nanomaterials systems that are being developed, it is often 

necessary to go one step forward in trying to include any possible prior knowledge available for the 

investigated sample, in order to obtain a relevant reconstruction.  

In chapter 4 a new approach is presented, dedicated to the reconstruction of nanoparticle assemblies and 

their quantification. The technique is based on the possibility of using a new basis for the tomography 

problem, in the case of assemblies of spheres, exploiting the knowledge that these particles assemblies are 

made of a repetitive building block. The approach will enable a full quantification and characterization of 

assemblies of closely packed nanoparticles, which could not be obtained by using the techniques presented 

above.[50] 
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3 Electron Tomography in Practice 

3.1 The transmission electron microscope 

The instrument is composed by a steel column, usually kept in high vacuum conditions (10-7 mbar) through 

a complex pumping system. These conditions are essential to enable free travelling of the electron beam 

and therefore good resolution. The column can be divided in three main parts, as shown in Figure 3.1: the 

illumination system, the objective stage and the imaging system. 

 

Figure 3.1: Schematic representation of the main components of a TEM column. 

 

The illumination system consists of an electron gun, acceleration coils and the condenser system (C 

apertures and lenses) which are positioned at the top of the column in the most common designs, but can 

also be found at the bottom, as it is the case for Nion microscopes. Due to its significant weight, having the 

illumination system at the bottom, reduces the instability of the column. Nevertheless, besides the inverted 
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order, the same principles hold for both designs and in the remainder of this thesis we will only consider 

traditional TEMs, with the source at the top, as the instruments used during my PhD were designed 

according to this principle. 

Going down the column, we find the objective lens stage, the heart of the instrument. Situated at the center 

of the column, this is where the interaction between sample and electrons occurs. The sample is inserted in 

the narrow space between the objective lens pole pieces. Images formed from the objective lens system are 

then magnified and displayed/recorded by the imaging system. 

3.1.1 Imaging modes 

When the electrons traverse a material, there is a certain probability that they will interact with the Coulomb 

potentials of the atoms, and that they will be scattered as a result of this interaction. Electron scattering is 

the fundamental mechanism that enables contrast formation in TEM by changing the amplitude and phase 

of the electron wave. Contrast mechanisms are therefore divided in amplitude contrast and phase contrast. 

Phase contrast is generated by the interference of at least two electron waves, and is usually exploited to 

obtain high-resolution TEM images (HRTEM). Amplitude contrast is divided in mass-thickness contrast 

and diffraction contrast, and is used to form both TEM and STEM images. Mass-thickness contrast depends 

on Z and it is given by incoherently scattered electrons, its dependency on Z is given by the Rutherford 

scattering cross-section and it is approximately proportional to Zn, with 1.5 2. Diffraction contrast, 

on the other hand, is given by coherently and collectively scattered electrons from parallel atomic planes, 

according to Bragg’s law. For amorphous samples, there is no diffraction contrast, so the image is formed 

due to mass-thickness contrast only, while for crystalline samples, both mechanisms contribute to the image 

formation.  

It is possible, through the use of the objective aperture or by tilting the beam in TEM mode, or using a 

proper detector in STEM mode, to select the contrast formation mechanism. In TEM, it is possible to include 

the direct beam (central spot in the diffraction pattern) forming a bright-field image (BF-TEM) or exclude 

it by selecting another region of the diffraction pattern with the objective aperture and therefore obtaining 

a so called dark-field image (DF-TEM) with reversed contrast. In STEM, the concept is similar, but since 

there is no longer a parallel beam, here the direct beam is included in the image by using a detector collecting 

electrons scattered at low angles, (BF-STEM), or excluded by collecting electrons scattered at larger angles, 

giving dark-field images (DF-STEM). Nowadays instruments can be equipped with a series of detectors for 

STEM mode, schematized in Figure 3.2.  
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Figure 3.2: Schematic representation of the typical STEM detectors. (a) Side view, (b) top view. 

 

In general, when operating in STEM mode and analyzing crystalline samples, it is preferable to use a 

HAADF detector in order to exclude contrast contributions from diffracted beams. This is particularly 

important when acquiring data for an electron tomography experiment. Diffraction contrast causes a 

violation of the projection principle, according to which, projection intensities should be a monotonic 

function of a given property of the material.[29, 51]  

3.1.2 Spectroscopic imaging modes 

In the case of inelastic scattering, electrons will transfer energy to the sample. This energy transfer is at the 

origin of a whole series of signals that are subsequently emitted by the sample: characteristic X-ray photons, 

secondary electrons, Auger electrons and visible light. As we have already introduced in the previous 

chapter, electrons that lost energy and X-ray photons can be acquired to characterize chemical properties 

of the material through STEM-EELS and STEM-EDXS. We should also mention Energy Filtered TEM 

(EFTEM), which allows to obtain TEM images from electrons that have lost a certain amount of energy, 

therefore describing a chemical component of the sample. These three techniques can all be used in 

combination with electron tomography.[29, 52-60] 

The STEM mode enables the collection of a spectroscopic signal for each point, generating a data cube 

where every pixel of a micrograph is associated to a spectrum carrying chemical information of the structure 

in that point. An analysis of the spectra yields intensities for a selected property, and this information can 
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be used for a tomographic reconstruction of that property. An example of EDXS map and respective spectra 

are given in Figure 3.3. 

 

Figure 3.3: (a) HAADF-STEM image of a nanoparticle with complex structure. (b) EDXS mapping of 

the particle reveals the morphology as a Au star surrounded by Ag. (c) Spectra of the integrated signal 

from the whole nanoparticle showing the composition. The copper peak at 8 keV is as spurious peak 

generated by the Cu TEM grid. 
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3.1.3 The ChemiSTEM system 

An important advancement in the field of EDXS has been the recent advent of multiple[61, 62] X-ray detectors 

systems for TEM. Previous generation detectors consists of only one X-ray detector positioned on the side 

of the sample in the objective lens system. This has two main disadvantages, first the collection solid angle 

Ω ~ 0.25 sr allowed for a limited amount of counts to be collected, which in a TEM, given the usually small 

size of the sample, implied very long acquisition times in order to collect enough counts to properly quantify 

compositions. This factor hampered the development of quantitative EDXS in TEMs, usually limiting the 

technique to qualitative analysis, for the determination of the chemical species present in the sample, rather 

than determining their concentrations. The second problem of these mono-detector designs is the complete 

shadowing of the detector at certain tilt angles. When the sample is tilted towards the detector, this does not 

occur, but when it is tilted in the opposite direction, the holder structure blocks all the X-ray photons emitted 

from the sample, completely shadowing the detector. This drawback impedes the application of electron 

tomography, since signal from every direction is required to perform a three-dimensional reconstruction. 

The introduction of multiple detectors, and specifically of the Super-X detector in FEI microscopes, 

depicted in Figure 3.4, enabled the collection of signal at any tilt angle, opening the way to the combination 

of EDXS with electron tomography. 

 

 

Figure 3.4: Super-X detector schematization. The 4 detectors are symmetrically arranged around the 

specimen, positioned between the objective lens pole pieces.[61] Image adapted with permission from 

ref.[63], copyright 2017 John Wiley & Sons Ltd. 
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Furthermore, the collection angle Ω ~ 0.9 sr is also increased significantly relatively to previous generation 

detectors. This increased efficiency allows for shorter acquisition times and greater counts rate, which are 

paramount for quantitative studies. The third part of this thesis will be specifically dedicated to my work 

on quantitative EDXS studies of nanoparticles in 2D and 3D. 

3.1.4 Tomography holders 

Another fundamental apparatus of the electron microscope is the sample holder. Every microscope 

manufacturer has its own sample stage mechanism and consequently requires a specific holder design. For 

FEI microscopes, the standard FEI CompuStage double tilt specimen holder (Figure 3.5a), has a tip of 6 

mm width, and can be tilted on the holder axis (α tilt) or perpendicularly (β tilt) to approximately α = ±30° 

and β = ±30°. This is typically enough for TEM/STEM analysis of samples, but it is not sufficiently large 

to obtain a tomography tilt series. The narrow gap between the SuperTWIN objective lens pole pieces (5.2 

mm),[29] needed in order to reach the highest resolution possible, does not allow for greater α tilt. For this 

reason, dedicated holders with a narrower tip have been developed, an example, extensively used for the 

experiments presented in this thesis, is the Fischione 2020 tomography holder (Figure 3.5b). Other 

tomography holders available at EMAT and used for experiments presented in this thesis, are the Fischione 

2030 Ultra-Narrow Gap Tomography Holder (Figure 3.5c), Fischione 2040 Dual-Axis Tomography Holder 

(Figure 3.5d), Fischione 2050 On-Axis Rotation Tomography Holder (Figure 3.5e). 
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Figure 3.5: (a) FEI double tilt holder. (b) Fischione 2020 tomography holder. (c) Fischione 2030 Ultra-

Narrow Gap Tomography Holder. (d) Fischione 2040 Dual-Axis Tomography Holder. (e) Fischione 

2050 On-Axis Rotation Tomography Holder. 

 

3.2 Experiment workflow 

This section covers the main steps involved in the experimental acquisition of an electron tomography series 

along together the methods we developed to optimize the various steps, minimizing experimental errors 

which compromise the quality of the final reconstruction. The successful outcome of a tomography 

experiment is in fact subject, not only to the choice of a proper reconstruction algorithm, but also to the 

quality of the experimental data, for which optimization of the acquisition is essential.  

3.2.1 Sample preparation 

Nanoparticles and nanoassemblies are usually prepared using different methods. Based on the synthesis 

method, they may be dispersed in liquid, as a powder or embedded in a matrix. Routinely, if not already in 

a liquid, the powder is dispersed in water or ethanol and a drop is casted on a holey carbon coated TEM 

copper grid. The grid is loaded onto the TEM holder, and inserted in the microscope. For tomography 

experiments, it is preferable to orient the grids meshes at 45° relative to the holder axis, so that by selecting 

a particle approximately in the center of the mesh, it is possible to achieve the highest tilt before the beam 
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is blocked by the mesh borders. It is also important to obtain the right degree of dilution for the sample; a 

sample not diluted enough would lead to crowded grids with particles overlapping each other during the 

tilting, causing artifacts in the reconstruction, while sample diluted too much will decrease the probability 

of finding a particle close to the center of the mesh. 

3.2.2 Tilt series acquisition 

Prior to the actual acquisition, several parameters should be correctly chosen. For crystalline materials, a 

low camera length is usually needed (75 mm), ensuring the collection of electrons scattered at relatively 

higher angles, avoiding strong diffraction contrast. The beam current, which can be controlled using a 

monochromator (if available), or by changing the beam spot size or C2 aperture, is set to a screen value 

between 50 pA and 250 pA. Higher currents, provide a better signal-to-noise ratio, which yields higher 

quality reconstructions. Lower currents on the other hand, are often unavoidable due to sample stability. 

Since a typical tomography series consists in the acquisition of approximately 70 projections, limiting the 

total dose before deforming the sample is paramount in most cases. Routinely a frame size of 1024 squared 

pixels is chosen, with an exposure time of 10 s for a frame and a beam current of 50 pA. 

In cases where a higher signal-to-noise is desired, it is possible to acquire multiple fast scans and then 

average them later. In this manner, image distortions due to sample drifting during the acquisition of a 

frame are minimized. This strategy has been extensively used for the studies of assemblies of closely packed 

particles presented in this thesis, where acquisition optimization is essential to minimize artifacts that would 

hamper the quantification. The approach developed to average the images after the multiple scans 

acquisition consisted in aligning first all the images to the first scan (by cross-correlation), averaging them 

and then align again all the images to the averaged image. This second step is then iterated until convergence 

is reached and no more shifts are detected. This is needed since the images are highly noisy, and the iterative 

process exclude alignment errors that can occur due to noise. In Figure 3.6 a comparison of high-resolution 

HAADF-STEM images of a gold nanorod is shown, where Figure 3.6a is a single frame, acquired with an 

exposure time of 2 s, and Figure 3.6b is the averaged image obtained by iteratively aligning 10 frames 

acquired in sequence for a total exposure time of 20 s. Figure 3.6c and  Figure 3.6d  are the magnified 

regions in the red squares of  Figure 3.6a and  Figure 3.6b respectively. In this manner, it is possible to 

acquire images with relatively higher signal-to-noise ratio, while minimizing images deformations that 

occur when the samples drifts in one direction during a single long acquisition. 
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Figure 3.6: (a) HAADF-STEM image of a gold nanorod, single frame, exposure time of 2 s. (b) 

Averaged image from 10 consecutive scans, for a total exposure time of 20 s. (c,d) Magnified areas 

from the highlighted regions of (a,b) for a better comparison of the improvement in terms of signal 

over noise. 

 

3.2.3 Tilt series alignment 

After recording the projections, the tilt series needs to be registered. In biological sciences, it is common to 

use fiducial markers and usually a high-contrast colloidal dispersion (gold) which is deposited on the 

sample, allows a straightforward alignment of images in BF-TEM tomography of amorphous tissues.[27] 

The nanoparticles act as reference markers, enabling the tracking of the sample. In materials science, 

fiducial markers are avoided, since they can overlap with the structure of interest and in general the imaged 

area is much smaller, making it difficult to use fiducial markers effectively. Markerless alignment of 

projections is therefore a necessary and can be usually achieved with different methods: maximizing the 

cross-correlation,[64] minimizing the projection distance[65, 66] or manually or by a combination of these 

approaches. 
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During my research I developed Matlab routines for all the three approaches. The most commonly used 

being based on sub-pixel cross-correlation.[67] Cross-correlation is fast and works well for a rough 

alignment, but there are some drawbacks. The assumption that subsequent images in the tilt series do not 

vary dramatically, such to enable an accurate cross-correlation, is not always valid, and some errors can 

occur. Since images are aligned sequentially, only two at a time, it is also frequent that even though, images 

close in the tilt series are well aligned among each other, if an error occurs at some point, images at end of 

the series will not be aligned well with images at the beginning of the series.  

Where cross-correlation fails, an alignment by projection distance minimization can be performed. In this 

case, instead of operating an alignment using only the images in the tilt series, the alignment is iteratively 

refined by comparing the projections to the forward projections simulated from an intermediate 

reconstruction. Initially the projections are aligned through cross-correlation or manually, a first 

reconstruction is calculated and then forward projections are simulated. The experimental projections are 

then aligned by cross-correlation to the simulated projections and the process is repeated until convergence. 

This technique is particularly useful when an high degree of accuracy is needed to achieve the desired 

resolution, as in the case of atomic resolution tomography.[66] 

3.2.4 Tilt axis alignment 

Tilt axis alignment is another fundamental alignment to perform on the tilt series. In this case, by 

convention, the tilt axis of the series should pass by the center of the projections, vertically (parallel to the 

y-axis). In order to perform this alignment I developed a Matlab interface (Figure 3.7) that facilitates the 

evaluation of slices from the reconstruction. This interface operates similarly to FEI Inspect3D software. 

The advantage of using it was merely practical, since it eliminated the need of any external software, 

allowing all the workflow from alignment to reconstruction to be performed in Matlab. Typical artifacts in 

the reconstruction, known as banana shapes (red circles in the top row of Figure 3.8) indicates 

misalignment of the tilt axis. When the banana shapes of a top and bottom slice point in opposing directions, 

the tilt axis needs to be rotated, while when they point in the same direction the tilt axis needs to be translated 

without rotation. When the tilt axis is aligned, no artifacts should be visible anymore in slices from the top 

and bottom parts of the structure. In the example of Figure 3.8, the axis needed to be rotated of 21° 

clockwise and translated of 9 pixels in order to align the tilt axis. Applying the correction removes the 

artifacts in the reconstruction (bottom row of slices in Figure 3.8). 
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Figure 3.7: Matlab interface for tilt axis alignment. (a) The top rows of slices, shows the slices before 

any modification. (b) The second row shows the slices after application of any modification of the tilt 

axis. (c) Displays the maximum intensity merging of the projections of the tilt series, e.g. an image 

showing the maximum value of the tilt series for each pixel. (d) Sliders that control the selected slices 

and allow a change in contrast to enhance visualization of banana shapes. (e) Sliders to apply 

modification to the axis rotation and translation. (f) Saving the aligned stack to an MRC Extended[68] 

type file or reconstruct it. 

 

 



46 
 

Figure 3.8: After applying an axis translation of 9 pixels and a rotation of -21°, the tilt axis is properly 

aligned, correcting the banana shapes artifacts (green circles). 

 

3.2.5 Offset correction 

Finally, after the series and tilt axis have been aligned, it is worth to mention the background correction. 

The carbon support is generally ignored, but its thickness varies as a function of the tilt angle, and can cause 

contrast variations that can generate artifacts. It is possible to correct for this effect by calculating the 

average value of the carbon support, by selecting a small background region, in each projection, and 

subtracting that value from the same projection. This correction is simple and often improves the quality of 

the final reconstruction. 
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3.2.6 Non-linear thickness effects 

Another important artifact, especially for big assemblies or heavy particles is caused by nonlinear thickness 

effects,[69] resulting from the exponential damping of the incoming beam traversing the sample. As a 

consequence, the linear model used in the reconstruction will produce artificial contrast, increased on the 

border of the structure, causing the intensity profile to look similar to a cup, from which this artifact takes 

the name of cupping artifact. An example is shown in Figure 3.9, for an assembly of Au nanoparticles. 

More details about this sample can be found in ref.[70]. Figure 3.9a shows an HAADF-STEM projection 

extracted from the tilt series of the assembly. The large size (approximately 650 nm) and Z number of Au 

cause nonlinear effects in the formation of projections which affect the reconstruction. Figure 3.9b shows 

a slice from the SIRT reconstruction, where it can be observed a lower contrast for the particles in the center 

relatively to the particles towards the sides.  

 

Figure 3.9: (a) HAADF-STEM image from the tilt series of an assembly of Au nanoparticles. (b) SIRT 

reconstruction slice obtained from the tilt series. Higher contrast for the particles at the left and right 

border of the assembly can be observed. (c) SIRT reconstruction slice obtained after correcting the 

projections intensities. Cupping artifacts are reduced and homogeneous intensity for the Au particles all 

over the structure is observed. 

 

In order to correct for this artifact, it is possible to combine different acquisition strategies, as for example 

using a BF detector in STEM,[70, 71] the technique is known as Incoherent Bright Field STEM (IBF-STEM), 

and/or directly apply a numerical correction to the intensities, as described in ref.[69] Figure 3.9c shows a 

slice from the SIRT reconstruction, after the intensities correction is applied to the HAADF-STEM 

projections. As a result, the reconstruction intensities become homogeneous for the all Au particles, 

independently of their position.  
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3.2.7 Reconstruction and visualization 

Once the tilt series are properly aligned, they can be used as input for a reconstruction algorithm. Several 

research groups developed software tools for the reconstruction of tomograms, for example IMOD[72] and 

TomoJ.[73] Commercial options as FEI Inspect3D are also available. A recent alternative, has been 

developed in collaboration between CWI in Amsterdam and VisionLab in Antwerp: the ASTRA toolbox.[38, 

40-43] ASTRA offers the possibility of exploiting Nvidia GPUs computation power, through the CUDA 

libraries, significantly cutting down on the time required to compute tomographic reconstructions (from 

hours to minutes). Furthermore, ASTRA is open source, freely available and comes with a Matlab and 

Python interfaces, which enable fast prototyping and development of custom algorithms. For these reasons, 

the ASTRA toolbox became the standard tool for the computation of reconstructions presented in this thesis, 

as well as the platform used for the new methods developed. Once the reconstruction volume is obtained, 

further analysis, as segmentation and visualizations through volume renderings are performed in FEI Amira 

software.   

3.2.8 Tomography database 

The final outputs of tomography experiments are three-dimensional reconstructions. Sharing these results 

in a static figure inside a text is therefore limiting. Usually, when a tomography study is published in 

scientific journals, it is made available with movies of the reconstructions, which can be found in the 

supplementary material on the publisher website. In an effort to further extend the experience of the 

interested researchers, our lab compiled a tomography database available online, where movies of 

tomography results from our group are presented, along with a gallery of interactive models. At the time of 

writing the COLOURATOM website project is available at: http://ematweb.uantwerpen.be/colouratoms/. 

QR codes providing linking to the database are also available in Figure 3.10 and Figure 3.11 for the models 

and movies galleries respectively. 
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Figure 3.10: QR code linking to the EMAT tomography database Models gallery 

(http://ematweb.uantwerpen.be/colouratoms/pages/tomography.html). 

 

 
Figure 3.11: QR code linking to the EMAT tomography database Movies gallery 

(http://ematweb.uantwerpen.be/colouratoms/pages/movies.html). 
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Part II 

Quantitative tomography of 

nanoassemblies 
This second part presents the development of a new electron tomography methodology, aimed at 

the quantitative analysis of nanoparticles assemblies. In chapter four, the theoretical principles of 

the technique are shown along with phantom studies and in-depth analysis of experimental 

applications. The limitations of current electron tomography methods in retrieving quantitative 

information about nanoparticle assemblies are discussed, highlighting the advantages introduced 

by the new method. Application to other materials science cases are then shown in chapter five, 

where two different systems are studied. Chapter six presents the conclusions to this second part 

and an outlook to future developments in the field of shape models tomography.   
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4 Quantitative Tomography of Nanoparticle Assemblies 

 

This chapter is based on the work published in the journal article of ref.[50]: “Quantitative 3D analysis of 

huge nanoparticle assemblies”, D. Zanaga, F. Bleichrodt, T. Altantzis, N. Winckelmans, W. J. Palenstijn, 

J. Sijbers, B. de Nijs, M. A. van Huis, A. Sánchez-Iglesias, L. M. Liz-Marzán, A. van Blaaderen, J. K. 

Batenburg, S. Bals, G. Van Tendeloo, Nanoscale 2016, 8, 292. 

4.1 Introduction 

4.1.1 Self-assembly 

The term self-assembly is defined as the autonomous organization of components into patterns or structures, 

without human intervention,[74] or more precisely, as the spontaneous organization in structures of many 

discrete components that interact with one another directly and or indirectly through the environment.[75]  

Self-assembly processes occur naturally in the formation of complex and large structures, with biological 

functions, at the basis of life.[76] Besides its role in living systems, interest in self-assembly also derives 

from its potential as a manufacturing technique for nanotechnology devices. Using self-assembly to build 

nanomaterials through a bottom up approach is in fact cheaper and more accessible than current top down 

approaches, such as lithographic techniques[77] or other methods that can be used to directly manipulate 

nanomaterials and atoms.[78] One of the main applications of self-assembly is crystallization of components 

at all scales,[74] such as colloids with diameters in the hundreds of nanometers,[79, 80] nanoparticles with size 

in the tens of nanometers,[81] and molecules.[82] Systems of crystallized components show peculiar 

properties relatively to those of their building blocks or bulk counterparts.[83] These properties can be tuned 

by adjusting the stacking of the individual nanoparticles, the distances between them and the overall size 

and shape of the assembly.[84, 85] Nanoassemblies are suitable for applications in different fields,[86-88] such 

as plasmonics,[89] signal enhancement,[90, 91] sensoric,[92] catalysis[93, 94] and data storage.[95] In order to 

understand the properties of both nanocrystals and their assemblies, rigorous structural characterization of 

the obtained systems is critical.[81] However, as the synthetized systems become more complex, an accurate 

characterization of the structure becomes more demanding. 

4.1.2 Electron tomography of nanoparticles assemblies 

Electron tomography is nowadays a standard for the qualitative structural and morphological 

characterization of nano-assemblies,[70, 96, 97] yielding a three-dimensional description of the morphology 

and inner structure of the assembly, which is required to optimize the synthesis and to understand the 
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connection between the structure and properties. Furthermore, a quantitative description of the stacking of 

the individual nanoparticles forming these complex structures enables a comparison with simulations from 

theoretical models.[98-101] In this manner, a better understanding of the mechanisms which rule the self-

assembling process can be obtained. Determination of particles positions and inter-particles distances from 

a tomography reconstruction, is usually straightforward in the case of assemblies with few or well separated 

nanoparticles, as those shown in Figure 4.1. For such samples, formed by polystyrene stabilized Au 

nanoparticles[102] can be easily quantified by applying a threshold segmentation of the reconstruction, which 

enables the separation of all the particles from the background. 

Figure 4.1: Manually segmented reconstruction renderings of Au nanoparticles assemblies. Different 

colors indicate a different shell, highlighting the structure. Images adapted with permission from ref.[100] 

Copyright 2017 American Chemical Society. 

 

Despite the clear advantages and the valuable information that can be obtained by electron tomography, the 

technique suffers from a number of restrictions, which limit the accuracy because of artifacts in the final 

reconstruction. Classical reconstruction algorithms, such as WBP,[33] SIRT,[35] ART,[37] all yield 3D images 

that suffer from such artefacts.  

As seen in sections 2.4 and 2.5, advanced algorithms have been proposed recently to improve the 

reconstruction process and to compensate for missing wedge artifacts through the implementation of prior 

knowledge concerning the nature of the sample. For example, compressive sensing techniques can be 

applied if the reconstructed image has a sparse representation with respect to a certain set of basis functions 

(e.g. Fourier components or wavelets[103]). A variant of this concept is used in the case of TVM[48, 104, 105] to 

recover an accurate reconstruction if it can be assumed that the object has a sparse gradient. Another 

successful example of prior knowledge exploitation is represented by the DART,[45] where it is assumed 

that the object possesses a set of constant densities and the expected gray values related to these densities 

are known. 
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Here, we consider samples consisting of iron cobalt oxide spherical nanoparticles, in a closed packed 

arrangement, as those shown in Figure 4.2. For these kind of structures, the inter-particles distances can be 

considered to be negligible. Furthermore, in the reconstruction of tomographic series from such assemblies, 

blurring occurs due to under-sampling of the higher frequencies in Fourier space and the elongation 

introduced by the missing wedge leads to a superposition of the particles boundaries, hampering to 

distinguish them. An example of a SIRT reconstruction is given in Figure 4.3b, to illustrate this. Although, 

DART and TVM are known to reduce missing wedge artifacts, they do not provide improvement due to the 

overlapping of particles, and therefore the identification of their positions cannot be carried out even using 

these advanced approaches. 

 
Figure 4.2: Secondary electron scanning transmission electron microscopy (SE-STEM) images of 

nanoparticle assemblies containing closely packed cobalt iron oxide nanoparticles. All scale bars are 

50 nm. Images adapted from ref.[100] with permission of the Nature Publishing Group. 
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Figure 4.3: (a) STEM-HAADF projection of an iron cobalt oxide nanoparticles assemblies, extracted 

from a tomography tilt series. (b) SIRT reconstruction of the tilt series from (a). Single particles are 

hardly or not at all distinguishable due to a series of artifacts caused by a non-optimized acquisition 

and reconstruction. 

 

4.2 Nanoparticles assemblies quantification 

The information required to fully quantify an assembly of particles essentially consists of the number of 

particles and their positions. Usually, with assemblies of closely packed particles, if a small number of them 

is present, it is possible to manually segment the reconstruction to separate the volumes. In this manner, the 

number of particles can be determined and their coordinates can be estimated. However, if the number of 

particles increases, manual segmentation becomes more difficult, time consuming and most importantly 

subjective. The complexity of the structure and reconstruction artifacts prevents a reliable manual 

segmentation of the assembly and therefore a quantitative interpretation concerning the number of particles, 

the symmetry of the stacking and the positions of the building blocks becomes impossible. 

The underlying reasons for performing electron tomography experiments for such samples are related to 

the 3D stacking of the individual particles. The outcome of these experiments can be used as an input for 

modeling studies enabling one to predict the final 3D structure as a function of the parameters used during 

the synthesis.[98] As an input for modeling, it is important to determine the coordinates of each particle in 

order to obtain inter-particle distances and investigate the 3D symmetry of the stacking. During such 

studies, the exact shape of the individual particles is not of crucial interest and it is acceptable to assume 

that they correspond to perfect spheres. 
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Exactly this property, that the full object is an assembly of spheres, implies that these monodispersed 

nanoparticle assemblies exhibit a particular form a sparsity: they have a sparse representation on a set of 

basis functions that consists of spheres.  In the following paragraphs we will see that by using sparse 

reconstruction techniques for this particular basis we are able to obtain a quantitative tomographic 

reconstruction of complex assemblies that previously failed to be reconstructed with the available 

techniques described in sections 2.4 and 2.5. 

4.3 Prior-knowledge implementation 

4.3.1 Mathematical formulation 

As seen in paragraph 2.4.3, the system of linear equations representing the tomography problem can be 

written in matrix notation as  (eq. (2.4)). This system of equations is usually underdetermined due 

to the limited number of projections and therefore has infinitely many solutions, leading to an ill-posed 

inverse problem. Moreover, the presence of noise causes the equation system to be inconsistent. For these 

reasons, the system is solved in a least squares sense, minimizing	 ‖ ‖  and regularization 

techniques are used to find a unique solution. One possibility for regularization is to use the fact that many 

structures exhibit sparse boundaries, in which case TVM can be used. 

Nanoassemblies of spherical particles do not have a sparse representation on a voxel grid, which is used in 

the linear model in eq. (2.4). However, we can still employ sparsity promoting linear solvers by using a 

sparse image representation. If we assume that all particles are perfect spheres and if the size of the particles 

can be estimated, we can use discretized spheres as basis elements and encode an image of spheres by the 

center coordinates of these spheres. This concept is explained in the following example. For simplicity we 

start from the 2D case where we use disks of radius , instead of spheres, but the extension to 3D is 

straightforward.  

Let’s consider the following image transformation: 

  (4.1)

 

where 1  if a sphere center is located at pixel . Each column  is a vectorized  image 

containing one discrete disk with its center at pixel . This matrix  is too large, especially in the 3D case 

to form it explicitly. However, we can also see it as a convolution operator, where we convolve the disk 

centers  by the discrete 2 2 	image of a single disk. This operation can be done efficiently by using 

Matlab’s built-in image convolution method. 



58 
 

 

 

Figure 4.4: Representation of equation (4.1), where x is obtained by convolving the particles centers 

by the basis shape (in this 2D example, a disk). 

 

We can now substitute this image representation in our tomography problem such that: 

  (4.2)

 

Since the number of particles in the sample is small compared to the number of voxels, the coefficient 

vector  will be very sparse. To incorporate this sparsity assumption in the reconstruction, we solve the 

following problem: 

 || || 		 || ||  (4.3)

 

where  is the noise level. This approach is known as Basis Pursuit Denoising (BPDN) and an algorithm 

for solving it has been implemented in the Matlab package SPGL1.[106] In the remainder of this thesis, we 

will refer to this approach as Sparse Sphere Reconstruction (SSR).  

As further demonstrated for experimental data, this approach is particularly useful when investigating 

compact assemblies. For these studies, other algorithms do not yield sufficient resolution to allow the user 

to separate the single particles by application of a threshold. Since the spheres are close together, both the 

gradient of the image (TVM) and the knowledge of the gray level (DART) will not be sufficient to resolve 

the very small distances. Furthermore, even in the case of a phantom, where the lack of experimental errors 

in the acquisition should in principle result in a null projection distance, it is not straightforward to measure 

the number of spheres when they are in contact with each other. A manual segmentation step would be 
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required, and in the case of hundreds or even thousands of particles the process would be extremely time 

consuming. Moreover, and maybe even more importantly, manual segmentation is a subjective process 

which can therefore not result in quantitative results. 

4.3.2 Implementation 

The use of GPUs has become a widespread approach to tackle heavy computational problems.[73] The recent 

release of the ASTRA toolbox (All Scale Tomographic Reconstruction Antwerp),[40, 107] an open source, 

GPU-accelerated library for 3D image reconstruction in tomography, enables the development of custom 

algorithms and methods in Matlab and Python. We developed the new approach described here, following 

the method proposed in ref.[42] by combining the ASTRA and the SPOT[108] toolboxes to generate the 

problem in matrix notation (in Matlab) and then use a general sparse solver SPGL1[106] for the SSR problem. 

Note that the matrix  could be seen as a convolution operator, but forming the matrix explicitly is not 

practical due to its size (the same goes for the weighting matrix ). We can use image convolution of the 

sphere centers  with a discretized sphere of size 2 2 	 2  by using one of Matlab’s convolution 

routines such as imfilter (or implementing a convolution in the Fourier domain with fftn). The SPOT 

operator is an object that can be used with Matlab’s matrix syntax (e.g. to compute x = C*y), but 

internally it calls the imfilter routine to actually perform this matrix operation. This allows easy 

implementation of eq. (4.3) which is simply reduced to: 

y = spgl1(W*C,b); 

 

In practice, the weighting matrix  and the convolution matrix  are generated in Matlab through the 

SPOT toolbox. The SPOT operators/objects, are handled by Matlab as if they are explicit matrixes, while 

actually it is the SPOT toolbox that generates the matrix values needed for the calculation on the spot as 

they are requested. This enables the use of matrix solvers such as spgl1 or lsqr, without actually 

defining  and  explicitly. Instead,  will make use of ASTRA projectors that operate over the GPU, to 

compute the forward and back-projections and  will use Matlab’s imfilter routine. The prior 

knowledge about the sample is introduced here in the reconstruction algorithm by defining the operator , 

since that represents the convolution operator by a sphere of radius . The radius of the basis shape, 

composing the assembly of particles that is going to be investigated is usually estimated from a preliminary 

SIRT reconstruction or directly from the HAADF-STEM projections. 

Once the SPOT operators have been declared, it is possible to use spgl1 to solve eq. (4.3), which 

represents the first step in obtaining the final reconstruction. This solution should be the sparse 

representation y but as can be observed from column 2 of Figure 4.6, it is still not a perfect grid of ones and 

zeroes representing the centers of the disks. Blurring and striking artifacts due to under-sampling of higher 
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frequencies and missing wedge also occur. Nevertheless the sparse representation can be easily recovered 

and the artifacts eliminated by applying a local maximum extraction routine.  To do that, each pixel is 

compared with its neighbors and selected as a local maximum if the neighbors are smaller than the current 

pixel value. The neighbors are defined by a neighborhood, which is a small mask of zeros and ones, 

indicating whether a pixel is in the neighborhood or not. The mask will be a spherical mask with radius 

of	1.8 . The second step of the reconstruction will be then carried out through the application of the local 

maximum extraction in order to remove the artifacts and recover the expected sparse representation y and 

the application of the operator C (eq. (4.1)) to this in order to obtain the final reconstruction of the object. 

4.4 Phantom studies 

The most intuitive case to demonstrate the operating principle is a two-dimensional phantom composed of 

discs of known radius (Figure 4.5c). 

Figure 4.5: A hexagonal lattice of pixels (a) is convolved with (b) to generate the phantom (c). In the 

sparse formulation of eq. (4.1), (c) represents x, (b) represents the prior knowledge implemented 

through the matrix C and (a) is the exact solution y. 

 

In Figure 4.6, SIRT and SSR reconstructions for different missing wedges and different angular sampling 

frequencies are compared to show how the SSR approach, in contrary to a SIRT algorithm, enables to 

recover the missing information yielding a perfect reconstruction. As explained in section 4.3.2 two 

consequent steps are implemented after the minimization leading to the sparse solution (Figure 4.6b): a 

local maxima extraction and a convolution of the local maxima with the prior knowledge disc (Figure 4.5b), 

leading to the final reconstruction (Figure 4.6c). 
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Figure 4.6: SIRT reconstructions (a, d, g) of the phantom in Figure 4.5c for different angular intervals 

and sampling frequencies. Solution retrieved minimizing || ||  (b, e, h). And finally in (c, 

f, i) are shown the reconstructions obtained extracting the local maxima from (b, e, h) and convolving 

them for the prior knowledge shape (Figure 4.5b). 

 

 

Figure 4.6 also shows that the method differs in principle and results from a deconvolution of the SIRT 

reconstruction with the prior knowledge kernel. The SSR reconstruction clearly recovers the lost 

information due to the missing wedge and limited projection angles. In these cases SSR results in a perfect 

reconstruction of the phantom (Figure 4.6c, f, i). Further evidence is presented in Figure 4.7, where a line 

profile of the reconstructions is acquired along the direction hampered by the missing wedge and along a 
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diagonal of the hexagon. In Figure 4.6g and Figure 4.6h it is shown how the SSR algorithm enables to 

detect and automatically quantify all the particles. These results are in contrast to the SIRT reconstruction, 

where the discs are almost unrecognizable.  

Figure 4.7: (a) SIRT and SSR reconstructions with lines indicating the direction of the profiles shown 

in (b) and (c). The rectangle highlights the recovered information in the zone that is most affected by 

the missing wedge artifact. A continuous noisy gradient is observed in the SIRT with a pronounced 

anisotropy of the reconstruction, which is not present in the SSR one. 

 

 

 

4.4.1 Three-dimensional phantom study 

The extension of the approach explained above to the three dimensional case is straightforward from a 

theoretical point of view and the main difference is the computational load. Figure 4.8 shows a three-

dimensional phantom along with its SIRT and SSR reconstructions from a simulated acquisition with an 

angular interval from -60° to +60° every 10°. 
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Figure 4.8: (a) Phantom of a hexagonal closed-packed cluster and a slice through it (d). (b, e) 3D 

visualization of a SIRT reconstruction with a slice through the reconstruction. (c, f) 3D visualization of 

a SSR reconstruction with a slice through the reconstruction. 

 

From Figure 4.8e it is possible to understand how in a SIRT reconstruction, particles close cannot be 

automatically segmented by selecting a threshold, since they overlap on the borders due to missing wedge 

elongation (horizontal direction here) and features blurring. The SSR reconstruction (Figure 4.8f) on the 

other hand, intrinsically yields the coordinates of all the particles, therefore overcoming this limitation. In 

the following sections, we will see how the technique is applied to real cases, enabling quantitative 

characterization of complex structures. 
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4.5 Iron cobalt oxide assemblies obtained by spherical confinement 

In the work of de Nijs et al.[100], an investigation on the origin of the icosahedral symmetry, commonly 

found in systems such as liquids, glasses, atomic clusters, quasicrystals and virus-capsides, is presented. 

The investigation revealed that, contrary to what was previously believed, inter-particle attractive 

interactions are not essential to obtain a high degree of icosahedral order from tens of particles or more. 

Our collaborators from the Soft Condensed Matter, Debye Institute for Nanomaterials Science of Utrecht 

University demonstrated with simulations and experimental cases, how icosahedral symmetry also occurs 

in the absence of attractive interactions, due to entropy and spherical confinement, providing insights into 

the interplay between confinement and crystallization. 

To experimentally study the behavior of colloidal spheres in spherical confinement, cobalt iron oxide 

nanoparticles were synthesized,[109] with a core diameter of 6 ± 0.29 nm (9 nm effective due to 

interdigitating oleic acid ligands). The nanoparticles were dispersed in an apolar solvent, the dispersion was 

emulsified into an oil-in-water emulsion and then the solvent in the suspended emulsion droplets was 

evaporated slowly, causing the packing fraction of nanoparticles in the droplets to increase, which 

eventually caused crystallization of the nanoparticles in assemblies such as those shown in Figure 4.2. In 

order to characterize the inner structure and confirm the icosahedral symmetry highlighted in Figure 4.2a, 

coordinates of the particles need to be retrieved to perform quantitative analysis. 

4.5.1 Synthesis and TEM preparation of the Fe–Co–O assemblies 

The assemblies were synthesized using the emulsion based bottom-up self-organization method.[110] First, 

the core–shell FeO/CoFe2O4 nanocrystals were synthesized according to the procedure of Kovalenko et 

al.[111]. These pre-synthesized nanocrystals are redispersed in cyclohexane. This oil phase containing the 

nanocrystals is mixed with an aqueous solution containing multiple surfactants (sodium dodecylsulfate, 

dextrane (mol wt 1 500 000–2 800 000) and distillated water) through vigorous stirring. To make sure that 

the clusters are monodispersed, the pre-mixed emulsion is pumped into a couette shear mixer.[112] Next, 

cyclohexane is evaporated from the sheared emulsion by heating it to 68 °C. Evaporation of cyclohexane 

from the oil micro-emulsion droplets cause them to shrink, and the rising of nanocrystals concentration 

promotes their self-assembly into 3D colloidal spheres. In order to study the assemblies in the electron 

microscope, TEM grids need to be prepared. However, depositing a solution drop onto the grid and letting 

it dry at room temperature would cause the assemblies to deform because of the capillary forces between 

the assemblies and the carbon coated grid. Therefore, the solution is deposited on the TEM grid, 

immediately vitrified at liquid nitrogen temperature and then sublimated in an Environmental Scanning 

Electron Microscope (ESEM) at a controlled temperature and pressure. This avoids contact between the 
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colloidal particles composed of the nanocrystals and a drying liquid that is on the outside of the 

supraparticles, preventing the deformation of the assemblies. 

4.5.2 Acquisition and alignment of the tilt series 

All series were acquired in STEM mode with the use of a HAADF detector. The tilt series were acquired 

using an aberration corrected cubed FEI Titan 60–300 electron microscope, operated at 300 keV. A 

Fischione 2020 single tilt tomo-holder was used for all the experiments, with the following tilt ranges: −48° 

to +62° with an increment of 2° for the 50 nm Co–Fe–O assembly (Figure 4.9a), −58° to +76° with an 

increment of 2° for the 100 nm Co–Fe–O assembly (Figure 4.9b), −32° to +76° with an increment of 2° for 

the 150 nm Co–Fe–O assembly (Figure 4.9c), −71° to +76° with an increment of 1° for the 300 nm Co–

Fe–O assembly (Figure 4.9d) and −70° to +78° with an increment of 2° for the Au sample shown in section 

4.6. Alignment of the tilt series was performed through Matlab routines based on cross-correlation and 

manually with IMOD.[72] The series were corrected for cupping artifact as described by Van den Broek et 

al.[69] and denoising of the series was performed through the application of a Gaussian filter. We observed 

that noise reduction at the expense of a loss of resolution in the starting series resulted in a better quality of 

the final reconstruction. 

It is also important to mention that we observed a slight shrinkage of assembly upon initial illumination 

under the electron beam, probably due to general shrinkage of the nanoparticles ligands. For this reason, 

we usually illuminated the assembly for approximately half hour before starting the tomography tilt series, 

in order to let it stabilize. 

 

4.5.3 SIRT and SSR comparison 

Assemblies of different size were analyzed. STEM tomography tilt series were acquired for the particles 

shown in Figure 4.9. 
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Figure 4.9: Assemblies of iron cobalt oxide nanoparticles with a  diameter of approximately (a) 50 

nm, (b) 100 nm, (c) 150 nm, (d) 300 nm. 

 

Figure 4.10 shows the SIRT reconstructions for the assemblies of Figure 4.9. Due to the poor positioning 

on the grid, very limited tilt ranges were possible for the assemblies of 50 nm, 100 nm and 150 nm (Figure 

4.10a,b,c) and as a consequence, strong missing wedge artifacts with elongation of features can be observed 

in the volume renderings of the SIRT reconstructions.  
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Figure 4.10: SIRT reconstructions of Fe-Co-O nanoparticles assemblies with different diameter of 

approximately: (a) 50 nm, (b) 100 nm, (c) 150 nm (the icosahedral symmetry of the particle is 

observed this view) and (d) 300 nm. 

 

From the SIRT reconstructions it is not possible to manually segment the particles, since the missing wedge 

artifacts and number make the process too subjective and time consuming. Applying the SSR reconstruction 

algorithm on the other hand, successfully yields the structure of the assemblies enabling their analysis. A 

comparison of slices from the SIRT and SSR reconstructions of the assemblies is shown in Figure 4.12 and 

Figure 4.13.  
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Figure 4.11: SSR reconstructions of Fe–Co–O nanoparticles assemblies with different size:  (a) 50 

nm diameter containing 70 particles. (b) 100 nm diameter containing 574 particles. (c) 150 nm 

diameter containing 1305 particles. The icosahedral symmetry of the particle is clear from this view. 

(d) 300 nm diameter containing 9301 particles. 
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Figure 4.12: Comparison of slices from the SIRT and SSR reconstructions of Fe–Co–O nanoparticles 

assemblies with different size:  (a) 50 nm diameter. (b) 100 nm. (c) 150 nm diameter. 

 

Taking a closer look at the 300 nm assembly in Figure 4.13, which due to its size represents the most 

challenging case in terms of acquisition optimization and reconstruction, we can see how the missing wedge 

artifacts, noise and blurring hinder any quantitative analysis based on the SIRT reconstruction (Figure 

4.13a, c). In comparison, the SSR reconstruction shows a perfect surface reconstruction (Figure 4.13b), as 

well as complete recovery of the information lost due to missing wedge artifacts, highlighted by the red 

box in Figure 4.13d. 
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Figure 4.13: (a) 3D visualization of the SIRT reconstruction of an assembly of about 9000 Fe–Co–

O particles. (c) Slice acquired through the SIRT reconstruction, missing wedge artifacts are 

highlighted by the red rectangle. (b, d) 3D visualization and slice of the corresponding SSR 

reconstruction. 

 

Once the coordinates are obtained, further analysis can be performed to investigate which type of stacking 

is observed inside the assembly. According to simulations a face centered cubic (fcc) type of stacking was 
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expected for this kind of assemblies obtained by spherical confinement.[100] Further investigation of this 

hypothesis is now possible thanks to the determination of the particles positions by means of electron 

tomography and SSR reconstruction.  

4.5.4 Structural analysis 

In order to determine the type of packing and confirm the structure, the coordinates obtained through SSR 

are used to calculate the bond order parameters of every particle.[113, 114] Bond order parameters analysis is 

a standard method used in the determination of crystal structures. These parameters are rotationally 

invariant scalars which depend exclusively on the relative position of neighboring atoms/points and are 

used as a fingerprint of a given type of packing. By comparing bond order parameters obtained from the 

system under investigation, with those obtained from ideal structures it is possible to identify which type 

of crystalline arrangement is present. More details on the technique can be found in Appendix A and in 

ref.[113, 114]. To extract them, a radial distribution function of the particle coordinates is first calculated in 

order to estimate the cutoff length determining the first neighbors. The cutoff is taken as the position of the 

first well after the first peak of the radial distribution function. Once the cutoff length is obtained, the 

algorithm provided by Wang et al.[114] is used to calculate the scalar values of the bond order parameters 

for each particle. 

 
Figure 4.14: Radial distribution function for the Fe-Co-O assembly shown in Figure 4.13. 
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The obtained parameters are then clustered through a k-means algorithm,[115] and the clusters center values 

are compared to literature values for the types of packings expected. The algorithm enables the partition of 

a group of vectors (in this case the bond-order parameters of the particles in the assembly) in k sub-groups, 

where k is the groups number provided as an input. The algorithm iteratively identifies the clusters centroids 

and clusters populations until it converges to a minimization of the intra-cluster variances.  

The comparison of the bond order parameters obtained from the coordinates of the particles yielded by the 

SSR algorithm enables a detailed characterization of the structure, shown in Figure 4.15. Starting from the 

coordinates, we produced a model of the reconstruction with smaller particles (Figure 4.15a) such that the 

particles would not overlap, making an easy manual segmentation possible to highlight the 

rhombicosidodecahedral surface termination. Clustering of the bond order parameters revealed three groups 

of particles in different stackings: fcc (Figure 4.15b,c,e), hexagonal close packed (hcp) (Figure 4.15f) and 

decahedral (Figure 4.15d). The fcc particles represent the majority of the structure, forming an inner core 

corresponding to a Mackay icosahedron[116] consisting of 20 tetrahedra (Figure 4.15b). The tetrahedra are 

separated from each other and are arranged with five-fold symmetry (Figure 4.15b,d). Twinning planes are 

also found between the tetrahedra and the outer shell of the assembly which yields an hcp stacking. Figure 

4.15f presents a slice through the reconstruction showing areas with hcp stacking, whereas Figure 4.15c 

shows a slice through areas with fcc stacked particles. The outer shell is mostly composed by particles in 

an fcc arrangement (Figure 4.15e) forming a surface with anti-Mackay icosahedral termination. 

Interestingly, Figure 4.15d shows all the particles arranged in a decahedral packing, with five particles 

above and five below forming a pentagonal prism. It can be seen that they extend along the tetrahedral 

edges highlighting the icosahedral core structure. The five-fold icosahedral symmetry has been shown to 

be the most favorable geometry in short-range ordered clusters composed of particles with attractive 

interactions and is found in many systems.[117, 118] It is a relatively new finding that the icosahedral ordering 

is the equilibrium structure also for hard particles, for which entropy is the only deciding contribution to 

the free energy, that are made to self-assemble in a spherical confinement.[100] Assemblies up to 700 

particles are expected to carry an icosahedral structure, which changes to a rhombicosidodecahedral 

symmetry between 700 and 70 000 particles and finally pure bulk fcc for more than 70 000 particles.[100]  

Here, with 9 300 particles, the structure observed is a rhombicosidodecahedron presenting an inner distorted 

Mackay icosahedron, in perfect agreement with the theoretical models of de Nijs et al.[100] The distortion of 

the icosahedron is caused by defects in some of the tetrahedra. This can be observed in Figure 4.15c where, 

a slice through the structure shows two of the tetrahedra (red triangle) affected by defects that alter the 

perfect tetrahedral shape, causing general inhomogeneity in the size of all the other tetrahedra. 
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Figure 4.15: (a) 3D visualization of the rhombicosidodecahedral outer structure. (b) icosahedral core 

consisting of 20 tetrahedra with particles in an fcc stacking (different colors are used to highlight 

separated tetrahedra and improve the visualization of the 3D structure). (c) Slice through the 

reconstruction showing only the particles in an fcc stacking. The red triangle highlights a defect in two 

tetrahedra, which causes a deformation of the Mackay icosahedral core. (d) Particles with decahedral 

packing, the tetrahedra visualized by the blue particles are also arranged in five-fold symmetry. (e) fcc 

stacked particles composing part of the outer shell (different colors are used to highlight separated fcc 

clusters on the surface and improve the visualization of the 3D structure). (f) Slice through a 3D 

visualization of the particles forming the twin planes (hcp stacking). An interactive model and a movie 

of this reconstruction are available online in the tomography database (links in section 3.2.8). 
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4.6 Beam sensitive assemblies and high throughput tomography 

In this case study we aim to demonstrate the possibility of using SSR for the reconstruction of beam 

sensitive assemblies or high throughput tomography studies. The need for long acquisition times is indeed 

one of the main drawbacks of tomography, limiting the technique to beam resistant samples and/or low 

throughput results. Reducing the angular sampling frequency would enable one to reduce the electron dose 

and increase the efficiency of the technique. However, a limited number of projections typically results in 

a poor quality of the final reconstruction. In Figure 4.16a a 3D visualization of a SIRT reconstruction of an 

assembly of gold quasi-spherical particles embedded in a polystyrene matrix is shown (more details on the 

synthesis and properties of these assemblies are available in ref.[102]). The reconstruction is based on a series 

of 75 projections, from -70° to +78° with a tilt increment of 2°. Segmentation and labeling with different 

colors is performed to enable a better visualization of the three-dimensional structure. From the same series, 

8 projections were extracted, from -70° to +70° every 20° and the corresponding SIRT and SSR 

reconstructions are visualized in Figure 4.16b and Figure 4.16c respectively. Even though the details about 

the shape of every individual particle are lost, valuable information concerning the structure (such as inter-

particle distances and local symmetries or 3D stacking) is completely retrieved (Figure 4.16c). Obviously, 

the fact that we are able to reduce the number of projection images by a factor of ten opens up the route to 

retrieving detailed 3D quantitative information on beam sensitive systems as well. In addition, information 

with statistical relevance can be obtained since more 3D reconstructions can be obtained within the same 

measurement time.  



 

75 
 

 

Figure 4.16: (a) 3D visualization of a SIRT reconstruction of an assembly of Au spheres (75 

projections). (d) Slice acquired through the SIRT reconstruction. (b, e) 3D visualization and slice of 

the corresponding to the SIRT reconstruction from only 8 projections of the same assembly. (c, f) 

SSR reconstruction and slice from the same 8 projections. 

 

4.7 Accuracy and limitations of SSR 

In the previous sections it was shown how the SSR technique was developed and how it can be used to 

retrieve a quantitative 3D reconstruction of assemblies of spherical particles. Here, limitations of the 

technique will be presented along with an estimation of the accuracy and a method to identify undetected 

particles. 
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4.7.1 Spherical basis shape 

The fundamental concept behind the technique is the assumption that the investigated assembly is made of 

spheres. This assumption is not always fulfilled, often nanoparticles show deviations from a perfect 

spherical shape, as expected for real case studies. Based on our experience, we have observed in several 

cases that the outcome of an SSR reconstruction is robust against this problem, meaning that a non-perfectly 

spherical shape does not alter the characterization, and the position of each particle can still be determined 

accurately. An example is given for the assembly in Figure 4.16a, for which pseudo-spherical nanoparticles 

were used. 

In this case, since the particles can be segmented from a SIRT reconstruction (Figure 4.16a), their centroid 

can be calculated from the segmented regions, and compared with the SSR coordinates. For this comparison 

we used all the 75 projections, which were binned to a size of 141 x 141 pixels. The pixel size is 1.5 nm, 

which means that the expected precision for the SSR centroids determination is ± 1.5 nm (1 pixel). The 

accuracy can be determined in this case by comparing the distance between the centroids measured from 

the segmented SIRT reconstruction and the SSR centroids. The average absolute difference in pixel units, 

for all the 59 particles is 0.50 pixels with a standard deviation of 0.14. From which we can conclude that 

SSR accurately determines the positions of these nanoparticles even if they do not have a perfect spherical 

shape. An overlap of the SIRT and SSR reconstruction renderings is shown in Figure 4.17a. 

It is important to consider that the shape of the nanoparticles is only a minor factor among those that have 

an influence on the accuracy of SSR. In general, we observed that the main limitations to the accuracy and 

positive outcome of an SSR reconstruction are posed by the goodness of the tilt series alignment, the quality 

of the projections, for which it is paramount to have the best signal-to-noise ratio possible and also a 

structure that does not deform during the acquisition. 

4.7.2 Undetected particles 

In more challenging cases, such conditions (good tilt series alignment, signal-to-noise ratio and stable 

structure) are not always achievable. As a result, the SSR reconstruction might be affected by artifacts 

which can hamper the detection of all the particles. An estimation of the number of undetected particles in 

such cases can be obtained by computing an error reconstruction. The error reconstruction is obtained by 

reconstructing the projection distance between the forward projections of the SSR reconstruction and the 

acquired projections. An overlap of the SIRT and SSR reconstructions for the assembly of Figure 4.16a, is 

presented in Figure 4.17a. A rendering of the reconstruction error is presented in Figure 4.17b (transparent 

rendering of the SSR reconstruction is present as reference for the structure), confirming that no particles 

are missing. To simulate the effect of a missing particle, two particles were randomly deleted and a defective 

SSR reconstruction was computed (red arrows in Figure 4.17c indicate the locations of the removed 
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particles). Calculating the error reconstruction for this defective SSR reconstruction finally yields the 

missing particles (Figure 4.17d).   

Figure 4.17: (a) SIRT (green) and SSR (transparent blue) reconstructions renderings of the assembly 

described in section 4.6. (b) SIRT error reconstruction (green) for the SSR reconstruction (transparent 

blue – included as reference). (c) Simulated SSR reconstruction with two missing particles. (d) SIRT 

error reconstruction for the simulated defective SSR reconstruction shown in (c).  

 

As an example, the method is applied to the Fe-Co-O nanoparticle assembly of Figure 4.13. Results are 

shown in Figure 4.18. In this case, the complexity of the structure hampers the direct evaluation of the error 

reconstruction, as in the previous case. Missing wedge artifacts and close packing of the particles cause the 

error reconstruction to be of difficult interpretation. To identify the undetected particles it is needed to apply 

further constraints. First, the error reconstruction is segmented using a threshold value of 0.9i where i is the 

intensity value of the gray level expected for a nanoparticle as determined from the SIRT reconstruction. 

Afterwards, a second threshold is imposed on the volume of the segmented blocks, which should be at least 

comparable to the volume of a spherical nanoparticle of radius 0.8r, where r is the radius used as prior-

knowledge in the SSR reconstruction. This allows to exclude small patches of noise and contrast caused by 

artifacts and blurring of the SIRT error reconstruction. Finally, the detected nanoparticles are shown in 

Figure 4.18. It can be observed that even after applying the two constraints described above, few blocks of 

pixels (indicated by the black arrows in Figure 4.18) should not be considered spherical nanoparticles 

missing from SSR, but rather artifacts of the SIRT error reconstruction, since they do not display a spherical 

shape. Nevertheless, even considering these elements as possible particles, the number of identified missing 

particles is 19, which accounts approximately for the 0.2% of the total number of particles. 
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Figure 4.18: SSR reconstruction (transparent blue) and SIRT error reconstruction (red) of the missing 

particles identified for the Fe-Co-O nanoparticles assemblies presented in section 4.5. 

 

  



 

79 
 

5 Sparse Sphere Reconstruction in Materials Science Studies 

5.1 Supracrystalline Colloidal Eggs 

This section is based on the work published in the journal article of ref. [119]: “Supracrystalline colloidal 

eggs: epitaxial growth and freestanding three-dimensional supracrystals in nanoscaled colloidosomes”, Z. 

Yang, T. Altantzis, D. Zanaga, S. Bals, G. Van Tendeloo, M.-P. Pileni, J. Am. Chem. Soc 2016, 138, 3493. 

In this study, it is demonstrated the design of a new system, called supracrystalline colloidal eggs, obtained 

by controlled assembly of nanocrystals into complex colloidal supracrystals, through superlattice-matched 

epitaxial overgrowth along the existing colloidosomes. Fe3O4 nanoparticles are made to self-assembly in a 

spherical assembly, where only half of the assembly is filled by close packed particles. More details on the 

complex synthesis procedure is given in ref.[119]  

Also in this case, questions regarding the internal structure of the building blocks can only be answered by 

performing a quantitative three-dimensional characterization. From the SSR reconstruction of the Fe3O4 

nanoparticles assembly (slice is shown in Figure 5.1d), surrounded by a stabilizing silica shell (visible in 

the projection of Figure 5.1b and rendering of Figure 5.1c), it is possible to observe several twinning planes 

and antiphase boundaries. Bond order parameters analysis of the coordinates revealed an fcc type of 

packing. 
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Figure 5.1: (a) HAADF-STEM overview image of the half-filled colloidosomes. (b) 2D HAADF-

STEM projection image from the tilt series. (c) 3D representation of the SSR reconstruction. (d) 

Slice from the SSR reconstruction, highlighting different defects in the nanocrystals stacking (white 

arrows). An interactive model and a movie of this reconstruction are available online in the 

tomography database (links in section 3.2.8). 

 

It is important to note that determining the structure, crystalline packing and presence of defects is of great 

value for the synthesis groups, and this information would not be accessible otherwise through conventional 

characterization techniques, or tomography SIRT reconstructions. SSR enabled a deeper understanding of 

the products of the synthesis process developed. 
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5.2 Binary Assemblies 

Assemblies of binary crystals represent the next step in creating complexity and functionality through self-

assembly. In an analogous way to what happens when packing atoms of different species, here packing 

nanoparticles of different materials conveys new properties to the assemblies. By using different kind of 

building blocks it is possible to create a large variety of metamaterials with broad structural diversity.[120] 

Packing of anisotropic structures offers a further degree of freedom giving access to even more 

structures.[121] The majority of these structures have been realized in planar assemblies and their applications 

are therefore limited. It is still unreported the formation of binary assemblies by spherical confinement. 

Spherical assemblies offer different advantages from an application point of view. They can be freely 

dispersed in solution and used as mesoporous carriers. Tuning the porosity is linked with the ability of 

obtaining different structures. These assemblies can also be made to crystallize together creating multi-

scale porosity materials. Moreover, spherical confinement can generate additional geometries and 

symmetries, as in the case of the icosahedral Fe-Co-O assembly shown in the previous chapter. 

Here we present the structural characterization of binary assemblies, where CdSe and PbSe nanocrystals 

are made to self-assemble by spherical confinement. The two types of particles, used for the assembly, have 

an average size of 5 nm and 6 nm respectively, and due to the different Z number, show a different contrast 

in HAADF-STEM. Overview images are presented in Figure 5.2, together with a projection from a single 

assembly acquired along one of the main zone-axis orientations. 

 

Figure 5.2: Binary assemblies, (a) overview and (b) projection from tilt series 
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HAADF-STEM imaging of the assemblies reveals the presence of an ordered structure in the assemblies 

(Figure 5.2a,b).  Further investigation of the type of packing is therefore performed by means of electron 

tomography. A HAADF-STEM tilt series of an assembly with a diameter of approximately 120 nm is 

acquired every 2°, from -72° to 66°, using a Fischione 2020 tomography holder and a cubed FEI Titan, 

operated at 300 keV. Multiple projections are acquired with a low exposure time and merged to obtain a 

single image for each angle, with an improved signal to noise ratio, while minimizing deformations caused 

by sample drift (as described in section 3.2.2). Two projections extracted from the tilt series are shown in 

Figure 5.3a,b. A SIRT reconstruction of the tilt series is calculated and a rendering is shown in Figure 5.3c 

along with two slices through the reconstruction. The SIRT reconstruction is difficult to interpret, but allows 

the evaluation of the nanoparticles sizes and gray level which can be used as prior knowledge for the binary 

SSR reconstruction. 
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Figure 5.3: (a) and (b) show two HAADF-STEM projections of a binary assembly acquired along 

different directions. (c) SIRT reconstruction rendering of the tilt series acquired from the same 

assembly. (d) and (e) are slices through the SIRT reconstruction. Overlapping of boundaries and 

blurring hamper distinguishing the particles. 

 

5.2.1 Binary SSR reconstruction 

The SSR technique is applied to the tilt series by setting the basis shape radius to a single size, the radius 

in pixels of the smaller nanoparticles species. In this case the tilt series was binned to a size of 228x228 

pixels, and the two particles radii were estimated to be 9 and 7 pixels, for the PbSe (brighter due to the 

higher Z number of Pb) and CdSe particles respectively. Since the two types of particles only differ for few 

pixels, in practice for the reconstruction algorithm they are equivalent. As explained in section 4.3.2, the 

first step of the method, e.g. solving eq. (4.3), yields a sparse solution, where the centers of the particles are 

blurred due to the experimental limitations and undersampling. In the case of particles of different size and 

different contrast, the result is analogous, with slightly more diffused intensity for bigger particles. 
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Extracting the local maxima positions therefore produces a list of coordinates for both particles 

indistinctively. 

In order to discern the two families of particles, the average gray value of a spherical neighborhood (7 pixels 

radius) of each coordinate, is extracted from the SIRT reconstruction and the two populations are then 

clustered through a k-means algorithm.[115] Once the two populations of particles coordinates are identified, 

the second step of the SSR reconstruction is applied by convolving each population by a sphere of the 

appropriate size. A rendering from the obtained reconstruction is shown in Figure 5.4a. Increasing the 

transparency of the rendered particles of Figure 5.4a produces a projection of the assembly, enabling the 

observation of the periodic structure composed by the two different particles (Figure 5.4b). Slices from the 

reconstruction are shown in Figure 5.4c and Figure 5.4d. 

 

    
Figure 5.4: (a) SSR reconstruction rendering of the assembly shown in Figure 5.3. (b) Same 

rendering shown in (a) but with increased transparency, highlighting the ordered structure. (c) and 

(d) are slices through the SSR reconstruction. 
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5.2.2 Structural characterization 

Due to the binary nature and complexity of the structure, the bond order parameters analysis did not allow 

to determine the type of packing in this case. We therefore produced a reconstruction with a reduced size 

of the particles (Figure 5.5a), such that they would not overlap, allowing an easier visualization and manual 

isolation of a smaller region (Figure 5.5b), in order to further study the structure. Figure 5.5c shows a model 

built on the coordinates extracted from the isolated cell of the reconstruction. The particles were found to 

occupy the vertices and center of two icosahedra, sharing one face. 

 

   

               

Figure 5.5: (a) SSR reconstruction of the binary assembly, simulated with a reduced particles size 

enabling an easier manual segmentation. (b) Isolated region of the assembly is segmented from the 

reconstruction to allow further study of the structure. (c) Model built from the coordinates of the 

manually segmented region. 
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From the isolated particles we built a model that further enabled the determination of the unit cell of the 

crystal, which was found to be the structure of the hexagonal MgZn2 Laves phase.[122, 123] 

   
Figure 5.6: Unit cell confirming the MgZn2 structure for the binary assembly. 

 

Once the structure was obtained, further confirmation was given by producing a spherical model of the 

crystal by replicating the unit cell. Figure 5.7 shows a visualization of such model assembly, casting three 

orthogonal shadows, corresponding to the main directions and highlighting the structure with relative 

orientations. The model is shown along the same directions in Figure 5.8.  
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Figure 5.7: Model of the structure casting three orthogonal shadows, showing the main zone-axis. 

 

  

Figure 5.8: Structure model observed along the main directions. 
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The same analysis was performed on a second assembly, shown in Figure 5.9, confirming the observations 

made. The tilt series was acquired on a FEI cubed Titan, operated at 300 keV, with a tilt range of 2° from -

76° to 62°, using a Fischione 2020 tomography holder. In this case the assembly had a slightly larger 

diameter of approximately 150 nm. 

   

  

Figure 5.9: a) HAADF-STEM projection images extracted from the acquired tilt series. b) SSR 

reconstruction renderings of the structure along the main orientations. 

 

For the first assembly (diameter of 115 nm), 3432 particles were detected, with 1009 particles of the larger 

(PbSe) species, and 2423 of the smaller (CdSe). For the second assembly (diameter of 150 nm), 5762 

particles were detected, 1837 of the larger species and 3925 of the smaller. The different ratio, from the 

expected 2-to-1 stoichiometry, is explained by the presence an outer layer of CdSe particles, usually found 

at the external boundary of the assemblies. Careful observation of Figure 5.9b shows a ring of CdSe 

particles (light blue) surrounding the assembly. 

  



 

89 
 

6 Conclusions and Outlook on Part II 

6.1 Conclusions 

So far 3D reconstructions of nanoparticles assemblies were performed using conventional reconstruction 

techniques. A further segmentation step was then needed to retrieve quantitative information about the 

position and number of particles in the assembly. However, this segmentation step is only possible when 

the inter-particle distances are greater than the resolution limit obtainable with standard reconstruction 

techniques such as SIRT or TVM. The resolution obtainable with these techniques is approximately of the 

order of 1 nm in the best cases. Therefore for assemblies of closed packed particles, the resolution of 

conventional techniques did not allow a quantitative characterization and structural information could not 

be obtained. As demonstrated in these chapters, the development of SSR opened the way to this possibility 

for assemblies of spheres, enabling a quantitative characterization of nanoparticles assemblies of thousands 

of particles in a closed packed arrangement. SSR yields information that can be used to perform structural 

analysis that would not be possible otherwise for these complex structures. 

In more details, in this second part of the thesis it has been shown how introducing prior-knowledge in the 

reconstruction algorithm can push farther the intrinsic limitations of electron tomography. In the case of 

SSR, prior knowledge was implemented through the introduction of a new basis for the tomography 

problem. Exploiting sparsity in the new basis, enabled the recovery of information lost in the acquisition 

which allowed a quantitative reconstruction of the assemblies investigated. Furthermore, it has been shown 

how the technique can be extended to more complex cases, such as the case of binary assemblies and how 

quantitative information about particles positions can be used to perform in-depth structural analysis of 

these systems. 

6.2 Outlook 

6.2.1 Assemblies of atoms 

As an outlook for potential future applications we considered the possibility of investigating nanoparticles 

at an atomic resolution. At this scale, the atomic potentials can be represented by Gaussian distributions. 

Given the spherical symmetry of such distribution, the basis change operated at the core of the SSR 

technique can be in principle extended to the case of nanoparticles, as assemblies of atoms, instead of 

spherical nanoparticles. 
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Even though this adaptation would be straightforward from the method point of view, there are still 

technical limitations arising due to the typical size of nanoparticles that can be investigated at an atomic 

level, through electron tomography. Typically, small nanoparticles (less than 50 000 atoms, equivalent to 

particles with a diameter in the order of 10 nm or less) show stability issues towards the acquisition of a 

full tilt series at the required magnification, while larger particles can be imagined, but require a bigger 

frame. In our experience, the technical limitations of SSR have been shown to require at least a kernel of 

10 pixels in diameter, for the sphere basis, and a maximum frame size of approximately 700 squared pixels 

for the projections. Larger frames, involve larger reconstruction volumes and bigger number of unknowns, 

which cause the solving algorithm to fail in converging, producing artifacts in the solution. To give an idea 

of typical execution times, for a frame of approximately 600 squared pixels, with a basis kernel of 12 pixels 

in diameter, the algorithm takes between 5 to 10 hours to complete, according to the complexity/quality of 

the data and the processing power available. Due to these limitations, at the time of writing, we were not 

able, in practice, to extend the use of SSR to nanoparticles. 

It is worth mentioning though, an alternative technique that has been recently proposed for the 

reconstruction of nanoparticles at the atomic scale by exploiting prior knowledge of the atomistic nature of 

the particle and assuming a Gaussian distribution as prior knowledge for the shape of atoms. In this case, 

the method explained in Goris et al.[66] is not based on a basis change and a sparse reformulation of the 

tomography problem as it is the case of SSR, but rather on a iterative approach. Here, an initial SIRT 

reconstruction is computed, the reconstruction is then filtered in Fourier space, to eliminate noise, and a 

segmentation is applied. From the segmentation, a fitting procedure identifies atoms that have been 

correctly segmented. The positions of these atoms are used as a prior information and further SIRT 

iterations are performed, now including the already segmented particles in the reconstruction. This 

improves the result obtained from the supplementary SIRT iterations, enabling the identification of more 

atoms. The procedure is repeated until convergence. A detailed explanation of the method is given in ref.[66]. 

An example of such a reconstruction is given in Figure 5.10. 
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Figure 5.10: Atomic reconstruction rendering obtained from a gold nanoparticle using the technique 

described above. The reconstructed Au decahedral particle contains more than 90’000 atoms.  

 

Even though the technique developed by Goris et al.[66] is based on a very different approach from that of 

SSR, we mentioned it here because the two approaches share the same basic concept of improving the 

reconstruction resolution and quantifying the structure components by using prior-knowledge on the shape 

of these components. For this reason both techniques belong to a broader ensembles of techniques to which 

we refer to as shape models reconstruction techniques. SSR was the first of such techniques that was 

developed in our lab and demonstrated the potentiality of this approach for the first time. 

6.2.2 Platelets, cubes and rods assemblies 

Spherical particles are the most common type of building blocks used for nanoparticles assemblies. 

However, different morphologies are also used, such as platelets, cubes,[124] rods,[125] nanodumbbells[126] or 

nanostars[127] for example. Application of the SSR method in these cases is not directly possible, since the 

convolution operator requires spherical symmetry, but alternative shape models reconstruction techniques 

are being investigated to obtain the quantitative reconstruction of these kind of assemblies. Other 

researchers in our group are currently exploring the possibility of extending the method by Goris et al.[66] 

to these different shapes. In general we believe that in the future, more and more custom algorithms in the 

frame of shape models tomography will be developed for the quantitative investigation of assemblies or 

nanoparticles (intended as assemblies of atoms). 

6.3 Detailed list of contributions to part II 

Sections 4.1-4.4 
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The basis shape approach for a 2D case was proposed by F. Bleichrodt and J. K. Batenburg.  Own 

contributions: extension and implementations of the method for the three-dimensional case. Phantom 

studies, implementation and optimization of the technique. Application to real case studies, development 

and implementation of the methodology presented.  

Sections 4.5-4.7 

Acquisition of the experimental data for the assemblies of Figure 4.9a,b,c, acquisition of the series of the 

assembly of Figure 4.9d together with T. Altantzis. Computation of the SSR reconstructions and structural 

analysis of these assemblies as presented in section 4.5.4. Acquisition of the tilt series for the assembly of 

Figure 4.16 together with T. Altantzis, computation of its SSR reconstruction. Development of the error 

reconstruction method to identify undetected particles presented in section 4.7. 

Section 5.1 

Computation of the SIRT and SSR reconstructions and structural analysis for the assembly presented in 

Figure 5.1.  

Section 5.2 

Computation of the SIRT and SSR reconstructions and structural analysis for the binary assemblies 

presented in this section.  
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Part III 

Quantitative EDXS tomography 
This final part is dedicated to the development of novel methods for the 2D and 3D quantitative 

analysis of chemical compositions in nanomaterials. Chapter six starts by presenting an alternative 

approach developed for the determination of ζ-factors from pure element nanoparticles, which in 

turn enables accurate quantitative EDXS studies in 2D. In chapter seven, a new technique about 

the synergistic combination of 2D quantitative EDXS and STEM tomography is demonstrated. 

This method allows to overcome instrument limitations that hampered earlier attempts to obtain 

quantitative three-dimensional chemical information by means of EDXS. The technique is applied 

to different materials science cases in chapter eight. Finally, in chapter ten, the conclusions to this 

third part are drawn, along with considerations and an outlook regarding future developments and 

applications of EDXS tomography. 
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7 Quantitative EDXS in 2D 

 

This chapter is based on the work published in the journal article of ref.[128]: “An alternative approach for 

ζ-factor measurement using pure element nanoparticles”, D. Zanaga, T. Altantzis, J. Sanctorum, B. Freitag, 

S. Bals, Ultramicroscopy 2016, 164, 11. 

7.1 Introduction to quantitative EDXS 

New developments in the field of nanotechnology drive the need for advanced quantitative characterization 

techniques that can be applied to complex nanostructures. Many of these nanostructures are composed of 

different compounds. For example, it is known that bimetallic  nanostructures show enhanced stability and 

catalytic selectivity in comparison to their parent materials.[129] Understanding the connection between 

physical properties and the local structure or composition of nanomaterials is therefore of crucial 

importance.  

Although TEM is an ideal tool to investigate nanostructures,[130] it is surprisingly difficult to obtain reliable 

quantitative chemical information at the nanometer level. In the past, investigations using EDXS in a TEM 

were especially hampered by the low efficiency of the EDXS detector systems. As a result of the 

development of novel detectors yielding improved performance in combination with brighter electron 

sources in state-of-the-art TEM instruments, a significant level of X-ray counts can nowadays be collected 

within realistic acquisition times, also when investigating relatively small nanostructures (>10nm).[54, 131-

133] A remaining problem however, is the lack of a reliable quantification method for EDXS spectroscopy 

in the TEM.[61, 62] 

Quantification of EDXS data acquired using TEM is mostly carried out using so-called “k-factors” that 

form the basis of the Cliff-Lorimer method.[134] Over the past 40 years, this approach has been used 

extensively, especially during the characterization of thin films and even optimized in combination of tilt 

schemes.[135] As explained in ref.[136] the Cliff-Lorimer technique is an accurate method when using 

experimentally estimated k-factors from calibration samples where the composition is accurately known. 

Unfortunately, such estimation is not always possible due to the lack of suitable standards. Even when 

standards are available, the calibration is difficult and time consuming. Therefore, experimental EDXS 

results are typically quantified using k-factors that are calculated using a priori principles and implemented 

in commercial software. Although this approach is straightforward and user friendly, inaccuracies of 15%-

20% might occur.[137] In parallel, various alternatives have been proposed, including the so-called “ζ-factor” 

method.[136] This methodology has been shown to be a powerful approach that is able to overcome some of 
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the main limitations of the Cliff-Lorimer method. In contrast to k-factors, the experimental determination 

of ζ-factors is possible from a pure element standard and should only be determined once for each element. 

However, when determining ζ-factors from pure element standards, the thickness of the sample should be 

precisely measured. In the past, this requirement has limited the applicability of the ζ-factor method to thin 

films. 

In our study,[128] we used electron tomography to overcome this limitation. In this manner, the volume (and 

thickness) of nanoparticles can be determined. As a consequence, systematic errors resulting from wrong 

estimations of sample thickness can be overcome. Our methodology, coupled with state-of-the-art 

instrumentation, enabled us to expand the use of the ζ-factor method to the study of a variety of 

nanomaterials. In this manner, reliable and quantitative chemical information can be acquired at the 

nanometer level. 

7.2 The Cliff-Lorimer Method 

The Cliff-Lorimer method is a ratio technique that was developed to overcome problems related to an 

absolute quantification of EDXS data acquired by TEM. Thanks to the relative nature of the approach, 

variations in the signal detection due to instabilities of the instrument, such as beam current fluctuations, 

shadowing and contamination build-up, are canceled out when calculating the intensities ratios, yielding 

the concentrations through the k-factors (eq. (7.1)). For this reason the technique has become widely used 

during the last decades, and is still the most common approach to obtain the concentrations of elements in 

a TEM sample. Characteristic X-rays intensities IA and IB of elements A and B respectively are measured 

and the ratio of their concentrations CA and CB is determined using a predefined factor kAB: 

 
k  

 

(7.1)

As mentioned in the previous section, the experimental determination of k-factors is tedious and 

unpractical, constituting a major limitation to an accurate quantification of EDXS measurements. 

Nowadays, concentrations are routinely determined using commercial software that calculates the k-factors 

from a priori principles. This is usually sufficient to estimate the elemental distribution in the sample to a 

low degree of uncertainty, nevertheless if one wants to obtain accurate results the only solution is to measure 

experimental sensitivity factors. 

Furthermore, absorption of X-rays inside the sample can occur for thicker specimens, especially for lower 

energy X-rays (<3 keV), causing inaccuracies in the quantification. X-ray absorption can be corrected using 

an additional term in eq. (7.1), but requires the knowledge of the mass-thickness of the sample. Since a 
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measure of the thickness of a thin specimen is not straightforward and requires additional measurements 

and instruments, such as a profilometer, usually quantification of thicker samples or light elements (low 

energy X-ray lines) is avoided. 

7.3 The ζ-factor Method 

The ζ-factor method adds to the benefits of a ratio technique such as the Cliff-Lorimer technique, the 

possibility of determining the sensitivity factors from pure elements standards and a straightforward method 

for correcting absorption effects without the requirement of knowing the specimen thickness. The ζ-factor 

is defined by the following equation from ref.[136]: 

 

 
ζ  (7.2)

 

where ρ is the density, t the thickness, IA the X-ray intensity (net counts), CA the concentration and De the 

total electron dose, which is defined as: 

  (7.3)

 

with Ne the number of electrons per Coulomb, Ip the probe current and τ the total measure time. The beam 

current can be measured through the use of an in-situ faraday cup, EELS drift tube or a calibrated viewing 

screen.[136] The ζ-factor method was originally developed for thin films, for which the thickness is expected 

to be uniform across the sample. However, it is not straightforward to accurately measure the thickness 

using conventional (2D) TEM. It can be done by using Electron Energy Loss Spectroscopy (EELS),[138, 139] 

but this requires a calibration of the inelastic mean free path. This calibration is time demanding and requires 

a needle shaped sample with the same phase of the thin film for which the thickness has to be measured. 

This might result difficult for some samples, and furthermore, there is an increasing demand to obtain 

quantitative results for nanomaterials different from thin films as well.  

In our study,[128] we expanded the use of the ζ-factor method to the investigation of nanoparticles by using 

electron tomography. The use of nanoparticles hereby offers many advantages: they are usually cheaper 

than pure element thin film standards and they are often already available in most labs or can be relatively 

easily synthesized. In order to determine ζ-factors using nanoparticles instead of thin films we proposed an 

equivalent definition of the ζ-factor replacing the sample thickness by the probed sample volume, which 

can be measured by electron tomography. We assume that the probed volume is the scanned area multiplied 
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by the thickness t. That means that the total (live) time τ can be written as τ = τd*A, where A is the scanned 

area in m2, and τd is therefore the spectral acquisition time per pixel area. In this manner, we obtain the 

expression below, in which C is omitted since we assume a pure element standard during the determination 

of the ζ-factor: 

 
ζ  (7.4)

 

Once the ζ-factors are obtained, the concentration of the elements is given by the following expression: 

 
∑

 (7.5)

with: 

 1 (7.6)

 

For a system of two elements we obtain: 

 
 (7.7)

 

This expression is equivalent to eq. (7.1), where   . It should be mentioned that absorption is so far 

neglected in these expressions. As explained in the work by Watanabe et al.,[136] this approximation is 

expected to be valid for the samples investigated in the remainder of this thesis, given their size and the X-

ray lines used. 

7.3.1 Equivalence of thin-film and nanoparticles formula 

To demonstrate the equivalence of eq. (7.2) and eq. (7.4), we consider the case of a thin film: when 

analyzing a single pixel, the probed volume is given by the product of the thickness and the pixel area. For 

a pure element nanoparticle, the thickness will not be constant and will be a function of the position of the 

pixel: 

 
ζ  (7.8)
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where ti represents the thickness of the particle at the i-th pixel, Ai the pixel area and Ii the X-ray intensity 

measured in that point. Summing over all the pixels will lead to eq. (7.4) since: 

  (7.9)

and 

  (7.10)

 

7.4 Determination of ζ-factors 

In order to determine the ζ-factors, the volumes of 8 particles consisting of Au, Ag and Pt respectively were 

determined by electron tomography. Synthesis details about the Au, Ag and Pt nanoparticles used can be 

found in ref.[128]. Experiments were performed using an FEI Titan probe corrected TEM, operated at 120 

kV in STEM mode and equipped with a Super-X detector. Tilt series for each particle were acquired from 

-75° to 75° with a tilt increment of 3°. A Fischione 2020 Single Tilt Tomography holder was used. 

Alignment of the tomographic series was performed with Matlab routines based on cross-correlation and 

manually with IMOD.[72] The SIRT algorithm implemented in the ASTRA Toolbox [38, 40, 107] was used for 

all the reconstructions. Figure 7.1 shows a rendering of the obtained reconstructions.  
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Figure 7.1: Renderings of the Au (a), Ag (b) and Pt (c) particles used for the determination of the ζ-

factors. 

 

7.4.1 Volume calculation 

The volume is calculated from the obtained reconstructions. Unfortunately the reconstructed volume is 

distorted by noise and missing information,[27, 140] resulting in a blurred reconstruction. Because of the 

blurring that occurs in the reconstructed object, it is usually unclear where the boundary of the reconstructed 

particle is located, introducing an uncertainty about the actual volume of the particle. The process of 

assigning voxels to the particle or the exterior is called segmentation.[27] Segmentation may be a subjective 

factor and may therefore affect the reliability of the measurements. Here, we implemented an automatic 

routine in Matlab for the segmentation of a reconstructed volume. A line profile is extracted from the 

reconstruction (Figure 7.2a) and a so called edge spread function (ESF) is fitted to the intensity profile in 

the particle boundary region (Figure 7.2b).[36, 141]  
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Figure 7.2: (a) Au particle rendering and schematization of a line profile going through it. (b) Part of 

the line profile shown in the red circle in figure (a), with its ESF fitted and the intervals determined 

for the error calculation. 

 

We assume that the most probable position for the threshold will be in the middle of the fitted edge profile, 

with an estimated spatial error of ±15% of the edge width, from its maximum to its minimum. In practice, 

the threshold position can be found by calculating the first derivative of the ESF and its maximum. For 

statistical reasons, 12 edge profiles in different spatial directions are selected and fitted for every particle, 

resulting in 12 thresholds. The average of these thresholds is taken as the best estimate for the true threshold 

(denoted ), and the maximum error found among all the estimated errors for the single thresholds is 

taken as a measure of uncertainty (Δ ). Using this average as the final threshold, the particle volume can 
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be calculated directly from the segmented reconstruction. The error on the calculated volume is the 

following: 

 

 
Δ

2 2
 (7.11)

 

where  is the volume calculated with ,  	the volume calculated with Δ  and  the volume 

calculated with Δ . Using this approach, it is possible to calculate the volume in a deterministic 

rather than an arbitrary manner, as is the case in manual threshold selection. As a consequence, this method 

enables the estimation of the error in the volume, and therefore the calculation of the final error in the ζ-

factor. This procedure was fully automated in Matlab, including fitting, threshold selection and volume 

calculation. The resulting volume measurements are presented in Table 7.1, Table 7.2 and Table 7.3.  

7.4.2 EDXS acquisition and beam current calibration 

For each particle, an EDXS map was collected with an acquisition time of 3 minutes. A tilt angle of 17° 

was chosen to minimize shadowing effects and increase the collected signal. A beam current of 

approximately 250 pA was used. A reliable measurement of the beam current is of crucial importance in 

the ζ-factor method, therefore we used the pico-amperemeter connected to the phosphor screen present in 

FEI instruments. The screen current is typically calibrated by the manufacturer using a Faraday cup and a 

verification of the linearity of the current measuring device can be conducted by varying the beam current 

and acquiring an EDXS map of the same nanoparticle. Plotting the current against the total number of 

counts over background for the element composing the nanoparticle should result in a linear fit obeying eq. 

(7.4). The intercept on the y axis is considered as an estimate of the error on the measured current. Although 

such experiment cannot determine if the actual current is off by a constant factor, the proportionality factor 

will cancel out when determining concentrations using the same microscope and voltage. 

Equation 7.4 can be written as follows: 

 ζ
 (7.12)

 

In this expression, ΔIp corresponds to an error associated with the beam current calibration. By acquiring 

different EDXS maps of the same Au nanoparticle using different currents, the net counts can be plotted 

against the current. In this manner, the linearity of the pico-amperemeter can be verified. Figure 7.3 shows 

the results for two different particles. The intercepts are ΔIp,1= -5 pA and ΔIp,2= -4 pA. For a minimum value 
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of 50 pA, this corresponds to a 10% relative error, which is the error that we consider for our pico-

amperemeter. 

 
Figure 7.3: Beam current against net counts for two different Au particles. The excellent fit of the 

data points with a linear function confirms that the beam current measurement is linear. 

 

For all particles, diffraction patterns and High-Resolution STEM images were acquired, confirming the 

crystallinity and fcc structure. We ensured that this tilt angle corresponded to an off-axis condition for the 

particles analyzed, in order to avoid unwanted channeling effects. Since the structures of the particles were 

confirmed to be the same of the relative bulk materials, bulk densities were used in the calculation of the ζ-

factor: ρAu = 19 320 kg/m3
, ρAg = 9 320 kg/m3 and ρPt = 21 450 kg/m3. 

It should be noted that during the measurement of the ζ-factors, all experiments (different particles and 

different elements) were performed using the same experimental conditions, such that the effects of 

shadowing remain the same. However, once the ζ-factors are determined, they can be used to quantify maps 

at any tilt angle, since shadowing will affect the signal from different elements in the same manner. 

Therefore, the ratio between the intensities will still be proportional to the ratios between the ζ-factors. An 

exception has to be made for soft X-rays with energy less than 3 keV. In this case, greater mass-absorption 

coefficients[142] are linked to absorption effects that can lead to quantification errors. In general, it should 

be verified that the specimen thickness is less than a certain critical value for which absorption is below 
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5%, this is known as the thin film approximation. If not, absorption effects should be taken into account.[133, 

136] 

Following the acquisition, the raw datacubes were treated in Matlab in which a two window method[17] was 

used to fit the background radiation.  The net counts for the L lines of Au, Ag and Pt were obtained by 

integrating over the signal characteristic peaks, after the background subtraction. The net counts measured 

for each particle are listed in Table 7.1, Table 7.2 and Table 7.3 along with the measured beam current. 

 

7.4.3 ζ-factor calculation and error estimation 

For each particle, the ζ-factor is determined from equation (7.4) using the volume V measured by electron 

tomography and the intensity I measured by EDXS for the same particle. As expected, a linear behavior is 

observed as demonstrated in Figure 7.4. The final values of the ζ-factors for Au, Ag and Pt for our 

experimental conditions are calculated through a weighted mean as described in ref.[136] and found to be ζAu 

= 751 ± 52 kg⁄m2, ζAg = 300 ± 35 kg⁄m2 and ζPt = 724 ± 50 kg⁄m2. The values that we obtained for the ζ-

factors cannot be compared directly with values reported in literature since the outcome of our approach 

depends on experimental parameters such as e.g. the holder, grid and tilt angle chosen. Nevertheless, ratios 

of the ζ-factors should be similar for different experimental settings. 

 

Figure 7.4: (a) The linear relation is clearly shown by the plots. (b) Magnification of the area close to 

the origin, where multiple data points are condensed due to the similar volumes of the particles. Error 

bars smaller than the markers are omitted. 
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To determine the error in a single ζ-factor measurement, we can use the principle of propagation of 

uncertainty,[136, 143, 144] hereby assuming that the variables are uncorrelated. In the case of a Gaussian 

distribution and no correlation between the parameters, the formula to calculate the uncertainty on a 

function 	 , , … , , depending on several variables  is given by: 

 
,   (7.13) 

where  denotes the error in the individual variable . Applying this technique to the ζ-factor formula 

yields the following expression for the error in the ζ-factor from a single measurement: 

 

Δ
Δ Δ Δ Δ

 (7.14)

 

In this expression Δ , Δ , Δ  and Δ  are the errors on  , ,  and , respectively. The uncertainty of the 

beam current and dwell time depends on the accuracy of the instrumental measurements, whereas the 

uncertainty in the X-ray intensity is determined by Poisson counting statistics, leading to Δ √ ,[145] 

where  is a factor that depends on the chosen confidence limit (e.g., 1 for a 68% confidence limit, 

2 for 95% and 3 for 99%), in this work we used 3. In order to improve the statistical accuracy, 

the ζ-factor was measured for multiple nanoparticles consisting of the same element. Since the relative error 

on these individual measurements may vary significantly because of volume differences, the final estimate 

of the ζ-factor is calculated by means of a weighted arithmetic mean, given by Galassi et al.[146] 

 
̅

∑

∑
, (7.15) 

In which the weight corresponding to the individual measurements is given by their error 

 1
Δ

 (7.16)

 

The estimated variance of the weighted dataset is calculated as 

 ∑

∑ ∑
̅  (7.17)

 

Since the true variance  is unknown and only the estimated variance  is available, the total error in the 

ζ-factor is given by:[147] 
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Δ ̅

√
 (7.18)

 

where  is the Student’s t-value for a given confidence limit  and  measurements, resulting in 1 

degrees of freedom. In this way, the total error in the final ζ-factor resulting from multiple measurements 

can be calculated from the errors on the initial experimental variables. 

 

Au particles I II III IV V VI VII VIII 

Volume (nm-
3) 

8504 8335 59384 8529 81963 73810 8068 53428 

∆Volume 
(nm3) 

1040 1571 9144 1031 20090 12527 1119 11614 

Net Counts 29418 28306 71905 29015 35344.00 60615.00 36871 63018 
∆Net Counts 514 504 804 511 564.00 738.60 576 753 
Beam 
Current (pA) 

264 262 261 260 260 260 261 262 

∆Beam 
Current (pA) 

26 26 26 26 26 26 26 26 

Measure 
Time 
per pixel area 
(s/nm2) 

0.083 0.083 0.030 0.083 0.010 0.021 0.094 0.029 

∆Measure 
Time 
per pixel area 
(s/nm2) 

0.0012 0.0012 0.0003 0.0012 0.0001 0.0002 0.0010 0.0002 

Pixel size 
(nm) 

0.135 0.135 0.190 0.135 0.380 0.269 0.190 0.269 
 

 

Table 7.1: Measured data for the 8 Au particles used in the determination of the Au ζ-factor. 
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Ag particles I II III IV V VI VII VIII 

Volume (nm3) 1436 41981 1367 74993 70913 1595 239 6563 

∆Volume (nm3) 278 6488 341 8352 15385 280 68 1776 

Net Counts 17600 55878 15145 89708 65507 18694 11241 25265 

∆Net Counts 398 709 369 899 768 410 318 477 

Beam Current 
(pA) 

250 255 255 244 257 260 260 246 

∆Beam Current 
(pA) 

25 26 26 25 26 26 26 25 

Measure Time 
per pixel area 
(s/nm2) 

0.252 0.03 0.225 0.029 0.021 0.237 0.939 0.083 

∆Measure Time 
per pixel area 
(s/nm2) 

0.0074 0.0003 0.0047 0.0002 0.0002 0.0070 0.0400 0.0012 

Pixel size (nm) 0.068 0.190 0.0.096 0.269 0.269 0.068 0.047 0.135 
 

 

Table 7.2: Measured data for the 8 Ag particles used in the determination of the Ag ζ-factor. 

 

 

Pt particles I II III IV V VI VII VIII 

Volume (nm3) 1218 272 787 1174 978 1412 1238 1174 
∆Volume (nm3) 606 89 333 405 397 577 687 513 
Net Counts 9788 6748 11126 12855 9677 14801 12808 8042 
∆Net Counts 297 246 316 340 295 365 340 269 
Beam Current 
(pA) 

248 247 243 244 244 244 243 242 

∆Beam Current 
(pA) 

25 25 25 25 25 25 25 25 

Measure Time 
per pixel area 
(s/nm2) 

0.164 0.490 0.327 0.237 0.237 0.238 0.237 0.186 

∆Measure Time 
per pixel area 
(s/nm2) 

0.0034 0.0208 0.0096 0.0070 0.0070 0.0070 0.0070 0.0055 

Pixel size (nm) 0.096 0.047 0.068 0.068 0.068 0.068 0.068 0.068 
 

 

Table 7.3: Measured data for the 8 Pt particles used in the determination of the Pt ζ-factor. 
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7.5 Quantification and analysis of 2D EDXS data 

To test the validity of the proposed methodology, the composition of a Au@Ag core-shell nanoparticle was 

quantified (Figure 7.5a). In a previous study, these particles were found to yield sharp interfaces without 

any alloying.[148] The outcome of the EDXS quantification based on our methodology will be compared to 

the volumes of the Au core and the Ag shell obtained from an independent 3D HAADF-STEM 

reconstruction (Figure 7.5b), which we here consider as the ground truth. Quantification of the 3D HAADF-

STEM reconstruction is relatively straightforward, based on the different intensities observed for Au and 

Ag. In this manner, the volumes were measured to be 197 980 ± 37 118 nm3 and 49 470 ± 4 452 nm3 for 

Ag and Au respectively. This corresponds to approximately 1.86 fg (femtograms) of Ag and 0.95 fg of Au 

and the weight concentrations estimated in this manner are found to be CAu-STEM = 0.65 ± 0.05  and CAg-STEM 

= 0.35 ± 0.05 .  

 

Figure 7.5: (a) HAADF STEM projection. (b) HAADF STEM tomography reconstruction rendering 

after segmentation of the core (Au) and shell (Ag). 

 

In order to evaluate the reliability of the approach based on the ζ-factors, these values were compared to 

the quantified 2D EDXS data. An EDXS map (Figure 7.6) was collected from the same particle for 120 s 

with a current of 258 pA at 120 kV and a tilt angle of -60°. The concentrations were determined using the 

measured ζ-factors and were found to be: CAu = 0.64 ± 0.04 and CAg = 0.36 ± 0.04.  These values are clearly 

in good agreement with the quantification based on HAADF-STEM electron tomography. The same data 
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was also quantified using the Cliff-Lorimer method, implemented in the available software (Bruker Esprit). 

The values obtained were CAg = 0.73 ± 0.22 and CAu = 0.27 ± 0.08. From this comparison, we conclude that 

quantification using the modified ζ-factor approach is reliable and that the method can be used to investigate 

nanostructures for which it is difficult or even impossible to use HAADF-STEM tomography to determine 

the chemical concentrations of the elements present. It should be mentioned, that the discrepancy with the 

quantification performed using Bruker Esprit is due to the calculated k-factors obtained by the software. 

Using a different theoretical model would lead to a different result. 

 

 

Figure 7.6: (a) EDXS map of the particle of Figure 7.5. (b) Quantified EDXS map. (c) Line profile 

through the quantified map (yellow line in (b)) showing the concentrations of Au and Ag in the 

projection direction. 

 

 

7.5.1 Quantification of elemental maps in hetero nanoparticles 

During the chemical analysis of nanoparticles by EDXS, the final goal is often to determine the distribution 

of the different elements over the particle. Such investigations are mostly based on EDXS maps. These so-

called “elemental” maps are obtained by analyzing the collected datacube pixel-by-pixel, fitting the 

background with a two window method  and measuring the net counts for each element in the specified 

energy interval.[17] An example is provided in Figure 7.6a. After elemental maps are obtained, quantified 

maps can be calculated by applying eq. (7.5) in each pixel of the elemental map. The result, shown in Figure 

7.6b, is a concentration map for each element with values ranging from 0 to 1. In this case, the HAADF-

STEM image was used as a mask to define the boundaries of the particle and improve the visualization by 

suppressing any signal outside the particle. A line profile (indicated by the yellow line Figure 7.6b) is 

presented in Figure 7.6c to enable a more straightforward interpretation of the quantified data. 
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7.5.2 Application to Au-Pt hetero-nanostructures 

Once the validity of our approach has been determined, we can apply the method to nanostructures for 

which HAADF-STEM fails to give any indication about the chemical composition. For example, since Au 

and Pt have an atomic number Z equal to 79 and 78 respectively, no contrast difference is expected when 

using HAADF-STEM to investigate Au-Pt hetero structures.[149] However, these structures are of great 

interest due to their catalytic activity.[149-152] We here investigated a Au-Pt hetero-nanostructure, shown in 

Figure 7.7a, that consists of spherical Au particles, grown on a platinum nanodendritic seed, yielding a 

core-satellite structure.[149] In order to quantify the chemical composition and the distribution of the different 

elements, we applied the ζ-factor method using the values for Au and Pt. In this manner, the overall 

concentration was measured to be CAu = 0.77 ± 0.02 and CPt = 0.23 ± 0.02.  Background subtraction and a 

peak deconvolution, implemented in Matlab, were applied to the EDXS data to separate the Au and Pt 

contributions to the signal, since the L peaks for Au and Pt overlap partially. A map representing the 

resulting Au and Pt counts is shown in Figure 7.7b. Figure 7.7c, shows a quantified map from the same 

data, which confirms the core-satellite structure with the Pt seed located at the center and pure Au particles 

surrounding it. The line profile in Figure 7.7d, shows the actual values of the wt% concentration of Pt and 

Au along the yellow line, and we can conclude that the Au particles around are pure Au particles and no 

alloying with Pt is observed. 
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Figure 7.7: (a) HAADF STEM image. (b) EDXS elemental map. (c) Quantified EDXS map. (d) Line 

profile through the quantified map (yellow line in (c)) showing the concentrations of Au and Pt in 

the projection direction. 

 

7.6 Volume measurement of nanoparticles by means of EDXS 

Interestingly, once the ζ-factors for a given material are known, it is possible to measure the volume of a 

nanoparticle of the same material (in the absence of absorption) by acquiring a single EDXS map and using 

eq. (7.4). Since the ζ-factors were determined through EDXS maps acquired at 17°, eq. (7.4) only holds for 

that tilt angle. However, incorporating a shadowing term Sf, we obtain eq. (7.19), which enable us to 

calculate the volume of a nanoparticle from the net counts IA, extracted from an EDXS map acquired at any 

tilt angle. 
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ζ  (7.19)

  

The shadowing scaling term ° is calculated through a calibration curve (Figure 7.8). The curve is 

obtained by measuring the net counts of EDXS maps acquired from the particle shown in Figure 8.3, every 

10° from -70° to 70°, and normalizing by the minimum value. °  is therefore the shadowing factor 

interpolated from the data points, at 17° (tilt angle used for our ζ-factor) and  is the shadowing factor at 

the tilt angle used to acquire the map.  

 

Figure 7.8: Normalized net counts (shadowing factor) for Au L lines of EDXS maps acquired from 

the particle shown in Figure 8.3, every 10° from -70° to 70°. 

 

We tested this approach on the Ag@Au core-shell nanoparticle of Figure 7.5. Volume measurement was 

performed for three EDXS maps, collected at +50°, +20° and -30°, and compared to the volume 

measurements performed by electron tomography. The data is given in Table 7.4. The volume estimation 

is consistent through the different maps, with the volumes measured for Au at +50°, +20° and -30° being 

respectively V50 = 47 929 ± 4 830 nm3, V20 = 45 859 ± 4 622 nm3, V-30 = 40 872 ± 4 119 nm3, and the volume 

measured by tomography VTomo = 49 470 ± 4 452 nm3. 
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Angle 50 20 -30 

Beam Current (pA) 258 258 258 

ΔBeam Current (pA) 26 26 26 

Au Net Counts 31837 14420 17430 

ΔAu Net Counts (3σ confidence) 535 360 396 

Ag Net Counts 144788 60731 76158 

ΔAg Net Counts (3σ confidence) 1142 739 828 

Shadowing Factor 0.44 0.94 0.69 

ΔShadowing Factor 0.09 0.2 0.15 

Acq. Time per pixel area (s/nm2) [τi] 0.006802093 0.006879 0.006848 

∆Acq. Time per pixel area (s/nm2) [τi] 7.69468E-06 7.69E-06 7.69E-06 

Density Au (kg/m3) [ρ] 19320 19320 19320 

∆Density Au (kg/m3) [ρ] 1 1 1 

Density Ag (kg/m3) [ρ] 9320 9320 9320 

∆Density Ag (kg/m3) [ρ] 1 1 1 

Number Electrons in 1 Coulomb [Ne] 6.241E+18 6.24E+18 6.24E+18 

ζ-factor Au 724 724 724 

∆ζ-factor Au 50 50 50 

ζ-factor Ag 300 300 300 

∆ζ-factor Ag 35 35 35 

    

Volume from EDXS  
Volume Au (nm3) 47929 45859 40872 

∆Volume Au (nm3) 4830 4622 4119 

Volume Ag (nm3) 187229 165898 153397 

∆Volume Ag (nm3) 18868 16719 15459 

  
Volume from Tomography  
Vol. Au (nm3) 49470  
∆Vol. Au (nm3) 4452  
Vol. Ag (nm3) 197980  
∆Vol. Ag (nm3) 37118  

 

Table 7.4: Data for the volume calculation of the Au@Ag nanoparticle of Figure 7.5, according to 

equation 7.19. The volume measured by tomography is also shown for comparison. 

 

The possibility of determining the volume of a nanoparticle through a single EDXS maps could represent 

an interesting opportunity for including prior-knowledge in a tomographic reconstruction technique, 

especially in the case of limited tilt ranges, for example when using an FEI double tilt holder, which cannot 
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be tilted beyond ±30°. As seen in the previous chapters, including prior-knowledge about the sample is a 

valuable approach in minimizing missing wedge artifacts. 

7.7 Thickness measurement by means of EDXS 

Another interesting application of EDXS, is the measurement of thin film thicknesses (or depth position of 

nanoparticle in a matrix) through the acquisition of a single EDXS map. This is possible by exploiting the 

different absorption of X-rays towards the different detectors of the Super-X system. These results should 

be considered a proof of concept and outlook to further applications. 

7.7.1 Method 

In order to estimate the thickness of a thin-film or the position of a particle inside a matrix, we can exploit 

the X-ray absorption effect, obeying the Lambert-Beer law. This is possible only for certain types of 

samples, where the absorbing layer is composed by a different material and is deposited above the emitting 

layer/particle. An example of such a specimen will be given in the next section. If we approximate the 

emitting source as a point source of X-rays, we obtain that that the measured intensity I will be: 

 

    (7.20)

In the equation,   is the mass absorption coefficient of element A, is the density of the matrix B and 

 is the path length of the X-rays inside the matrix. 

The path length  can also be written as a function of the thickness  and the take-off angle , as 

sin⁄ . The take-off angle  is defined as the angle between the surface of the specimen and the 

line between the X-ray origin and the detector center. For a system of detectors not parallel to the holder 

axis, as in the case of the Super-X system, the variables describing the system are the specimen tilt angles, 

α and β, the detector elevation angle  and the azimuthal angle  which is the angle between the holder 

axis and the line that connects the optical axis to the center of the detectors. The schemes in Figure 7.9 and 

Figure 7.10, show these variables in more detail. 
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Figure 7.9: Side view scheme of holder and detector, depicting the take-off angle  and elevation 

angle θ . Image adapted from ref.[153] with permission of Elsevier. 

 

 

Figure 7.10: Top view scheme of holder and Super-X system, depicting the azimuthal angle θ . 

Image adapted from ref.[153] with permission of Elsevier. 

 

With these variables defined, the take-off angle  can be written as:[153] 

 

 θ θ θ θ

sin θ θ
 (7.21)

 

Substituting  and  in equation (7.20) yields the model describing the intensity of X-rays measured from 

a detector with azimuthal angle , elevation angle , from a particle of element A, embedded in a matrix 
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with density , as a function of the emitted intensity , the specimen tilt angles, α and β, and the depth of 

the particle in the matrix, z.  

 

 
(7.22)

 

Considering now the signal from two different detectors, I1 and I2, we end up with two equations (7.22) 

which we can divide and rearrange to obtain an expression for z: 

 sin ,1 sin ,2

sin ,1 sin ,2

 
(7.23)

 

Where , 	 , 	 ,  and ,  are the intensities and take-off angles of detector 1 and detector 2 

respectively. 

In order to consider detector efficiency and shadowing, we also add another factor, such that the measured 

intensity for detector one  should be scaled by the detector shadowing/efficiency factor at that given tilt 

angle, position and z-height such that , , , , , 	 	 	. 

Therefore, substituting this to equation (7.22), yields the final equation: 

 sin , sin ,

sin , sin ,

,  
(7.24)

 

where , 	 , , , , ,

, , , , ,
. 

7.7.2 Experimental validation 

We consider a Super-X detector of a FEI Osiris with the following configuration: θ 22°, and θ

315°, 225°, 135°, 45° , for detectors Q1, Q2, Q3, and Q4 (Figure 7.10), respectively, according to 

manufacturer specifications. In order to test the approach, we performed an experiment on a two multilayer 

thin films samples prepared by sputtering different materials on carbon coated Cu Quantifoil grids. The 

sputter was set to deposit 10 nm of Ni and 100 nm of Ag for Sample Ni10Ag100, and 10 nm Ag and 100 nm 
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Au for Sample Ag10Au100. In this manner, X-rays emitted from the lower layer towards the detectors, would 

travel in the upper layer yielding information about its thickness. 

Figure 7.11: Overview HAADF-STEM images of samples (a) Ni10Ag100 and (b) Ag10Au100. 

 

A series of EDXS maps was collected on a FEI Osiris operated at 200 kV, using an FEI double tilt holder 

and with the following parameters: α = 10°,  12.5°, 15°, 17.5°, 20°, β = 5° and a beam current of 

approximately 2.4 nA. The α and β values were chosen in order to give an inclination to the sample which 

would cause a different path length towards the different detectors, but still trying to minimize shadowing 

effects for at least detector 1 and detector 2. The net counts were extracted from the maps and reported in 

the following tables: 

α  Detector 1 Detector 2 Detector 3 Detector 4 
10° 33321 23728 12161 23905 
12.5° 33928 26164 10272 22514 
15° 34849 26574 8263 20923 
17.5° 33786 27614 7144 20445 
20° 34410 29408 5954 18819 

 

 

Table 7.5: Net counts for sample Ag10Au100, Ag L lines at 2.9 keV. 
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α Detector 1 Detector 2 Detector 3 Detector 4 
10° 18253 10361 2952 6941 
12.5° 20002 11539 1785 5969 
15° 21964 14871 1270 5367 
17.5° 23710 16473 1050 4494 
20° 24624 18747 428 3257 

 

 

Table 7.6: Net counts for sample Ni10Ag100, Ni L lines at 0.85 keV. 

 

In order to estimate the shadowing/efficiency factors, we performed a calibration, by acquiring EDXS maps 

of three Au nanoparticles, for which we know that absorption effects can be ignored, using the same 

experimental conditions, except a different goniometer position (x,y,z) = (111 μm, 71 μm, -53 μm). Even 

though, the different goniometer position and different grid could possibly determine different shadowing 

conditions, this experiment enables an estimation of a starting point, for eventual optimizations of these 

parameters, and allows to verify that the four detectors of the Super-X systems behave all in the same way 

and have the same efficiency. Net counts for the Au M peaks (2.1 keV) are extracted. 

 

Figure 7.12: Au particles used for detectors shadowing/efficiency factors estimation. 
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α Detector 1 Detector 2 Detector 3 Detector 4 
10° 70066 69777 34279 55286 
12.5° 68747 70049 28013 50154 
15° 71332 73537  23430 44207 
17.5° 69979 71390 17610 38553 
20° 68776 71035 12405 32427 

 

 

Table 7.7: Net counts for particle of Figure 7.12a. 

 

α Detector 1 Detector 2 Detector 3 Detector 4 
10° 53083 52704 25692 41430 
12.5° 53189 54213 21676 41430 
15° 53526 54692 17152 34014 
17.5° 52996 54606 13158 29439 
20° 52951 54148 9476 25308 

 

 

Table 7.8: Net counts for particle of Figure 7.12b. 

 

α Detector 1 Detector 2 Detector 3 Detector 4 
10° 33922 34508 15698 26848 
12.5° 35020 35218 13308 24026 
15° 34488 35470 11089 21686 
17.5° 34512 35773 8427 18334 
20° 33774 34904 5886 15656 

 

 

Table 7.9: Net counts for particle of Figure 7.12c. 

 

By inspecting the above tables we see that basically, detector 1 and 2 show little to no shadowing, as 

expected, whereas we have more shadowing for the detectors 3 and 4. To estimate the shadowing factors, 

we divided every calibration set by the value at α = 10° and β = 5°, we then averaged the 3 sets and obtained 

an estimation of the shadowing/efficiency factors, for each detector and angle. The obtained values are the 

following: 
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α Detector 1 Detector 2 Detector 3 Detector 4 
10° 1 1 0.48 0.79 
12.5° 1.01 1.02 0.4 0.73 
15° 1.01 1.04 0.33 0.64 
17.5° 1 1.03 0.25 0.55 
20° 0.99 1.02 0.18 0.47 

 

 

Table 7.10: Normalized and averaged shadowing/efficiency factors for the detectors. 

 

Net counts values for the two thin-film samples analyzed are then scaled based on this estimation of the 

shadowing factors and on the life time of the detector for each map acquired. The scaled data is shown in 

the following tables: 

α Detector 1 Detector 2 Detector 3 Detector 4 
10° 1178.67 791.46 622.19 994.72 
12.5° 1235.46 876.66 591.43 959.29 
15° 1299.58 897.82 550.8 948.42 
17.5° 1307 979.89 585.45 1040.09 
20° 1343.55 1052.62 653.45 1055.36 

 

 

Table 7.11: Normalized and averaged shadowing/efficiency factors for the detectors. 

 

α Detector 1 Detector 2 Detector 3 Detector 4 
10° 363.68 206.81 111.27 169.48 
12.5° 403.18 229.14 77.22 154.92 
15° 448.57 292.47 64.98 154.49 
17.5° 486.56 327.13 69.17 147.41 
20° 518.72 380.68 38.47 122.89 

 

 

Table 7.12: Normalized and averaged shadowing/efficiency factors for the detectors. 

 

We are finally able to evaluate equation (7.24) and determine the thickness of the deposited films. For this 

purpose we used the mass absorption coefficient for Ag in Au, obtained from ref.[142] 	2.17 ∙

10 	  and a density for Au of  	19.3	 , and the mass absorption coefficient for Ni in Ag, 

obtained from ref.[142] 	1.02 ∙ 10 	  and a density for Au of  	10.49	 . 
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We applied equation (7.24) by using the scaled intensities from detector 1 as I1 and the scaled intensities 

from detectors  2,3,4, as I2, obtaining the following thicknesses for the two samples in the different cases: 

α Detectors 1&2 Detectors 1&3 Detectors 1&4 
10° 205 47 31 
12.5° 201 42 35 
15° 245 36 34 
17.5° 215 24 19 
20° 204 14 16 

 

 

Table 7.13: Estimated thickness (nm) of the Au film for sample Ag10Au100. 

 

α Detectors 1&2 Detectors 1&3 Detectors 1&4 
10° 114 34 55 
12.5° 129 36 52 
15° 111 32 45 
17.5° 116 23 40 
20° 101 20 37 

 

 

Table 7.14: Estimated thickness (nm) of the Au film for sample Ni10Ag100. 

 

The measurements are in the right order of magnitude when using scaled intensities for detector 1 and 

detector 2, therefore in a situation of negligible shadowing. For detectors 3 and 4, shadowing estimation 

seems to be too far from the actual value, requiring further calculations of actual shadowing factors for each 

measurement positions, according to the method proposed in ref.[153]. The obtained values for detector 1 

and 2 average to 214 ± 18 (std) nm and 114 ± 10 (std) nm for the thickness of the Au film on sample 

Ag10Au100 and the Ag film thickness on sample Ni10Ag100 respectively. Given an expected thickness of 100 

nm, these preliminary results show the validity of the approach as a promising method to estimate thickness 

of films or depth position of particles in a matrix by means of a single EDXS map. 

Sources of inaccuracies for these calculations can be identified in several factors. Variations on the expected 

thickness of the films deposited by the sputterer. Lower density of the sputtered film could also be 

hypostasized, while bulk values where used. Furthermore, the correct elevation angles for the detectors 

should also be measured. We performed an approximate measurement of the thin films in a FIB microscope. 

For sample Ag10Au100 we could not distinguish Ag from Au given the poor contrast difference, and we only 

observed a single layer of approximately 100 nm. For the Ni10Ag100 sample we could observe a very irregular 

Ag film with a thickness oscillating between 50 nm and 90 nm, and Ni film of approximately 20 nm. These 
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measurements have to be considered only rough estimations of the thicknesses, giving the resolution of the 

instrument. 

 
Figure 7.13: SEM image of sample Ag10Au100 cross section. Displayed lengths are corrected for the 

tilting angle of observation. The bright layer is the metal (Ag+Au) layer above the darker carbon 

layer. 
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Figure 7.14: SEM images of sample Ni10Ag100, (a) top view, (b) cross section. Displayed lengths are 

corrected for the tilting angle of observation. The top view image in (a) shows the irregular surface of 

the layer. The cross section view in (b) shows an estimation of the thicknesses, with a darker carbon layer 

on the bottom followed by the Ni layer and the Ag layer on top. 

 

The observed thicknesses show that in both cases the method overestimates the real thickness of the film, 

with slightly better agreement for sample Ni10Ag100. Further investigations will be needed to understand the 

reasons of this overestimations and to further optimize the measurement parameters. 

 



124 
 

  



 

125 
 

8 Quantitative EDXS in 3D 

 

This chapter is based on the work published in the journal article of ref.[154]: “A new method for quantitative 

XEDS tomography of complex heteronanostructures”, D. Zanaga, T. Altantzis, L. Polavarapu, L. M. Liz‐

Marzán, B. Freitag, S. Bals, Particle & Particle Systems Characterization 2016, 33, 396. 

8.1 Introduction 

Over the last decades, electron tomography based on HAADF-STEM has evolved into a standard technique 

to investigate the morphology and inner structure of nanomaterials.[29] The HAADF-STEM intensity 

depends on sample thickness but also scales with the atomic number Z and therefore, chemical 

compositions can be studied from these three-dimensional (3D) reconstructions.[155, 156] Nevertheless, it is 

not straightforward to interpret the gray levels in a 3D HAADF-STEM reconstruction in an absolute 

manner. Therefore, it becomes very challenging to use HAADF-STEM tomography for samples in which 

mixing of elements is expected. Also for samples that contain unknown elements or elements with atomic 

number Z close to each other, HAADF-STEM tomography is no longer applicable.  

However, it is well known that the properties and applications of nanostructures are strongly dependent on 

their morphology as well as their chemical composition.[157] Traditional electron microscopy techniques do 

not provide quantitative information on the composition of single nanoparticles. Early attempts to 

investigate the composition of nanomaterials in 3D involved the use of EFTEM tomography[29, 52] as well 

as EDXS mapping tomography.[52] Due to instrument limitations the technique did not develop further. 

More recently, an increasing number of studies was published, where EDXS is combined with tomography 

to understand complex nanostructure morphology and composition in 3D. These studies rely on newly 

developed EDXS detectors[61, 62] such as the Super-X detection system. Although qualitative results 

obtained by EDXS tomography have been reported,[53, 54, 131, 132, 158] it remains challenging to obtain 

quantitative information by 3D EDXS and therefore further progress is required.  

8.2 Detector shadowing 

By using the Super-X detector, one is able to overcome problems that were previously related to extreme 

shadowing of the EDXS signal caused by the sample-detector configuration. Although this problem can be 

largely overcome, some shadowing effects remain,[153, 159, 160] as illustrated in Figure 8.1.  
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Figure 8.1: The figure schematically shows how detection of X-rays is hampered by the holder. The 

detectable X-rays emitted from the sample are indicated by the green cone, while those blocked by 

the holder are indicated by the red cone. Only one of the four Super-X detectors is depicted, but the 

scheme holds generally for all detectors. Upon tilting the sample, the effect of shadowing changes 

as a function of the tilt angle. 

 

Since such shadowing effects vary for different tilt angles, the EDXS signal integrated over the four 

detectors will also depend on the tilt angle[153, 159-161] and the projection principle for electron tomography 

is no longer fulfilled.[160]  

 

8.2.1 Strategies to overcome the shadowing problem 

Different methodologies have been proposed to overcome the shadowing challenge. For example, signals 

from individual detectors can be combined,[133, 159] the acquisition time can be adjusted as a function of the 

tilt angle[160] or the total signal for every map can be normalized to the same value.[161] However, in order 

to maximize the signal-to-noise ratio, it is of great importance to collect as many counts as possible. 

Selectively switching off detectors is therefore disadvantageous and normalizing the signal after acquisition 

cannot lead to accurate results because of the noise present. Changing the acquisition time improves the 

quality of the tilt series but a calibration of the holder is required and the final result is still hampered by 

inaccuracies.[160] 
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In our work,[154] we proposed a novel and straightforward approach to minimize the impact of shadowing 

effects during EDXS tomography. The method relies on a synergistic combination of quantified EDXS data 

and HAADF-STEM tomography. HAADF-STEM yields a relatively high signal-to-noise ratio, and does 

not suffer from shadowing effects other than those related to the “missing wedge”.[29] EDXS, on the other 

hand, yields chemical information, even when no prior knowledge of the sample is available or for samples 

that contain elements with a small difference in atomic number Z.  

As a proof of principle, we applied our methodology to a nanostructure containing a mix of Au and Ag 

atoms. However, it must be noted that the approach we propose here enables quantitative 3D chemical 

characterization of a broad variety of nanostructures. Examples of materials science studies will be shown 

in the next chapter. 

8.3 Quantitative 3D EDXS reconstruction method 

There are different possibilities to obtain a quantitative 3D EDXS reconstruction. The most straightforward 

approach is based on EDXS maps, from which the background is subtracted leading to net counts maps. 

These maps can be used directly as an input for a tomographic algorithm such that a different reconstruction 

for each element is obtained.[54, 131] Next, these reconstructions can be quantified by analyzing the voxel 

intensities using the Cliff-Lorimer or ζ-factor method.[133] The outcome of this approach is predominantly 

determined by the quality of the tomogram and therefore by the number of available projections. However, 

due to the relatively long acquisition times, EDXS tilt series are typically acquired with an increment that 

is larger in comparison to HAADF-STEM e.g. every 10º. Furthermore, noise and shadowing effects such 

as illustrated in Figure 8.1 will degrade the quality of the reconstruction. Shadowing effects affect the EDXS 

intensity and therefore, an EDXS map is not simply a function of sample thickness or chemical 

concentration. In this study, we overcome this problem by using maps based on the ratios between specific 

elements. Such maps are not affected by shadowing effects since the EDXS counts for both types of 

elements are acquired at the same tilt angle and are influenced by shadowing in the same manner. This 

assumption is valid for “hard” X-rays with energies > 3 keV, else an absorption correction method[133, 136] 

should be applied. 

A new approach to obtain ratio maps has been recently proposed, which is based on using the well-known 

ζ-factor method.[136] In short, the method is similar to the conventional Cliff-Lorimer method,[134] but 

presents major advantages regarding correction of absorption effects and experimental determination of the 

sensitivity factors, the so-called “ζ-factors”. Here, ζ-factors were determined from particles comprising a 

single element, through the technique described in the previous chapter by combining EDXS analysis and 

electron tomography.  Once the ζ-factors are known, quantification of EDXS data can be carried out.[136] 
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By applying the ζ-factor method, reliable ratio maps are obtained, which are not affected by shadowing 

effects. However, it is important to note that these maps no longer contain any information on sample 

thickness and consequently do not fulfill the projection requirement. Our approach therefore relies on 

combining these ratio maps with thickness information extracted from a HAADF-STEM reconstruction of 

the same nanostructure. 

To measure the particle thickness, a HAADF-STEM reconstruction is computed using the SIRT 

algorithm.[35] The SIRT reconstruction is segmented to obtain a binary volume where voxel values are either 

equal to 1 if they belong to the particle or equal to 0 elsewhere. Next, the segmented STEM reconstruction 

is forward projected along the same directions as those that were used to acquire EDXS maps. The EDXS 

maps are then aligned to the forward projections using filtered normalized cross-correlation.[67] It should be 

noted that this approach does not require the EDXS and HAADF-STEM series to be acquired 

simultaneously or using the same experimental parameters. By multiplying the ratio maps with the relative 

particle thickness, extracted from 3D HAADF-STEM reconstructions, chemically quantified projections 

are obtained. The projections fulfill the projection requirement and contain reliable quantitative chemical 

information. These elemental projections are used as an input for a tomography algorithm and a quantified 

3D reconstruction of the nanostructure is obtained, from which both the structure and the composition can 

be investigated. A schematic workflow of our approach is presented in Figure 8.2. 

 



 

129 
 

 
Figure 8.2: The figure schematically shows the principal steps of the technique proposed on a 

simulated particle of Au and Ag. 

 

HAADF-STEM tomography yields a more accurate description of the particle shape and morphology, 

which can be used as prior knowledge in the reconstruction of the elemental projections by using the 

segmented HAADF-STEM reconstruction as a binary mask during the reconstruction. Since it is reasonable 

to assume that the total composition in each voxel of the reconstruction equals 1, this constraint is also 

implemented during the final reconstruction. Further details regarding the reconstruction algorithm are 

discussed in the next section. 
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8.4 Quantitative characterization of octahedral Au/Ag nanorattle 

with complex chemical structure 

To demonstrate our approach, we performed the 3D characterization of an octahedral Au/Ag nanorattle 

with a complex chemical structure. The investigated sample was prepared via the well-known galvanic 

replacement reaction between Au octahedra@Ag core-shell nanocubes (same structure as the one shown in 

Figure 7.5) and gold (III) chloride, which is often used to obtain porous and hollow metal nanostructures.[131, 

162-165] The synthesis of the nanorattles has been performed by our collaborators, and the details are reported 

in ref.[154, 166]. Due to the presence of cavities and the possible formation of alloys, understanding the 3D 

structure of such complex particles is far from straightforward based on 2D TEM images. The chemical 

transformation during a galvanic replacement reaction was recently investigated by 3D EDXS elemental 

mapping, but only in a qualitative manner.[131, 132] We demonstrate here that quantitative investigation of 

the Ag distribution is possible in these hollow Au/Ag nanostructures. 

The tomographic series were acquired using an aberration corrected cubed FEI Titan 60-300 electron 

microscope operated at 200 kV, equipped with a Super-X detector. HAADF-STEM projections were 

acquired over a tilt range from -72º to +75º with an increment of 3º. In Figure 8.3a, the HAADF-STEM 

image acquired at 0º is presented.  

EDXS maps were acquired over a tilt range from -70º to +70º with an increment of 10º. The acquisition 

time for each map equals 3 minutes and a screen current of approximately 250 pA, was applied. The data 

was binned to a canvas of 52*52 pixels to improve the number of counts per pixel and a two window 

method[17] was used to fit the background radiation and extract the Au and Ag net counts from their relative 

L lines. Quantified ratio maps were obtained by using the ζ-factor method[136] and ζ-factors obtained as 

described in previous chapter and ref.[128]. The ζ-factors values for the L lines of Au and Ag, determined at 

200 kV, were respectively: ζAu = 1177 ± 93 kg/m2 and ζAg = 492 ± 46 kg/m2. In Figure 8.3b and Figure 8.3c, 

the net counts maps and the ratio maps at 0º are presented. 

In order to combine the EDXS and STEM data while preserving details of the morphology and performing 

the reconstruction on a larger voxel grid, the ratio maps were scaled up to the size of the forward projections 

(268x268 pixels), using a nearest neighbor interpolation method, which avoids blurring and preserves the 

original distribution and look of the quantified pixels (see Figure 8.5d). The tomographic tilt series were 

registered through cross-correlation routines implemented in Matlab.[67] Once aligned, the series were 

reconstructed using the ASTRA[38, 107] and SPOT toolboxes.[41, 108] The reconstruction algorithm was 

implemented by generating the projection matrix and using a Chambolle-Pock[167, 168] solver to perform a 

TVM[48] reconstruction. 
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The HAADF-STEM reconstruction was segmented according to its histogram, determining the shape of 

the particle, and forward projected (with the ASTRA toolbox) along the directions used to acquire the 

EDXS maps. In this manner the particle thickness relative to the ratio maps was measured. In the case of 

the EDXS reconstruction, the Chambolle-Pock solver was modified to include a constraining mask, 

implementing prior-knowledge on the shape of the particle (obtained from the HAADF-STEM 

reconstruction) and on the concentrations in the final reconstruction (e.g. CAu + CAg = 1 in every voxel).  

The total net count values for every angle are presented in Figure 8.4a,b. The total concentrations were 

calculated for every angle and are presented in Figure 8.4c,d. The net counts values were found to decrease 

as the tilt angle approached zero, reflecting the position of maximum shadowing from the holder used. At 

0º the signal is almost a quarter of the signal that can be collected at ±70º. As expected, in the absence of 

absorption effects, shadowing has no impact on the concentrations, which show a consistent value over the 

whole tilt range (Figure 8.4c,d). The error bars were determined through error propagation as described in 

the literature.[17, 128, 136]  

 

 
 

Figure 8.3: (a) HAADF-STEM projection at 0°. (b) EDXS net counts maps for Au (red) and Ag 

(green) after background subtraction. (c) Ratio map obtained with the ζ-factor method. 
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Figure 8.4: (a,b) Au and Ag total net counts for every dataset acquired from -70° to +70°. (c,d) Au 

and Ag concentrations as a function of the acquisition angle, calculated with the ζ-factor method. 

Single values are consistent with the average value calculated (dashed blue line) as expected in the 

presence of negligible absorption effects. 

 

A volume rendering of the HAADF-STEM reconstruction is presented in Figure 8.5a and its inner structure 

is illustrated in Figure 8.5b. Next, thickness maps (Figure 8.5c) were calculated according to the workflow 

presented above and were multiplied by the ratio maps to obtain elemental projections (Figure 8.5d). Figure 

8.6 presents an overview of the original maps based on the net counts and the final projections to be used 

for 3D reconstruction. From Figure 8.6a,b the effect of shadowing is clear. In Figure 8.6c,d,e (last three 

rows) finally, the chemically quantified projections obtained with our method are presented, where 

shadowing effects have clearly been suppressed. These projections were used to calculate the quantified 

reconstruction using a TVM[48] algorithm based on a Chambolle-Pock solver derived from the work of 

Sidkey et al.[168] 
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Figure 8.5: (a) Volume rendering of the HAADF-STEM reconstruction. (b) Inner structure of the 

same reconstruction. (c) Forward projections of the segmented SIRT reconstruction, corresponding 

to the thickness of the particle expressed in voxel units. (d) Chemically quantified elemental 

projection obtained by multiplying the EDXS quantified maps of Figure 8.3c and the forward 

projection of Figure 8.5c. 
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Figure 8.6: (a,b) Au and Ag net counts maps. The decrease of signal in projections close to 0° is due 

to shadowing effects. (c,d) Au and Ag chemically quantified projections obtained with the method 

presented in this paper. The signal now scales linearly with thickness and concentration of the 

elements, satisfying the projection requirement. (e) Au and Ag chemically quantified projections 

overlaid with different colors. The scale bar in (a) (first tile of the row) is 30 nm. To enable a correct 

visualization of the images, the intensity range is normalized between the maximum and the 

minimum value of each row of images. 

 

In Figure 8.7a,b, 3D visualizations of reconstructions showing the outer and inner structure/composition 

are presented. Slices through the 3D volume and line profiles are shown in Figure 8.7c,d and Figure 8.7e,f 

respectively. For an EDXS tomographic series, it can be expected that the projection data is heavily affected 

by noise. Therefore, also the final reconstruction suffers from a relatively low signal-to-noise ratio which 

hampers the interpretation of the results. Often filtering of the projections[54, 128, 160]  and/or of the final 

reconstruction is applied.[133] Here, a three-dimensional gaussian filtering of the final reconstructions was 
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performed (Figure 8.7c). Our results reveal that pure Ag is no longer present and that the inner walls of the 

cavity consist of a Au/Ag alloy with a variable Ag concentration ranging from 20% to 50%. 

 

 

 

 

Figure 8.7: (a) Volume rendering of the Au (red) and Ag (green) quantified reconstructions obtained 

with the presented method. (b) Inner composition of the same reconstructions. (c) Slice through the 

Au reconstruction showing the concentration in every voxel, through a red-green color-map. (d) 

Same slice as (c) but after application of a Gaussian filter. In (c,d) pixel values not belonging to the 

particle are displayed in black. (e) Line profile, showing weight concentration values of the 

quantified reconstructions. The voxels along which the profile is extracted are indicated by the blue 

line in (c). (f) Line profile relative to (d). An interactive model and a movie of this reconstruction are 

available online in the tomography database (links in section 3.2.8). 

 

 

 

Since Au and Ag have a large difference in the atomic number Z, it is rather straightforward in this case to 

qualitatively distinguish them in the 3D HAADF-STEM reconstruction. For comparison, Figure 8.8 

therefore presents a slice through the chemically quantified reconstruction (Figure 8.8a) and the 

corresponding slice through the HAADF-STEM reconstruction (Figure 8.8b). It can be seen that an 
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excellent correspondence between both approaches is found. These results confirm the validity of our 

approach. Moreover, the technique that we propose here can also be applied for nanostructures in which 

elements with a small difference in Z are present, as in the case of the complex AuAgPt nanorattle shown 

in section 9.2. 

 
Figure 8.8: (a) EDXS 3D quantified reconstruction, after filtering with a 3D Gaussian filter to enable 

an easier interpretation, the color bar on the right reflects the concentration values of Au (b) Slice 

from the HAADF-STEM 3D reconstruction, arbitrarily scaled to match the values range of the EDXS 

reconstruction and enable the comparison of the elements distribution. 

 

The Ag distribution, (green in Figure 8.8a, ~50% w% Ag), accurately matches the distribution of lighter 

values in the HAADF-STEM reconstruction slice, given by a lower Z-contrast in that area (in this case the 

values are scaled to arbitrary units), therefore confirming the presence of silver and quantifying its content. 

It is worth stressing, that although HAADF-STEM provides qualitative information on the presence of Ag 

through Z-contrast, it is not possible to tell whether that Ag is pure or alloyed with Au based on the contrast. 

The ability to obtain such information is a clear demonstration of the power of the method presented, which 

allows to understand how the elements are actually distributed inside the structure. Further information on 

the growth mechanism of these Au/Ag nanorattles is presented in the next chapter, where we will discuss a 

series of materials science cases in which the technique has been applied to enable a quantitative chemical 

3D characterization. 

8.5 Error estimation 

Unfortunately, classical error determination for the quantification in 3D is far from straightforward. It is 

not possible to propagate errors classically in 3D, as it is done for the 2D quantifications, since the 
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reconstruction is obtained from applying a complex iterative mathematical algorithm. This is a well-known 

problem in the field. Therefore, we here start from forward projecting the quantified reconstructions, to 

simulate an equivalent of the experimentally acquired 2D EDXS maps. By comparing these simulated 

maps, obtained from the reconstructions, with the experimental maps, we can measure what is the average 

error per pixel. This number tells us how accurate the reconstructions are, compared to the original data. 

 
Figure 8.9: (a) Forward projections of the Au (red) and Ag (green) reconstructions, for particle of 

Figure 8.3 along the direction -70°. (b) 2D EDXS net couts maps for Au (red) and Ag (green) for the 

same particle in the same direction. (c,d) Au and Ag forward projections in a temperature color map, 

normalized on the total content of Au and Ag, respectively. (e,f) Au and Ag 2D EDXS maps in a 

temperature color map, normalized on the total content of Au and Ag, respectively. (g,h) Relative 

error maps obtained by calculating the root of the squared difference between figures (c,d) and (e,f), 

and dividing them (pixel-wise) by the forward projections. 

 

From Figure 8.9g,h, it is possible to observe an example of error maps obtained by comparing the simulated 

forward projections of the reconstructions, and the experimental data. In order to be able to compare the 
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two, the maps are scaled on the total content of Au and Ag on every tilt angle, because otherwise shadowing 

effects on the original 2D EDXS maps would make the comparison meaningless. As it can be seen, the 

main errors for Au, occurs on pixels describing particles interfaces, where the low spatial resolution of 

EDXS is expected to introduce the bigger uncertainty on the transition from one element to the other, or 

from the particle to vacuum. For Ag on the other hand we can see that, the lower signal, due to the lower 

content of Ag for this particle, cause more noise and therefore a higher and random presence of errors 

(Figure 8.9h). 

The standard deviation of the values in the error map is calculated, giving an estimation of the spreading of 

the values around this average. Here, the average pixel error is 6.1% for Au, with a standard deviation of 

4.9%, meaning that the majority of the errors oscillates approximately between 0 and 11%. For Ag on the 

other hand, we have an average pixel error of 10.4%, with a standard deviation of 10.3%, meaning that the 

majority of the errors oscillates approximately between 0 and 21%. This higher uncertainty is associated 

with the higher noise of the Ag signal. 
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9 Quantitative 3D EDXS Tomography, Materials Science 

Studies 

 

In this chapter the technique developed and presented in chapter 8 will be applied to a range of materials in 

order to characterize the composition of complex nanostructures. The information obtained is essential in 

understanding the structure and elemental distribution, allowing insights on the synthesis mechanisms 

beyond their formation. 

9.1 Au@Ag nanorattles obtained by galvanic replacement 

This section is based on the work published in the journal article of ref. [166]: “Galvanic replacement coupled 

to seeded growth as a route for shape-controlled synthesis of plasmonic nanorattles”, L. Polavarapu, D. 

Zanaga, T. Altantzis, S. Rodal-Cedeira, I. Pastoriza-Santos, J. Pérez-Juste, S. Bals, L. M. Liz-Marzán, 

Journal of the American Chemical Society 2016, 138, 11453. 

In collaboration with the Bionanoplasmonics Laboratory from CIC biomaGUNE and the Departamento de 

Química Física from the Universidade de Vigo, in San Sebastian and Vigo respectively, we studied the 

formation mechanisms of nanorattles obtained via galvanic replacement.[166] As already explained in the 

previous chapter, this type of reaction leads to complex hollow structures with intermixing of different 

chemical elements. The interesting aspect of this process is the possibility of tuning optical and catalytic 

properties by controlling the pores size and chemical composition.[55, 160, 162, 163, 169-172] Nanorattles of 

Au@Ag show improved properties over their bulk counterparts, as plasmonic activity for surface enhanced 

Raman scattering (SERS), refractive index sensitivity and catalytic activity.[173, 174] 

In a previous study by our group,[55] it was demonstrated an unconventional transformation of Ag nanocubes 

in Au@Ag hollow nanocages with complex metal distribution, when the reaction was carried out in a 

chlorinated organic solvent. In this case, a different final product is obtained when the galvanic reaction is 

performed with HAuCl4 in the presence of a mild reducing agent. 

9.1.1 HAADF-STEM and 2D EDXS analysis 

To understand the mechanism behind the final products formation and the influence of HAuCl4, different 

reactions are conducted starting from the same initial nanostructure, a gold rod encased in a rectangular 

silver cuboid. The starting structure is obtained by using single crystalline Au rods as seeds for epitaxial 
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growth of Ag. The synthesis of these structures was carried out by our collaborators and more details are 

available in ref.[166]. 

Figure 9.1 shows TEM overview images of the synthetized products. The Au@Ag cuboids (Figure 9.1a) 

are then reacted, in a typical galvanic replacement setup, with HAuCl4 in the presence of ascorbic acid. 

Different reactions are conducted with increasing concentrations (0.05, 0.1, 1, 4, 7 ml) of 0.5 mM HAuCl4 

aqueous solution added to a mixture of 5 mL of Au@Ag core-shell nanorods and 0.2 ml of 0.1 M ascorbic 

acids. In the first reaction, after initiation of the galvanic reaction with a small amount of HAuCl4 (0.05 ml, 

0.5 mM), the surface of the particles appears irregular due to the initial oxidation of Ag atoms (Figure 9.1b 

and Figure 9.2a). Upon further addition of HAuCl4 (0.1 ml), we can observe a Au layer deposited on the 

outer Ag surface, with voids forming inside or around the structure (Figure 9.1c, Figure 9.2b), as expected 

in galvanic replacement. When more HAuCl4 is added (1, 4, 7 ml for particles shown in Figure 9.1d,e,f and 

Figure 9.2c,d,e respectively), further deposition of Au on the external nanoparticle surface is clearly shown 

by the EDXS maps, resulting in what appears to be hollow octahedrons containing the initial gold rods. 

This is an example of unconventional morphological changes, however, it is not possible to understand the 

morphological or chemical architectures of the intermediate and final nanocrystals merely through 2D 

TEM/EDXS characterization as it does not provide sufficient information for these complex cases. 
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Figure 9.1: TEM overview images of Au@Ag core-shell nanorstructures before (a) and after (b-f) 

galvanic replacement with increasing amounts of 0.5 mM HAuCl4.  
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Figure 9.2: Higher magnification HAADF-STEM and EDXS maps of the nanorattles obtained by 

galvanic replacement with increasing amounts of 0.5 mM HAuCl4. (a-e) correspond to Figure 9.1b-f. 

Scale bars are 40 nm.  

 

9.1.2 3D quantitative EDXS tomography analysis 

Unambiguous determination of the mechanism behind these nanoscale transformations can be achieved by 

carrying out electron tomography combined with EDXS in 3D. Tilt series of HAADF-STEM images and 

EDXS maps (Figure 9.2) were acquired and combined in a synergistic manner according to the approach 

described in the previous chapter. For each sample, TEM grids were prepared by drop casting a drop of 

sample solution on carbon coated copper grids. The observations were performed using an aberration-

corrected cubed FEI-Titan 60-300 electron microscope operated at 200 kV. The HAADF-STEM 

tomography series were acquired over a tilt range from -72° to +72° and an increment of 3° using a 

Fischione model 2020 single tilt holder. The alignment of the series was performed using cross-

correlation[67] routines implemented in Matlab. The SIRT algorithm,[35] as implemented in the ASTRA 
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toolbox,[38, 40] was used to obtain the HAADF-STEM reconstructions. EDXS maps were acquired using the 

same instrument, equipped with a ChemiSTEM system.[61] The elemental maps were acquired manually 

every 10 degrees, using a tilt range from -70° to +70° and a current of approximately  250 pA. For every 

map, 3 minutes of acquisition were used. Data was processed in Matlab, a two windows method[17] was 

used to subtract the background radiation and obtain the net counts. Quantification was then performed 

using the ζ-factor method,[136] with experimentally determined ζ-factors, according to the procedure defined 

in section 7.4.[128] The ζ-factors values for the L lines of Au and Ag, at 200 kV, were respectively, ζAu = 

1177 ± 93 kg/m2 and ζAg = 492 ± 46 kg/m2. 

The results of the analysis are summarized in Figure 9.3. The 3D reconstruction images in Figure 9.3 (i, ii, 

iii, iv, v) correspond to the 2D images of Figure 9.2 (a,b,c,d,e respectively). From the 3D reconstructions it 

appears that, in the first reactions (Figure 9.3a,b-i) the Ag shell is eroded due to the start of the galvanic 

replacement reaction, with formation of grooves on the Ag surface and deposition of small amounts of Au 

on the edges and corners of the rectangular cuboid. The higher density of Au on the corners as compared 

to the edges provides experimental evidence for higher reactivity of sharper sites, which agrees with 

previous reports on the difference in reactivity of truncated and sharp Ag nanocrystals reported by Lu et 

al.[175] and the seed-mediated palladium deposition on edges of Au nanocrystals reported by DeSantis et 

al.[176]. 
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Figure 9.3: Quantitative EDXS tomography imaging. Transformation of Au@Ag nanorods into 

octahedral nanorattles with addition of increasing amounts of HAuCl4 in consecutive reactions (stages 

i-v). (a) 3D reconstructions showing Au (red) and Ag (green) at each transformation. (b) Inner view of 

the 3D reconstructions. (c) EDXS 3D quantified reconstruction slices, where the color scale on the right 

reflects the percentage of Au. An interactive model and movies of these reconstruction are available 

online in the tomography database (links in section 3.2.8). 

 

As the reaction proceeds (0.1 ml of HAuCl4) (Figure 9.3a,b-ii), a thin layer of Au is deposited on the surface 

of the cuboid with holes on the facets. These results provide the experimental evidence for the reactivity of 

corners > edges > facets of a cuboid. Even though it is extremely difficult to identify the deposition of a 

thin Au shell either on edges or on facets based on 2D EDXS mapping alone, 3D EDXS tomography 

enabled an accurate visualization of the chemical architecture of the particles. Tomography data shows the 

formation of holes on the surface, through which the oxidized Ag+ ions leach out, in a similar fashion to 

what already observed for other galvanic replacement reactions studies.[55] With increasing the amount of 

HAuCl4, the hollow area extends with formation of an Au/Ag shell surrounded by a solid layer of Au, where 
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[1 1 1] facets start to grow (Figure 9.3a,b-iii). High-resolution STEM images further confirm the epitaxial 

relation between Au and Ag at the corners (Figure 9.4a,b). 

 

 
 

Figure 9.4: (a,b) High resolution STEM images of the particles at the initial stages of the galvanic 

replacement reaction. High density of Au deposition on particle corners (indicated by red arrow) is 

seen, which is a direct experimental evidence for higher reactivity of corners. (c) STEM image of an 

octahedral nanorattles in the last stage. (d) High resolution TEM image and respective selected area 

electron diffraction (SAED) pattern of final octahedral nanorattles, showing that the crystallinity is 

preserved throughout the reaction. 
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The growth of [1 1 1] facets leads to the formation of octahedral nanorattles, encasing an Au rod and 

showing a complex chemical distribution. High resolution TEM image (Figure 9.4d) and diffraction pattern 

(Figure 9.4d-inset) of the octahedra shows that these nanorattles retain a monocrystalline structure, and 

further confirm the orientation of facets. The total elements concentrations are also shown in Table 9.1, as 

expected, we see a decrease of Ag and an increase of Au concentrations with increasing addition of HAuCl4. 

 

Particle 

  

Stage i ii iii iv v 

Au w% 33 44.8 78.2 90.8 88.3 

Ag w% 67 55.2 21.8 9.2 11.2 

Error ± 2.7 3 2.8 1 1.2 

 

Table 9.1: Total Au and Ag concentrations for the nanorattles of Figure 9.3i-v. 

 

At stage iii, as the galvanic replacement reaction proceeds, we observe the formation of a hollow Au/Ag 

alloy shell, with a composition of approximately 60:40 (Figure 9.3c-iii). Further addition of HAuCl4 

decreases the overall silver content as a consequence of Au overgrowth, but interestingly, EDXS 

tomography reveals that the inner Au/Ag alloy shell formed in stage iii retains the 60:40 Au/Ag composition 

(Figure 9.3c-v) and serves as a basis for the overgrowth of pure Au. Transmetalation of Au/Ag alloy 

nanocages generally leads to fragmentation,[175] however, in the present system, seeded growth takes place 

on the outer Au/Ag shell, which is likely related to HAuCl4 reduction by ascorbic acid, in a manner similar 

to the widely used seeded growth of Au nanoparticles.[177, 178] Thus, 3D EDXS tomography unambiguously 

revealed the chemical architecture of the resulting nanorattles. This unusual transformation of the 

morphology and chemical architecture can also be observed when starting with nanoparticles with different 

morphology, such as Au@Ag core−shell nanocrystals (Au nanooctahedra@Ag nanocubes, an example of 

this initial structure is shown in Figure 7.5 and Figure 7.6, while the final product after the galvanic reaction 

is shown in Figure 8.7), indicating the versatility of this approach. In a conventional nanoscale galvanic 

replacement reaction on Au@Ag core−shell nanocrystals, we would expect to obtain cubic nanorattles.[55] 

In this case, however, we find again that the resulting structures display an octahedral shape (Figure 8.7). 
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EDXS tomography analysis revealed that the final product is analogous in its complex chemical structure 

to the samples obtained when starting from Au@Ag nanorods, with the only difference being the octahedral 

cores in the center. This also includes the composition of the Au/Ag alloy inner shell (60:40; see Figure 

8.7).  

9.1.3 Galvanic replacement reaction mechanism in the presence of ascorbic 

acid. 

The observations obtained through quantitative 3D EDXS tomography allows to generalize our conclusions 

regarding the effect of ascorbic acid on the galvanic replacement reaction on Ag@Au core−shell 

nanoparticles. Two important effects arise from the presence of ascorbic acid, which should be considered: 

i) the reduction of Au3+ into Au+ by ascorbic acid significantly decreases the rate of galvanic replacement 

because only one Ag atom is involved, rather than three (in the absence of ascorbic acid),[179, 180] which 

allows better control over the reaction progress; and ii) the mild reducing nature of ascorbic acid can also 

lead to the catalytic reduction of Au+ into Au0 on the metal nanoparticles surface (seeded growth).[181] The 

quantitative EDXS tomography study suggests that galvanic replacement on Ag shells dominates during 

the early stages, whereas Au overgrowth on the outer Au/Ag shell hinders transmetalation on the alloy, in 

the presence of ascorbic acid.[182, 183] We hypothesize that the reduction of Au3+ to Au+ by ascorbic acid 

plays an essential role by changing the kinetics and stoichiometry of the galvanic replacement reaction. 

This may also influence the different chemical architecture of the resulting octahedral nanorattles, which is 

radically different to what has been previously reported for galvanic replacement in Ag nanocrystals, both 

at room temperature and at 100 °C.[55, 170, 175]  

In summary, quantitative EDXS tomography enabled the understanding of an unconventional 

morphological transformation of Au@Ag core−shell nanoparticles (either nanorods or nanocrystals) into 

octahedral nanorattles via galvanic replacement reaction coupled with co-reduction by ascorbic acid. The 

analysis revealed that galvanic replacement dominates in the case of a pure Ag shell, while seeded growth 

suppresses transmetalation of Au/Ag (∼60:40) shell at later stages, eventually leading to an octahedral 

morphology with complex elemental distribution. This suggests that the shape of the hollow nanoparticles 

can be controlled beyond their template morphology in the presence of reducing agents, thus enabling 

additional tunability of their optical properties.  

9.2 Quantitative EDXS tomography of a AuAgPt nanorattle 

In the previous paragraph we demonstrated how the technique introduced in chapter 8 can be applied to 

resolve the complex structure of Au@Ag nanorattles, enabling an understanding of the formation 
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mechanism. In chapter 8 we were able to validate the approach by comparing a slice from the EDXS and 

HAADF-STEM reconstructions, thanks to the different contrast generated in HAADF-STEM by the 

different Z-number of Au and Ag. Here we will characterize a structure, similar to those presented in the 

previous paragraph, but this time obtained through a galvanic replacement reaction with Pt instead of Au. 

The final product is therefore expected to contain Au79, Ag47 and Pt78. The similar Z-number for Pt and Au, 

hampers any qualitative evaluation of chemical distribution by means of HAADF-STEM tomography, 

making EDXS quantitative tomography the only technique able to yield nanoscale chemical information 

for these kind of structures. Figure 9.5 shows HAADF-STEM projections of the AuAgPt particle from 

different angles, along with the respective EDXS net counts maps. From the analysis of Figure 9.5d it 

appears that a layer of Pt is covers the outer surface of the particle. 
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Figure 9.5: (a,b) HAADF-STEM projections of the structure from two different angles, top (b) and 

side (a) view. c,d) EDXS net counts maps along the same directions. 

 

The TEM grid was prepared by drop casting a drop of sample solution on carbon coated copper grids. The 

observations (HAADF-STEM) were performed using an FEI Osiris operated at 120 kV. The HAADF-

STEM tomography series was acquired over a tilt range from -65° to +72° and an increment of 3° using a 

Fischione model 2020 single tilt holder. The alignment of the series was performed using cross-

correlation[67] routines implemented in Matlab. The SIRT algorithm,[35] as implemented in the ASTRA 

toolbox,[38, 40] was used to obtain the HAADF-STEM reconstructions. EDXS maps were acquired using the 

same instrument, equipped with a ChemiSTEM system.[61] The elemental maps were acquired manually 

every 10 degrees, using a tilt range from -70° to +70° and a current of approximately  150 pA. For every 
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map, 9 minutes of acquisition were used. Data was processed in Matlab, a two windows method[17] was 

used to subtract the background radiation and obtain the net counts. Quantification was then performed 

using the ζ-factor method,[136] with experimentally determined ζ-factors, according to the procedure defined 

in section 7.4.[128] The SIRT reconstruction (Figure 9.6a,b,c), has been segmented, forward projected and 

combined with the quantified EDXS maps to obtain a quantitative EDXS 3D reconstruction (Figure 

9.6d,e,f). 

 

 

 

Figure 9.6: (a) HAAD-STEM tomography reconstruction (SIRT) rendering. (b,c) slices from the SIRT 

reconstruction. (d) Quantitative EDXS reconstruction rendering. (e,f) slices from the EDXS 

reconstruction. The arrows in (d,f) indicates different pure Pt protrusions on the surface, which in 2D 

projections (Figure 9.5d) convey the illusion of a pure Pt shell. 

 

From the SIRT slices (Figure 9.6b,c) we can observe a small contrast difference between the central rod 

and the cage, but almost no contrast inside the cage walls. This lack of contrast can be explained through 

the interpretation of the EDXS reconstruction slices. In Figure 9.6e,f we see that the structure is not covered 

by an homogeneous Pt layer, as it could seem from the 2D EDXS maps only (Figure 9.5d), but instead pure 

Pt protrusions (examples highlighted by the red arrows in Figure 9.6d and Figure 9.6f), are over-grown on 
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the cage walls, which show an approximately average concentration of 50% Ag and 50% Pt. These 

concentrations and the inhomogeneous distribution of elements, explains the lack of contrast in the 

HAADF-STEM slices (Figure 9.6b,c). This example illustrates the importance of 3D EDXS against mere 

2D EDXS analysis, which can often lead to wrong interpretation of projected data. 

9.3 Quantitative determination of the residual silver in nanoporous 

gold catalyst 

This section is based on the work published in the journal article of ref. [184]: “Quantitative determination 

of residual silver distribution in nanoporous gold and its influence on structure and catalytic 

performance”,C. Mahr, P. Kundu, A. Lackmann, D. Zanaga, K. Thiel, M. Schowalter, M. Schwan, S. Bals, 

A. Wittstock, A. Rosenauer, Journal of Catalysis 2017, 352, 52. 

In collaboration with the Institute of Solid State Physics, the MAPEX Center for Materials and Processes 

and the Institute of Applied and Physical Chemistry from the University of Bremen, we studied the chemical 

distribution of Ag and Au in a nanoporous gold catalyst.[184] Nanoporous gold (npAu) has attracted 

increasing interest over the last years because of its high catalytic activity.[185-191] Furthermore, gold as a 

catalyst is particularly interesting because of its non-toxicity, chemical stability and its ability to promote 

chemical reactions at low temperatures.[190] Nanoporous gold is usually obtained from a master alloy 

through a corrosion (free or electrochemical) in acid, during which the less noble metal (e.g. silver) is 

dissolved leaving behind a foam like structure, built up of ligaments and pores with high specific surface 

area (around 10 m2/g). This type of morphology is advantageous for a catalyst since it is penetrable by gases 

and liquids.[192, 193] As a result of the synthesis process, small fractions of less than 1 at.% residual silver 

always remain in the npAu. It has been shown that the presence of silver in gold catalysts has a strong 

influence in the catalytic activity of Au,[188, 190] therefore an accurate determination of the content and 

distribution of Ag is important to understand the origin of the advantages or drawbacks to the catalytic 

activity, caused by Ag. In literature, there are only limited information and speculations about the 

distribution of Ag in npAu,[194] therefore we proceeded to characterize different npAu catalysts by means 

of quantitative EDXS tomography in order to obtain such information, and study the catalytic behavior of 

npAu with different concentration of Ag in the oxidation of CO with O2. 

In the study,[184] it was observed that the catalytic oxidation of CO to CO2, is enhanced by the presence of 

Ag, as also reported in ref.[191]. The activity of a catalyst containing more than 10 at.% of Ag increases more 

than 100% relative to a catalyst with around 1 at.%. It is thought that the increased amount of Ag atoms on 

the surface, promotes bonding and activation of O2, which can react with CO adsorbed on either Au or Ag 
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sites.[195, 196] Further considerations of these hypothesis is subject to the possibility of performing a detailed 

morphological and elemental characterization of the material at the nanoscale, which was enabled by the 

techniques presented in the previous chapter. More details on the catalytic study can be found in the 

published work,[184] here we will focus on the characterization of the material, showing how quantitative 

3D EDXS tomography gives access to information otherwise not accessible, opening new possibilities for 

the understanding of these phenomena. 

9.3.1 2D STEM and EDXS analysis 

In order to investigate these nanoporous bulk samples, a thin, electron transparent lamella was prepared 

using a focused ion beam (FIB) lift-out technique.[197] We proceeded to a first characterization by means of 

HAADF-STEM and EDXS in order to obtain an overview of the distribution and concentrations of 

elements. Three samples were analyzed, the starting master alloy (Figure 9.7e-f), and two npAu catalysts 

obtained from it, with different degrees of corrosion.  

Two-dimensional elemental distribution mapping and tomography experiments have been performed using 

a FEI Osiris equipped with a ChemiSTEM system, operated at an acceleration voltage of 200 kV. For the 

STEM tomography measurements a tilt series from -78° to +78° with steps of 2° and a frame time of 10 s 

has been acquired. For the EDXS tomography, steps of 10°, a frame time of 400 s and a screen current of 

approximately 200 pA have been used. Measurements have been carried out using a 2050 Fischione 

tomography holder. HAADF-STEM and EDXS maps of the three samples are shown in Figure 9.7. Total 

concentrations for Au and Ag were calculated from the EDXS maps, extracting the net counts and using 

the ζ-factors given in section 8.4. The measured Ag concentrations for the samples are 71 ± 3 at.% for the 

master alloy and 8 ± 1 at.% and 11 ± 1 at.% for samples in  Figure 9.7a,b and Figure 9.7c,d respectively. 

From the 2D EDXS maps, it appears that clusters of segregated silver form in the porous structure as an 

effect of the dealloying. This is confirmed by the observation of a homogeneous elemental distribution in 

the master alloy, excluding that the formation of clusters occurs due to sample preparation or handling. This 

is a first important observation regarding the distribution of Ag in the material, the segregation of Ag during 

the synthesis. Unfortunately, 2D EDXS mapping does not allow further understanding of the possible 

surface distribution, e.g. whether the Ag clusters are situated inside the material or on the surface, or if the 

clusters are just patches of residual Ag or they actually formed due to Ag segregation. 
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Figure 9.7: (a,c,e) HAADF-STEM images and (b,d,f) elemental distribution of gold (red signal) and 

silver (green signal) for three samples with different residual Ag concentrations. For the nanoporous 

samples Ag cluster formation is clearly visible in (b) and (d). These clusters cannot be seen in the 

parent alloy (f), indicating that clusters form during dealloying.  

 

9.3.2 3D quantitative EDXS tomography. 

In order to determine whether the Ag patches can be found on the surface or just inside the material, as we 

would expect in the case of residual Ag not involved in the corrosion reaction, we performed a quantitative 

EDXS tomography study on the same samples. Two needles shaped pillars were cut in the FIB, from the 
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bulk samples in order to perform the tomography study. Figure 9.8 shows renderings (Figure 9.8a,b,d,e) 

and quantified slices (Figure 9.8c,f) of the tomographic reconstructions of the samples. Figure 9.8a,b,c, and 

Figure 9.8d,e,f show results from the samples with average concentration 8 at.% and 11 at.% respectively. 

From the reconstructions we can observe that the Ag clusters are located both inside the material and on 

the surface of the structure. This excludes that the Ag patches are only a residual unreacted of the master 

alloy, because buried inside the material. Further confirmation that the clusters are formed as an effect of 

the dealloying process is given by observing that the concentration of Ag in the clusters can even exceeds 

the starting concentration of the master alloy in certain points (see blue patches in Figure 9.8c) reaching 

concentrations between 80-90 at.%. 

Summarizing, three main conclusions can be obtained from our characterization, first, the residual Ag in 

the nanoporous Au catalyst is mainly found in patches and clusters, second, these clusters can be found 

inside the ligaments as well as on the surface, and finally, the formation of these clusters is an effect of the 

dealloying process. 
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Figure 9.8: Tomographic reconstruction of the elemental distribution in nanoporous gold. (a, d) 

reconstructions of the sample from HAADF-STEM signal, (b, e) quantified elemental 

reconstructions, (c, f) single slices of the reconstructed quantified elemental distributions. (a, b, c) 

average Ag concentration of about 8 at.%, (d, e, f) average Ag concentration of about 11 at.%. 

Sample with lower local average Ag concentration shows higher Ag concentration in the Ag rich 

patches than samples with higher local average Ag concentration. The region between patches shows 

higher Ag concentrations for the sample with higher average Ag concentration. Silver enriched 

regions are distributed irregularly, both on the surface and inside the ligaments. 
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10 Conclusions and Outlook on Part III 

10.1  Conclusions 

In this third part it has been shown how the recent introduction of multiple detector systems such as the 

Super-X increased significantly the possibility of chemical characterization in the TEM. Detailed 

compositional characterization of small nanostructure became feasible thanks to the enhanced efficiency. 

Furthermore, the four symmetrical detectors opened the way to the combination of EDXS and 

tomography.[52, 53] The increased collection efficiency further allowed quantitative EDXS characterizations 

to be performed, highlighting the lack of modern quantification techniques. 

The adoption of the ζ-factor method[136] and its extension to nanoparticles standards[128] was therefore an 

important step towards quantitative studies in 3D. However, technical limitations such as detectors 

shadowing[153, 161] hampered a proper combination of EDXS and tomography, limiting the characterization 

to qualitative studies.[53-55, 132, 160] Although different methods were proposed to solve the shadowing 

issue,[159-161] they all presented limiting drawbacks. Here, it was shown how the synergistic combination of 

quantitative 2D EDXS analysis and STEM tomography overcomes the shadowing problems, yielding a 

quantitative EDXS reconstruction. This is achieved by quantifying 2D EDXS data and then including prior 

knowledge about the thickness of the sample (obtained through a STEM tomography reconstruction).[154] 

Furthermore, a series of materials science cases was presented in the previous chapter to demonstrate the 

advantages of the technique in characterizing morphology and composition of different systems. 

The methods developed and presented in these chapters offer the unprecedented possibility of obtaining 

accurate 3D quantitative EDXS characterization of nanomaterials. This allows the determination of the 

concentrations of elements in every point of the investigated sample. Before its development this 

information was not accessible, and only qualitative information about the 3D compositions was obtained. 

Being able to determine the accurate 3D composition, opens the way to studies on the mechanisms behind 

the formation and synthesis of these nanostructures, and/or on the relationship between structure and 

properties, enabling further progress in the development of nanotechnologies based on hetero-

nanomaterials. 

10.2  Outlook 

Future developments in the field of EDXS tomography will require advancements of both the instrument 

capabilities, both in terms of collection efficiency and software management of the acquisition. For 
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example, an increased efficiency and a better stability of the stage or/and an improved routine for the sample 

drift correction during the acquisition of an EDXS map, could open the way to atomic resolution mapping 

of nanostructures, and consequently to atomic resolution EDXS tomography. Besides the technological 

advancements, also improved reconstruction techniques, based on the combination of different signals that 

can be acquired simultaneously will help in expanding the capabilities of TEM in the chemical 

characterization of nanomaterials. It was recently proposed a design that enables the simultaneous 

acquisition of EDXS and EELS signal,[198] and on the reconstruction algorithm side, a new approach based 

on the combination of EDXS and HAADF-STEM was also proposed.[199] Sample stability is a main limiting 

obstacle to the chemical characterization, therefore exploiting all the possible information that can be 

acquired with one illumination will certainly enable an improvement in the reconstruction quality. 

In chapter 7, it was also demonstrated how EDXS can be used for certain samples, to measure the volume 

of a nanoparticle or the thickness of thin-films. This information could serve as prior knowledge for 

advanced algorithms for electron tomography, and shows that more things can still be done with this 

powerful technique. New algorithms dedicated to EDXS or a combination of signals might be developed 

in the near future using new trending techniques based on artificial intelligence[200] or compressed sensing. 

These techniques are already used in different fields, especially when dealing with limited data, which is 

one of the main issues affecting EDXS projections, given their low signal-to-noise ratio. The rate of 

evolution of these technologies is so high that we believe major improvements will come in the near future, 

granting better reconstructions at a parity of data quality.  

10.3  Detailed list of contributions on part III 

Sections 7.1-7.5 

Ideation and implementation of the method presented, which enables the measurement of ζ-factors from 

pure element nanoparticles. Acquisition of all the data presented in the chapter, except for the EDXS map 

of Figure 7.7.  

Section 7.6 

Volume determination routines were implemented by J. Sanctorum, under my supervision. 

Sections 7.6-7.7 

All the work presented in these sections was performed by myself. 

Sections 8.1-8.5 
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Ideation and implementation of the technique presented. Application of the method to experimental data 

acquired together with T. Altantzis. 

Sections 9.1-9.3 

Application of the technique presented in chapter 8 to several materials science cases to compute the 

quantified 3D elemental distributions. Experimental data acquired together with T. Altantzis (section 9.1), 

by myself (section 9.2) and together with P. Kundu (section 9.3). 
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11 Appendix A – Bond Order Parameters 

 

Local bond order parameters analysis is a technique often used to determine crystal structures in the field 

of molecular simulations. The derivation based on spherical harmonics was first proposed by Steinhardt et 

al.[113] in 1983. The method is used to reduce the complex vector representation of the bonds connecting a 

particle to its nearest neighbors, to a set of scalar parameters which are unique to a given configuration. The 

set of local bond order parameters form a fingerprint of the type of packing and since they are invariant 

relatively to rotations of the reference system, they allow the determination of grains with different 

orientation but showing the same kind of crystal structure. 

A bond is defined as a vector  connecting a pair of neighbouring atoms and its bond order parameters are 

calculated (Steinhardt et al.[113] and Wang et al.[114]) in the following manner: 

 Q ≝ Y , (11.1)

 

where  and  are the polar and azimuth angles of the bond  relatively to a given system of 

reference, and ,  the spherical harmonics. Averaged bond order parameters on all bonds for 

a given particle are then obtained: 

 
≝

1
Q (11.2)

 

where  is the number of bonds. The first non-zero averages are obtained for 4 and 6, and to make 

the parameters rotationally invariant, only the following second order invariants combinations are 

considered: 

 

Q ≝
4

2 1 
| |  (11.3)

 

together with the third-order invariants: 
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W ≝

, ,

 (11.4)

 

where    are the Wigner 3j symbols.[201] Steinhardt et al.[113] found that “Q  and W  are the 

key to a kind of cluster ‘shape spectroscopy’ in liquids and glasses”, and that the normalized values: 

 

 

≝ W | |  (11.5)

 

are a sensitive measure of the orientational symmetries shown by systems of particles. 

Usually the four bond order parameters Q ,	Q ,	 ,	  are sufficient to identify the crystal structure of a 

given point and its neighborhood. In Table 11.1 the values of these parameters are given as an example, for 

common crystal structures. 

Geometry Q4 Q6 Ŵ4 Ŵ6 

fcc 0.19094 0.57452 -0.159317 -0.013161 

hcp 0.09722 0.48476 0.134097 -0.012442 

bcc 0.08202 0.50083 0.15932 0.01316 

sc 0.76376 0.35355 0.15932 0.01316 

liquid 0 0 0 0 

 

Table 11.1: Literature values of the bond order parameters for common types packings.[114] 
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