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Filip Moons¹ and Ellen Vandervieren¹

¹University of Antwerp, Antwerp School of Education, Belgium; filip.moons@uantwerpen.be

Digital exams often fail in assessing all required mathematical skills. Therefore, it is advised that large-scale exams still feature some handwritten open answer questions. However, assessing those handwritten questions with multiple assessors is often a daunting task in terms of grading reliability and feedback. This paper presents a grading approach using semi-automated assessment with atomic feedback. Exam designers preset atomic feedback items with partial grades; next, assessors should just tick the items relevant to a student’s answer, even allowing ‘blind grading’ where the underlying grades are not shown to the assessors. The approach might lead to a smoother and more reliable correction process in which feedback can be communicated to students and not solely grades. The experiment took place during a large-scale math exam organized by the Flemish Exam Commission, and this paper includes preliminary results of assessors’ and students’ impressions.
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Introduction

Regardless of all the practical advantages digital exams offer, Hoogland and Tout (2018) warn that digital questions focus on lower-order goals (e.g., procedural skills). They argue that handwritten questions are better suited to assess vital higher-order goals (e.g., problem-solving skills). Lemmo (2020) highlights substantial differences in students’ thinking processes when the same question is asked digitally or paper-based. Bokhove & Drijvers (2010) point out that handwritten questions allow students to express themselves more freely. For all these reasons, Threlfall et al. (2007) advise deciding for each question individually whether the digital or handwritten mode is appropriate, leading to exams that are a mixture of both.

One major issue with handwritten questions is to find ways to assess them efficiently and reliably. Indeed, when the correction work is distributed among several assessors, guaranteeing grading reliability (Billington & Meadows, 2005) and consistent feedback (Baird et al., 2004) is challenging. Most exam designers try to ensure reliability by pre-developing a solution key with grading instructions for assessors (Ahmed & Polit, 2011).

General idea

In this paper, we introduce a novel approach to assess handwritten students’ solutions with multiple assessors in a semi-automated¹ (SA) way: students solve these questions the classical way by writing on a sheet of paper. Next, these sheets are scanned, and assessors use the SA-system to correct the

1 In the rest of this paper, we use the abbreviation SA to refer to our semi-automated assessment approach with reusable feedback.
solutions on a computer. Exam designers provide a solution key for each question consisting of different feedback items, written in an atomic way (see below), anticipating the most common mistakes. These feedback items can be linked to partial points for grading. When correcting a student’s solution, the assessors have to select the appropriate feedback items, so the same feedback items are reused repeatedly. If a certain solution approach by a student is not covered in the available feedback items, an assessor can add a new feedback item. This new item is immediately available to all other assessors, leading to a dynamic solution key that expands as more and more corrections are made. When all assessors finish their job, the system produces individual reports for all students, including the grades and feedback.

In the following subsections, we discuss atomic feedback, the link with adaptive grading, and the idea of ‘blind’ grading.

**Atomic feedback**

Classic written feedback has traditionally consisted of long pieces of written text (Winstone et al., 2017). With its long sentences describing all of the errors in a student’s work, classic written feedback is intrinsically not very reusable, as it is too explicitly targeted toward specific students. To overcome this difficulty and maximize the reusability of feedback, one of the key ideas underlying the proposed SA system is that it allows exam designers and assessors to write atomic feedback (see Figure 1). To write atomic feedback, one has to (1) identify the possible independent errors occurring and (2) write separate feedback items for each error, independent of each other. These atomic feedback items form a point-by-point list covering all items that might be relevant to a student’s solution. The list can be hierarchical to cluster items that belong together (see Figure 1).

We have intensively studied atomic feedback in the first study of this PhD-project in the context of individual math teachers giving feedback to their students (Moons et al., 2020). The results of this study (Moons et al., in press) indicated that atomic feedback is significantly more reused than non-atomic feedback, so we found formal requirements to write feedback that can be reused. Teachers also tend to give more feedback when writing and reusing atomic feedback instead of saving time. However, since the atomic items are shared across multiple assessors in this second study, an additional criterium for atomicness is added: (3) a knowledgeable assessor must be able to determine unambiguously whether an item applies to a student’s answer or not. As such, each item implicitly represents a yes/no question. Related atomic feedback items and intermediate steps in a solution key can share the same color to visually clear their connection (see Figure 1).

**Adaptive grading**

To obtain grades, exam designers can associate atomic feedback items with partial points to be added (green items in Figure 1) or subtracted. It is also possible to associate items with a threshold (e.g., ‘if this feedback item is ticked, no points’, red items in Figure 1).

The point-by-point list of atomic feedback items ultimately forms a series of implicit yes/no questions to determine the students’ grade. Dependencies between items can be set, so items can be shown, disabled, or changed whenever a previous item is ticked, implying that assessors must follow the point-by-point list from top to bottom. This adaptive grading approach resembles a flow chart that
automatically determines the grade, but – by ticking the items that are relevant to a student’s answer – might at the same lead to several other envisioned benefits: (1) a deep insight into how the grade was obtained for both the student (feedback) as well as the exam committee and (2) a straightforward way to do correction work with multiple assessors as personal interpretations are avoided as much as possible (inter-rater reliability).

In Figure 1, an example of the SA approach is given. The students’ answer survives the ‘First check-up’ items; checking one of them would otherwise disable all of the following items. As the item ‘Correct complex conjugate 1-3i’ is unticked, the computer knows that a mistake happened; however,

| (2.5) Calculate $\frac{1+3i}{-2-5i}$ and write the answer in $a+bi$ form. |
| Show all your intermediate steps, don’t use your calculator. |
| **Student’s answer** |
| \[
  \frac{1+3i}{-2-5i} = \frac{-1-3i}{-2-5i} \cdot \frac{-2+5i}{-2+5i} \\
  = \frac{-1-3i}{-2+5i} \cdot \frac{-2+5i}{-2+5i} \\
  = \frac{15i^2-5i+6i+2}{29} \\
  = \frac{17-5i}{29} 
| **Solution key** |
| \[
  \frac{1+3i}{-2-5i} = \frac{1-3i}{-2-5i} \\
  = \frac{(1-3i)(-2+5i)}{(-2-5i)(-2+5i)} \\
  = \frac{-2+15i+6i-15i^2}{4+25} \\
  = \frac{-2+21i+15}{29} \\
  = \frac{13+11i}{29} \\
  | **Grade: 1/2.5** |

**Correction by assessor**

- No intermediate steps provided **max: 0.0**
- Solved using the *polar form of complex numbers* which is impossible without calculator **max: 0.0**
- Checking the calculation
  - Correct complex conjugate $1-3i$ in the numerator. **+0.5**
- If the complex conjugate in the numerator is miscalculated or not applied, the student’s answer will deviate from the solution key. Therefore, it is necessary to check the student’s calculation individually for the indicated items.
  - Check individually: Correctly multiplied by the conjugate binomial in the denominator **+0.3**
    - Denominator may also be calculated immediately (= 29)
    - $(2-5i)$ is also fine (denominator in this case = -29)
    - Also fine if more steps were used (e.g., first $-(2+5i)$, next $-(21+20i)$)
  - Check individually: Correct calculation of the numerator with intermediate step **+0.5**
  - Correct denominator (=29 or =-29) **-0.5**
  - Correct final answer in $a+bi$ form **+0.5 if calculation is fully correct.**

**Figure 1:** An example of adaptive SA grading with atomic feedback
assessors should continue their assessment of the answer by taking into account that the students’ steps will now deviate from the solution key for some items; these items are indicated by ‘Check individually.’ All the orange content would have disappeared when the item ‘Correct complex conjugate 1-3i’ had been ticked. The item ‘Correct final answer in a + bi form’ only gets enabled when all previous green items are ticked. The two ticked items each add 0.5 points to the grade, leading to a total of 1 out of 2.5.

Blind grading

Imagine that all references to points/grades disappear in Figure 1. This leads to the experimental idea of ‘blind grading’ where the assessor chooses the appropriate feedback items without seeing the associated scores. The system still calculates the grades, but these are invisible to the assessors. The envisioned advantage of this grading approach is that assessors only need to focus on the content of a student’s answer; any emotional barrier to select a feedback item disappears, possibly leading to higher grading reliability. Indeed, Ahmed & Pollit (2011) already indicated that deviations from a traditional solution key often occur when assessors disagree with the obtained grade. A possible disadvantage is that assessors might be afraid of being too lenient or too harsh. They lose an important frame of reference since they cannot compare if the calculated grade matches their sense of fairness.

The opposite mode of blind grading will be called ‘visible grading’ in the rest of the paper; this is the standard mode where assessors can see the associated points for every feedback item and the calculated total grade (see Figure 1). Note that blind grading should not be confused by anonymous grading (Hanna & Leigh, 2012); in anonymous grading, assessors do not see the student’s names to avoid certain biases (e.g., gender, ethnicity,...).

Research questions

After introducing the general idea and the key concepts, we present the first two research questions associated with preliminary investigations on assessors’ and students’ impressions of SA grading.

(RQ1) How did assessors appreciate the SA system with blind/visible grading regarding perceived usefulness and ease of use?

(RQ2) How did the students perceive their personal atomic feedback with grades?

Methods & Materials

The experiment is being executed in association with the Examination Commission of the Flemish government. Flanders is the Dutch-speaking part of Belgium. Flanders is a region without any central exams (Bolondi et al., 2019): every secondary school decides autonomously on the assessment of students. Consequently, the Examination Commission does not organize national exams for all Flemish students but organizes large-scale exams for everyone who cannot, for whatever reason, graduate in the regular school system. This way, students who successfully pass all their exams at the Examination Commission can still obtain a secondary education diploma. Students participating in these exams prepare autonomously or use a private tutor/school. The Examination Commission only provides clear guidelines for students on the content of the exams, carries out all the exams, and
awards diplomas, but does not provide any teaching activities to students. We received ethical clearance from the ethical committee of the faculty of social sciences from the University of Antwerp.

Materials

Development of the ‘group’ SA-system

We developed an adaptation of the SA tool (described in Moons et al., in press) ready for handwritten assignments with a group of assessors. The tool is integrated as an advanced grading method in Moodle, an open-source e-learning platform. As Moodle is a framework offering many readily available components (such as a grade book, log in and uploading assignments,…), it guarantees rapid application development. The group assessment tool contains all the features explained in the introduction of this paper.

Mathematics exam

The mathematics exam for this experiment was developed by the exam designers of the Flemish Examination Commission in the way they always develop exams. Their solution key was turned to atomic feedback items for SA grading in close cooperation with us. The exam was one of the two math exams for the advanced mathematics track of Flemish secondary education and features complex numbers, matrices, space geometry, discrete mathematics, statistics, and probability. Interestingly, the exam is already a mixture of fully automated and handwritten questions: 46% of the exam grades are obtained with digital questions. Our experiment will only focus on the 54% part that consists of 10 paper-based questions with an open-answer format.

Survey based on the TAM model for assessors

We developed a short, validated survey based on the Technology Acceptance Model (Davis, 1989) to measure how assessors experienced the SA system’s usefulness and ease of use. The survey distinguished between the SA system using visible grading and the SA system using blind grading.

Survey based on feedback perceptions for students

We constructed a questionnaire loosely based on Weaver (2006) to measure how students perceive the personal atomic feedback they received.

Participants

60 students participated in the math exam linked to this study. The grading work was distributed among the 3 exam designers (employees responsible for the math exams of the Flemish Examination Commission) and 7 external assessors. These external assessors are mathematics teachers across Flanders who do this as a side job.

Methods

The Examination Commission designed the exam in August 2021. Next, their correction key was transformed to atomic feedback for SA grading in close cooperation with us. In October, all assessors received training with the SA system using a demo exam. The students took the exam on the 29th of October, 2021. All their answers were scanned and made available in the SA system. Every assessor had one month to correct the exams with the SA system. All student’s exams were distributed among
the assessors. Especially for this experiment, all assessors got 30 randomly selected exams on top that were corrected by all (assessors were not aware of this). Half of the assessors corrected the even question blind, the other half the odd questions. Correctors filled in the survey based on the TAM model when they finished their assessment work. At the end of November 2021, all exams were corrected, and a personalized survey was sent out to the students. In this survey, students got access to their solutions to the questions, together with the provided atomic feedback (see Figure 1). The survey probed students’ understanding of their feedback, how they liked the atomic form of the feedback, and the usability of getting feedback along with grades. After completing the survey, the students were invited for an in-depth interview on the same topic as the survey.

In February 2022, all assessors will re-correct the 30 exams corrected by all, but this time in the traditional way of the Examination Commission. In this traditional way, they must just communicate a grade for each question based on a paper-based solution key. This re-assessment will give deep insights into the inter-rater reliability of (visible/blind) SA grading versus traditional grading.

**Results & Discussion**

The results of (RQ1) on the assessors’ views measured using the TAM model are shown in Table 1. The scales are measured on a 7-point Likert scale.

<table>
<thead>
<tr>
<th>Scales</th>
<th>Visible SA grading M±SD</th>
<th>Blind SA grading M±SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Perceived Usefulness</td>
<td>5.7 ± 0.7</td>
<td>4.6 ± 1.5</td>
</tr>
<tr>
<td>2. Perceived Ease of Use</td>
<td>5.4 ± 1.0</td>
<td>4.5 ± 1.4</td>
</tr>
<tr>
<td>3. Anxiety</td>
<td>2.5 ± 1.1</td>
<td>3.6 ± 1.7</td>
</tr>
<tr>
<td>4. Attitude Towards Using</td>
<td>6.1 ± 0.8</td>
<td>4.4 ± 1.7</td>
</tr>
<tr>
<td>5. Behavioral Intention to Use</td>
<td>5.6 ± 1.2</td>
<td>4.4 ± 1.7</td>
</tr>
</tbody>
</table>

Table 1 shows that assessors have a strong attitude towards using visible SA grading, meaning that they like working with the visible SA grading system. Assessors rated their anxiety for visible SA grading as low and gave a high rating to the perceived usefulness, perceived ease of use, and the behavioral intention to use for visible SA grading. Blind SA grading was less appreciated on all scales. All assessors (100%) indicated they preferred visible over blind grading. Reasons given include the lack of control (71.4%), an alienated feeling (57.1%), and fear of missing items to be ticked (42.8%).

For (RQ2) on the student’s perceptions of their received personal feedback (see Figure 1 for an example), the corresponding survey items are listed in Table 2. Of the 60 students who took the exam, 36 students participated in this online survey (60%). Results are expressed on a 7-point Likert scale and indicate that they would greatly appreciate if the Examination Commission would adopt this approach. Students feel that they understand their atomic feedback, learn from it, and see the connection with the obtained grades. It is important to remember that these results are entirely based
on self-reporting, and other qualitative techniques (which are being carried out) are necessary to check if students indeed understand the given feedback.

**Table 2: Overview of the students’ survey items corresponding to their personal feedback**

<table>
<thead>
<tr>
<th>Students’ survey item</th>
<th>M±SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. My feedback was too uninformative or brief to be helpful</td>
<td>3.6 ± 1.9</td>
</tr>
<tr>
<td>2. My feedback encouraged me to improve</td>
<td>4.7 ± 1.7</td>
</tr>
<tr>
<td>3. I will make even better exams based on my personal feedback</td>
<td>4.9 ± 1.6</td>
</tr>
<tr>
<td>4. This personal feedback helps me to reflect on what I have learned</td>
<td>5.0 ± 1.3</td>
</tr>
<tr>
<td>5. My feedback indicated clearly how my scores were calculated</td>
<td>5.5 ± 1.1</td>
</tr>
<tr>
<td>6. I understand most of my feedback</td>
<td>5.3 ± 1.4</td>
</tr>
<tr>
<td>7. It would be great if the Examination Commission always gave this type of feedback</td>
<td>6.3 ± 0.7</td>
</tr>
<tr>
<td>8. I feel demoralized or angry after reading my feedback</td>
<td>2.8 ± 1.8</td>
</tr>
<tr>
<td>9. The relationship between the feedback and the score is clear</td>
<td>5.2 ± 1.2</td>
</tr>
</tbody>
</table>

**Conclusion**

This paper introduced preliminary results of the second study of this PhD-project, investigating the possible added value of semi-automated assessment with atomic feedback when multiple assessors have to correct the same mathematics exam. The first results indicate that assessors rate visible SA grading highly but are less keen on using blind SA grading. On the other hand, students seem happy with the atomic feedback SA grading produces. Nevertheless, there are still many facets to this research study that have not been highlighted: the inter-rater reliability (comparison between blind SA, visible SA, and traditional grading), measurements for assessor reliability, the effect of the dynamic solution key,… are still uncultivated territory in the exciting universe of SA grading in mathematics education.
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