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Dry Reforming of Methane in a Gliding Arc Plasmatron: Towards a
Better Understanding of the Plasma Chemistry

Emelie Cleiren, Stijn Heijkers, Marleen Ramakers* and Annemie Bogaerts* [3

Abstract: We studied the dry reforming of methane in a plasma reactor, called gliding arc plasmatron,
for different CH, fractions in the mixture. The CO, and CH,4 conversions reach their highest values of
around 18 and 10 %, respectively, at 25 % CH4 in the gas mixture, corresponding to an overall energy
cost of 10 kJ/L (or 2.5 eV/molec) and an energy efficiency of 66 %. CO and H, are the major products,
with some smaller fractions of C;Hy (x= 2, 4 or 6) compounds and H,0 formed as well. We also present
a chemical kinetics model, to investigate the underlying chemical processes. The calculated CO; and
CH,4 conversion and the energy efficiency are in good agreement with the experimental data. The
model calculations reveal that the reaction of CO, (mainly in vibrationally excited levels) with H radicals
is mainly responsible for the CO, conversion, especially at higher CH,4 fractions in the mixture, and this
explains why the CO; conversion rises upon rising CH,4 fraction. The main process responsible for CH,
conversion is the reaction with OH radicals. The excellent energy efficiency can be explained by the
non-equilibrium character of the plasma, where the electrons mainly activate the gas molecules, and
by the important role of the vibrational kinetics of CO,. Our results demonstrate that a gliding arc
plasmatron is very promising for dry reforming of methane.

Introduction

There is an urgent need to reduce greenhouse gas emissions to avoid further global warming. One
possible strategy is to convert CO, (and other greenhouse gases, like CH,) into value added chemicals.
In so-called dry reforming of methane (DRM), CO, and CH4 react together, into the formation of syngas
(CO/H; mixture), hence converting two greenhouse gases simultaneously. Classical catalytic DRM,
however, faces some problems, such as the need for high temperatures and catalyst poisoning by
carbon deposition. Therefore, in recent years, several novel technologies have been proposed, and
one of these is plasma technology.[*?!

Plasma is a (partially) ionized gas, also called the fourth state of matter. A gas discharge plasma is
typically created by applying an electric field to a gas, creating a cocktail of reactive species, such as
molecules, radicals, atoms, ions, electrons and excited species, which can all interact with each other,
providing the basis for a variety of applications.”® Plasma technology is of particular interest for energy
efficient gas conversion, because the gas must not be heated as a whole for the reactions to take place.
Indeed, the electrons are selectively heated by the electric field due to their small mass. These
electrons subsequently activate the gas molecules by electron impact excitation, ionization and
dissociation, creating reactive species that can easily form new molecules.

Many different types of plasmas have been investigated in recent years for CO, conversion,
including DRM, and a very recent comprehensive overview is provided in %, demonstrating the
capabilities and limitations of the various plasma types. A gliding arc (GA) plasma is very promising, as
it operates at atmospheric pressure and it yields a good energy efficiency, due to the active
contribution of the CO, vibrational levels in the dissociation process.”*! A classical GA is created by
applying a potential difference between two flat diverging electrodes. The arc is created at the shortest
interelectrode gap, and is dragged by the gas flow towards larger interelectrode gap, until it
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extinguishes and a new arc is again formed at the shortest gap, repeating the cycle. However, a classical
GA faces some limitations, like limited gas conversion, because of the short residence time of the gas
inside the plasma column.’7! Therefore, in recent years, some new designs have been developed,
based on cylindrical electrodes and a tangential gas inlet, yielding a vortex flow, so that the gas can
stay inside the plasma for a longer time, resulting in a higher conversion. One such type of novel GA is
the so-called gliding arc plasmatron (GAP), developed at Drexel University by Nunnally, Rabinovich et
al.® It has been demonstrated to yield good energy efficiency for pure CO, conversion,®® but it was
not yet applied for DRM. Other cylindrical (e.g., so-called tornado-type or rotating) GA designs,
however, have been applied for DRM already and exhibit very promising results.[20-1

In this paper, we investigate for the first time the performance of the GAP for DRM. Our
experiments will be supported by chemical kinetics modeling to understand the underlying chemical
processes. Chemical kinetics modeling is indeed very useful for this purpose, and has been applied to
DRM in another type of plasma, i.e., the plasma generated by a dielectric barrier discharge (DBD),*¢*”!
but not yet by a GA.

Results and Discussion

Measured conversion, energy efficiency and energy cost

We investigated the CO, and CH,4 conversion, the energy efficiency and energy cost, as well as the
product selectivities (see next section), as a function of the CH,4 fraction in the gas mixture, ranging
from 0 to 25 %, for a gas flow rate of 10 L/min. Note that we were limited to a maximum CH, fraction
of 25 % in the current setup, because the plasma became unstable for larger fractions due to
limitations of the power supply. The plasma power is around 500 W in the entire range of CH,4 fractions,
yielding a specific energy input (SEI) of ca. 3 kJ/L (or 0.75 eV/molec); see Figure S.1 of the Supporting
Information.

Figure 1(a,b) illustrates the measured CO, and CH,4 conversion as a function of CH, fraction in the
mixture. The absolute CO; conversion rises from 7.5 to 24 % upon increasing CH, fraction, while the
absolute CH4 conversion drops from 61 to 42 %; see Figure 1(a). The CH4 conversion is much higher
than the CO; conversion, which can be attributed to the lower bond dissociation energy of C-H (4.48
eV) compared to C=0 (5.52 eV), making dissociation of CH, easier than for CO..

The effective conversion of CO, and CH,4 in the mixture is obtained by multiplying the absolute
conversion with the fraction of the component in the mixture, and is plotted in Figure 1(b). The
effective CO, and CH,4 conversion both rise upon increasing CH, fraction. Indeed, the rising CH,4 fraction
compensates for the lower absolute CH4 conversion, while the lower CO, fraction in the mixture is not
important enough to compensate for the higher absolute CO;, conversion upon adding CH,4 to the
mixture. The underlying mechanisms explaining these trends will be discussed later in the paper. As a
consequence, the overall conversion also rises upon adding CH, to the mixture, from 7.5 to nearly 30
%. These trends agree well with results obtained in a tornado-type GA plasma.!*”’

The energy efficiency and energy cost upon rising CH,4 fraction are plotted in Figure 1(c). The energy
efficiency more or less follows the rising trend of the overall conversion, while the energy cost follows
the opposite trend. This is logical because they are linearly and inversely proportional to the overall
conversion, respectively, and they are further determined by the SEI (see formulas 9 and 10 of the
Supporting Information) and the latter is more or less constant in the entire range of CH, fractions (see
Figure S.1 of the Supporting Information). The rising trend in energy efficiency is most striking up to 15
% CH, fraction, increasing from 30 % in pure CO, to above 60 % between 15 and 25 % CH,4. The energy



cost drops from 37 to 10 kJ/L (or from 9.3 to 2.6 eV/molec) upon rising CH4 fraction. Note that the
trends of rising energy efficiency and decreasing energy cost are accompanied by a slight drop in the
temperature of the gas flowing out of the GAP reactor, from 120 °C to 103 °C, at 0 % and 25 % CH,
fraction, respectively. Obviously, less energy gets lost to gas heating, and more energy can effectively
be used for the conversion.

(a) 70
+CH4
< 60 -
X ——CO,
550
a J
g 40 - ]
p= J
8 30
g 1 3
35 20 A
o d
310 4
< 4
0 . . . .
0 5 10 15 20 25
(b) 30 |
_ Total
X 25 {1 ——CO;,
< —e—CH,
‘5 20 4
] 3
Z
€ 15 -
o
2 10 »
S 4
L
£ 5
0 T T T T
0 5 10 15 20 25
(c) 80 10 r 40
-
< -8 3| 32
& 60 ko] =
9 el .=
.g —6;—24‘5
g 21 8
@ F4 B 16 >
> 9 20
2 20 L S 2
g Lo S| s @
w Q
c F
w
0 + . . : . 0 Lo
0 5 10 15 20 25

CH, fraction (%)

Figure 1. Absolute (a) and effective (b) conversion of CO, and CH,, as well as the total conversion (b), and overall energy
efficiency and energy cost (c), as a function of CH, fraction in the mixture. The error bars are included in the graphs,
but are too small to be visible in (a) and (b).

The combined values of conversion, energy efficiency and energy cost are much better than the
typical values obtained in DBDs, which are the most commonly used plasmas for DRM. Indeed, DBDs
typically yield maximum conversions of a few % up to 60 % (with a few exceptions up to 80% for packed
bed DBDs), but the corresponding energy cost is between 20 and 100 eV/molec (with some lower and
higher exceptions for packed bed DBDs).l”*4 Note that we compare with literature values for the
energy cost (instead of energy efficiency), because for the latter, one needs to account for all formed
products (and their enthalpy of formation; cf. formula 9 in the Supporting Information), and in
literature, typically only the selectivity towards the syngas components (and sometimes light
hydrocarbons) is reported, making a comparison based on energy efficiencies not very reliable.



Comparison based on the energy cost, however, can provide the same insights in the performance of
our GAP compared to other results in literature.

Microwave plasmas are quite promising for pure CO; splitting, with energy efficiencies up to 50 %
at a conversion up to 26 %,14>%! but these values are typically reached at reduced pressure, which is
less convenient for industrial applications, and the energy cost of vacuum systems would have to be
added to the overall energy cost. Moreover, the number of papers on DRM in a MW plasma is very
limited. A pulsed MW plasma was able to demonstrate an absolute CH4 and CO; conversion of 71 %
and 69 %, respectively, with an energy cost of 6.5 eV/molec./”! Comparing these results with our GAP,
where we obtain an absolute CH, and CO; conversion up to 61 % and 24 %, respectively (cf. Figure 1(a)
above), indicates that the conversion is higher in this MW plasma, but the energy cost is also double
the best value reached in our experiments. Another study about a continuous MW plasma yielded
similar maximum conversions as in the pulsed MW plasma, but with a higher power (1.5 kW), and thus
a very high energy cost up to 343 eV/molec.*®!

For GA plasmas, maximum conversions in the range of 30-50 % have been reported, with energy
costs as low as 1-2 eV/molec.[101549-54 The best result reached in literature was obtained for a rotating
GA reactor, yielding a total conversion of 39 % with an energy cost of 1 eV/molecule,*" hence
somewhat better than our results.

Other types of plasmas have also been investigated for DRM. In corona discharges, maximum
conversions between 10 and 90 % have been reached, with energy cost between 4 and 100 eV/molec.
[55621 The best combined result reported was a conversion of 44 % with an energy cost of 5.2
eV/molec.® In spark discharges the minimum energy cost is typically reported around 3-10 eV/molec,
for conversions between 10 and 85 %,%7% with the best result reporting a total conversion of 85 %
with an energy cost of 3.2 eV/molec.!®¥ Atmospheric pressure glow discharges (APGDs) also seem to
be promising for DRM, with maximum conversions of 35-85 % and energy costs of 1-60 eV/molec.l’*
731 The best result reported a total conversion of 89 % with an energy cost of only 1.2 eV/molec."?
Finally, nanosecond-pulsed plasmas provide conversions between 1 and 60 %, for energy costs
between 3 and 100 eV/molec.747

Thus, in general it is clear that the GAP is among the most promising types of plasmas for DRM, in
terms of energy cost or energy efficiency. In @ a maximum energy cost of 4.27 eV/molec,
corresponding to a minimum energy efficiency of 60 % (assuming that syngas is the only product
formed), was proposed as target for plasma-based DRM to become industrially competitive with
classical and other novel conversion technologies. Figure 1(c) illustrates that we reach this target
already with our GAP, in case of a sufficient CH,4 fraction in the gas mixture. This good result is
attributed to the important role of the vibrational levels of CO, for energy efficient conversion, as will
be explained later in this paper.

Measured product selectivities

The major products of DRM detected in our GAP are CO, H, and (to a much lower extent) O, H,0 and
C,Hx hydrocarbons. Our model calculations reveal that other products can also be formed in this gas
mixture, as will be discussed below. Figure 2(a) illustrates the (H- and O-based) selectivities of H, and
0, as a function of CH4 fraction. The remaining H and O atoms will give rise to higher hydrocarbons
(CoHy) and H,0, and to CO and H;O, respectively, and maybe to some minor oxygenated compounds
that could not be detected. The strong drop in Sg o, upon addition of 5 % CH, indicates that the O
atoms, which are mainly converted into O, (and CO) in pure CO; splitting, will now be converted into
other compounds upon addition of a H-source, so that nearly no O, is formed anymore. This will be
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discussed in more detail later in the paper. Furthermore, it is clear from Figure 2(a) that the selectivity
towards H; increases, which is desirable as H, is a component of syngas. At low CH4/CO, ratio, the H-
based selectivity towards H,O will be higher.[?!

Figure 2(b) presents the C-based selectivities, as well as the C-balance, which is 100 %. The fact that
Sc,co is sometimes higher than the C-balance is probably due to the error associated with this
selectivity. It is obvious that CO is the dominant product. The slight drop in S¢ ¢ upon increasing CHa4
fraction is due to a rise in the formation of other C-based products, like C;-components. The rise in
Sc,c, from 2 % to 4 % (see Figure 2(b)) is, however, not sufficient to compensate for the drop of 13 %
(with an uncertainty of 6 %) in S¢ o, indicating that also other C-based compounds will be formed,
which are not detected in our GC.

The two main components formed are thus H, and CO (syngas). The H,/CO ratio rises slightly more
than linearly upon increasing CH, fraction, from 0.08 at 5 % CH, to 0.44 at 25 % CH, (see Figure S.2 in
the Supporting Information). This is logical, because CH4 is the only H-source in the mixture. It is clear
that the H,/CO ratio is strongly affected by the gas mixing ratio, and it can be easily tuned by this
parameter, to reach optimum values for later Fischer-Tropsch (FT) or methanol synthesis. It should,
however, be mentioned that the CO and H; yields currently obtained might still be too low for FT or
methanol synthesis, which require high yields of CO and H, feed gas, as obtained from DRM. This is
because the conversion in our current setup is still rather low. In the future, we will try to optimize our
setup to improve the conversion (see further).
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Figure 2. H- and O-based selectivities (a) and C-based selectivities (where C; is the sum of C;He, CH4 and C;H,) as well
as the C-balance (b), as a function of CH, fraction in the mixture.



Comparison of measured and calculated conversion and energy efficiency

We developed a chemical kinetics model to investigate the underlying mechanisms of DRM in our GAP,
as explained below and in the Supporting Information. Before we can use this model for a deeper
analysis, we first need to validate it against the experimental data for conversion and energy efficiency.
Figure 3 illustrates the CO; (a) and CH4 (b) conversion as a function of the CH,4 fraction in the mixture,
for an input power of 500 W (SEl = 0.75 eV/molec) and gas flow rate of 10 L/min. As explained below,
the arc is stabilized in the center of the GAP reactor, and only a fraction of the gas (i.e., 14.8 %; see
details below and in the Supporting Information) will pass through this arc column. However, we do
not only consider the conversion inside the arc column, but also in a certain region around the actual
arc column, which is still at rather high temperature, thus allowing some thermal conversion to take
place. Both contributions are indicated in Figure 3 (a,b) with dashed lines. Adding both contributions
yields the total conversion, which we can compare with the measured conversion. Both the rising trend
in CO; conversion (Figure 3(a)) and the drop in CH4 conversion (Figure 3(b)) are correctly predicted by
the model, and also the absolute values are in very good agreement.

It is also clear from Figure 3(a,b) that only accounting for the conversion in the arc column would
underestimate the total conversion, especially for CH4, where the thermal conversion outside the arc
column appears to be even higher than the plasma conversion. This is attributed to the lower C-H bond
dissociation energy (see above), allowing thermal conversion to occur at lower temperatures. The
relative contributions of the conversion inside the arc and the thermal conversion in the area around
the arc are plotted for both CO; and CH4 in Figure S.3 of the Supporting Information.

Furthermore, it can be deduced from Figure 3(b) that the CH, conversion inside the arc is constant
at 14.8 %, independent from the CH, fraction in the mixture. The reason is that the CH4 conversion
inside the arc is in fact 100 %, but the overall contribution of the arc is limited by the fraction of gas
that passes through the arc, which is predicted to be 14.8 % (see a more detailed discussion below).

Figure 3(c) illustrates the measured and calculated values of the energy efficiency as a function of
the CH, fraction. Again, the agreement is very good, with relative differences between 1.5 and 27 %,
and on average 10 % difference between the values. The rising trend is not exactly the same at low
CH, fraction, which may indicate that the thermal conversion is somewhat overestimated at 5 (and 10)
% CHa, in the mixture. Indeed, the model simply assumes the same area around the arc column where
thermal conversion can take place, but this area will most probably be smaller at low CH, fractions,
because CH, gives rise to a somewhat higher temperature. Obviously, the assumptions made here
about the thermal conversion in a fixed area around the arc are a bit rough, due to the inherent nature
of the OD chemical kinetics model. A more accurate description would require full 3D calculations, 8
but the latter would result in excessively long calculation times when incorporating the complex
CO,/CH4 chemistry. Nevertheless, in spite of the approximations that need to be made in the OD model,
the agreement is quite satisfactory.

In general we may conclude that the model provides quite realistic predictions of the CO, and CH,4
conversion and of the energy efficiency, so that we can use it to investigate the underlying
mechanisms. This will be carried out in the next sections.
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Figure 3. Measured and calculated CO, conversion (a) and CH4 conversion (b), as well as energy efficiency (c) as a
function of the CH, fraction in the mixture. The individual contributions of the conversion inside the arc and in the
thermal area around the arc are indicated in dashed lines in (a) and (b).

Calculated plasma characteristics

Before analyzing the underlying chemical reactions of the CO, and CH,4 conversion, we first provide
information on the plasma characteristics in the arc column, which help to understand the
mechanisms. The important characteristics inside the arc column, defining the plasma chemistry and
thus the CO, and CH4 conversion, are the gas temperature, electron temperature and density, and the
vibrational temperature, which gives information on the degree of vibrational excitation (see below).

The gas temperature can in principle be calculated in the model (see Supporting Information), but
in this study we assume certain values, based on 3D fluid dynamics simulations®®! and measured
data from literature.’®? Indeed, to obtain realistic calculations with this 0D model, we would need more
accurate data on the energy released by some chemical reactions and on the effect of vibration-
translation relaxation of the CO, vibrational levels upon collision with CH4, and these data are not
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available in literature. Furthermore, the effect of turbulent heat conductivity has also been
demonstrated to be very critical in a GAP, yielding a significant drop in gas temperature,’® and this
effect cannot be accounted for in a 0D model.

In Figure 4(a) we plot the assumed gas temperature profile inside the arc column (solid line) and in
the thermal area around the arc (dashed line), as a function of position in the reactor. These values are
assumed to be independent of the gas mixing ratio, which might be an approximation, but subtle
differences for different gas mixtures would lie within the uncertainty of these values. The gas enters
the arc column at room temperature, but is quickly heated to about 3500 K after 0.5 cm. The gas in
the thermal area around the arc column rises more slowly, up to a value of 2700 K after about 1.2 cm.
At this temperature, thermal conversion of CO; and CH,4 will indeed take place, as revealed by thermal
conversion calculations.?

(a)
3500

3000+ Arc column

= = Thermal area
2500 -

2000 1

Gas temperature (K)

1.5

1.01

f—5%
—10%
05+—15%
—20 %

25 %
0.0 B ;

0 1 2 3

Electron temperature (eV)

(c)
2.5x10"

2.0x10'%

1.5x10"%

1.0x10"

Electron density (cm™)

5.0x10""' A

0.0

0 1 2 3
Position (cm)
Figure 4. Assumed gas temperature inside the arc column (solid line) and in the thermal area around the arc (dashed
line) (a), as well as calculated electron temperature (b) and electron density (c) for different CH, fractions in the
mixture, as a function of position in the arc. The gas temperature is assumed to be independent from the gas
composition.



The calculated electron temperature and density are plotted in Figure 4(b,c) for different CH,4
fractions in the mixture. In the beginning of the arc column the electron density is still low, so that all
the applied electrical energy is distributed over a limited number of electrons, explaining the high
electron temperature in the beginning of the arc column. This electron temperature is a bit higher than
expected for a GA,[M! but it does not really affect the calculated plasma chemistry, because of the low
electron density in this region. After about 0.5 cm, the electron density rises, and as a consequence,
the electron temperature drops to values of about 1.0 — 1.5 eV (for different CH, fractions), which are
indeed typical values expected for a GA.[Y! The electron temperature slightly drops upon higher CH,
fraction in the mixture, which is due to the slightly lower values of the reduced electric field (i.e., ratio
of electric field over gas density, E/n, typically expressed in Td; 1 Td = 1021 V m?2). Indeed, the latter is
calculated in the model to be 57 Td and 22 Td, for 0 % and 25 % CH, fraction, respectively. Furthermore,
a higher CH,4 concentration yields a higher electron density, due to the lower ionisation potential of
CH4 (12.61 eV) vs CO, (13.78 eV).

Besides the gas temperature and electron temperature, also the vibrational temperature is an
important characteristic of the GAP, because the vibrational levels play a key role in energy efficient
CO; dissociation. To calculate the vibrational temperature, we plot in Figure 5 the vibrational
distribution function (VDF) of the 21 asymmetric mode levels of CO, (v1— Vv21), as well as the 4 effective
symmetric mode levels (v, — vg; see details about these levels and their notation in the Supporting
Information), both inside the arc column and in thermal area around the arc. According to our
calculations, the VDF is independent from the CH, fraction in the mixture. The faster drop of the VDF
for the asymmetric mode levels in the thermal region will yield a somewhat lower vibrational
temperature. The latter is a measure for the degree of vibrational excitation, and can be calculated as
follows from the VDF, in case of a Boltzmann distribution for the asymmetric mode levels:

21
T ol o
where E,, is the energy of the n-th asymmetric vibrational level of CO,, n,, is the density of this level,
and ng is the density of CO; in the ground state.

The vibrational temperature of the asymmetric mode levels is calculated to be about 3400 K inside
the arc, and about 2800 K in the thermal area around the arc, which (more or less) corresponds to the
gas temperature adopted in both regions. This indicates that the VDF is quasi-thermal. Indeed, no
overpopulation of the higher vibrational levels is observed in Figure 5. The same behavior is also seen
in a GAP and a classical GA operating in pure CO,,%3% as well as in a MW plasma in pure CO,, when
operating at atmospheric pressure.!® Only in a MW plasma at reduced pressure, an overpopulation of
the higher levels was observed,®%9 because of the less important role of thermalization due to
vibration-translation relaxation.

On the other hand, the electron temperature is much higher than the gas temperature and the
vibrational temperature (i.e., 1 — 1.55 eV, or 11,000 — 18,000 K vs. 3400 — 3500 K in the arc). This
indicates the non-equilibrium character of the GAP, and thus it explains why the CO, and CH,4
conversion in the GAP are quite energy efficient, because the electrons are energetic enough to
activate the gas by ionization, excitation and dissociation. Nevertheless, if the vibrational temperature
would be higher than the gas temperature, due to overpopulation of the higher vibrational levels of
CO,, the CO; conversion would still be more energy efficient. A possible way to realize such

overpopulation of the higher vibrational levels could be operating at lower gas temperature, in
combination with a higher power,®® or operating at reduced pressure, as demonstrated for MW



plasmas!®% (see above). However, the latter is not beneficial for industrial applications, and the cost
of the vacuum system would also have to be accounted for in the overall energy efficiency.
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Figure 5. Vibrational distribution functions (VDFs) of all vibrational levels of CO, included in the model, both in the arc
column and in the thermal area around the arc. These VDFs were found to be the same for all gas mixing ratios
investigated. The notations of the vibrational levels are explained in the Supporting Information.

Calculated species densities inside the plasma
In Figure 6 we plot the densities of the most important plasma species at the end of the arc column,

as a function of the CHafraction in the mixture. We don’t make a distinction between ground state and
(vibrationally or electronically excited) levels of the various molecules, and we just plot the sum of
both. 84 % of the CO, molecules is found in the vibrationally excited levels. For CO, O, H, and CHg, this
fraction is much lower, i.e., 39 %, 24 %, 4 % and less than 1 %, respectively, and the fraction of
electronically excited levels is also of minor importance. For other molecules in the mixture, no
vibrational levels are accounted for (see details in Tables S.1 and S.2 in the Supporting Information).

The CO density is higher than the CO, density (see Figure 6(a)), indicating that most of the CO; is
converted inside the arc column. However, for the overall conversion, we also have to account for the
fraction of CO; gas than cannot pass through the arc column, explaining why the overall conversion is
much lower (cf. Figure 3 above). The same applies to the CH4 density (see Figure 6(b)), which is
extremely low, as it is entirely converted to H, and higher hydrocarbons inside the arc column. The
densities of O, and O are only significant in pure CO; and they drop considerably upon higher CH,4
fraction in the mixture. This drop was also reflected in the measured O-based selectivity of O, (cf.
Figure 2 above). Indeed, the O atoms, which recombine into O, (and CO) in the pure CO; plasma, will
now recombine with H atoms, originating from CH,, into OH, H,0, CH3sOH and CH,0, although the
densities of the latter species are still quite low (cf. Figure 6(b). The most important products are
indeed CO and H,, along with H,0. The predominant formation of CO and H; could also be deduced
from our experimental selectivities (see Figure 2), but the H,0 could not be quantified, due to a very
broad band in our GC. Nevertheless, the fact that the sum of the O-based selectivities was not 100 %
indicates that a considerable fraction of H,O will indeed be formed. In addition, oxygenated
compounds could be formed, but our model reveals that their densities are much lower. Most probably
a catalyst is needed to obtain higher concentrations of these compounds, which we will investigate in
the future.

Upon increasing CH4 fraction in the mixture, more H atoms will be converted into H,, as is clear
from Figure 6(a). Furthermore, Figure 6(b) reveals the following trend for the C,-compounds:

CoHe < C3Hs < CHa < CoH3 < GiH3
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This is in contrast to results observed for a DBD, where C,Hs was obtained with the highest
concentration of all hydrocarbons, due to recombination of CHs radicals.? This can probably be
explained by the higher temperature in the GAP, leading to more dehydrogenation of C;Hs, upon
electron impact reactions or collisions with O atoms.!*°!
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Figure 6. Densities of the most important plasma species at the end of the arc column, as a function of the CH, fraction
in the mixture.

Chemical kinetics analysis of the underlying processes

The model allows us to obtain a better insight in the loss and formation processes of CO; and CH,4, from
which we can explain the experimental trends of the CO, and CH4 conversion upon rising CH, fraction
in the mixture (cf. Figure 1 above). A detailed analysis of these loss and formation processes is
presented in the Supporting Information (Figures S.4 — S.7). Based on this analysis, we plot in Figure
7(a,b) the relative contributions of the main processes responsible for the (net) conversion of CO, and
CHys, as a function of the CH4 fraction in the mixture.

Figure 7(a) illustrates that without CH, addition, the reaction of CO; (mainly in the vibrational levels;
see Supporting Information) with either O atoms or any other molecules (indicated as M) is the most
important for the conversion of CO,. The reaction with O atoms becomes dominant at 5 % CH, in the
mixture, but at larger CH, fractions, both processes become less important, while the reaction of CO;
(again mainly in the vibrational levels; see Supporting Information) with H atoms becomes dominant,
with contributions up to 80 % and more. Electron impact dissociation, both from the CO, ground state
and vibrational levels (see Supporting Information), contributes for about 10 — 20 % to the total CO;
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conversion. It is also clear from Figure S.5 in the Supporting Information that the net CO; loss rate rises
upon increasing CH,4 fraction, and this is of course attributed to the increasing importance of the
reaction with H atoms. Hence, the dissociation of CO; upon collision with H atoms explains why the
CO; conversion rises upon increasing CH, fraction in the mixture (cf. Figure 1).

As shown in Figure S.4 of the Supporting Information, the backward reaction of the most important
loss process for CO; in the CO,/CH4 mixture (CO, + H - CO + OH), i.e., the reaction of CO with OH
radicals, forming again CO, and H atoms, is nearly equally important as the loss (i.e., forward) reaction,
especially at low CH4 fractions. Therefore, this reaction does not contribute to CO, conversion at 5%
CH4 in the mixture, and only becomes important at larger CH,4 fractions, as is clear from Figure 7. Note
that this backward reaction was also the limiting factor in CO, conversion in a DBD operating in a
CO2/H,0 mixture,® and it became even more important at higher H,O fractions in the mixture,
explaining why adding H,O resulted in a drop in the CO; conversion.®® The situation is a bit different
in our case, because at higher CH, fractions, the H atoms, formed upon dissociation of CH,4, play a more
important role in the CO, conversion, i.e., the forward (loss) reaction upon collision with H atoms
becomes more important than the backward reaction (production of CO,).

In Figure 7(b) we plot the relative contributions of the net processes contributing to CH, conversion,
as a function of the CH4 fraction in the mixture. The reaction of CH; with OH radicals is by far the most
important, with a contribution of 75 % at low CH, fraction, decreasing to 45 % at the highest CH,4
fraction investigated, because of the somewhat lower OH concentration in the mixture (cf. Figure 6(a)
above). At the same time, the reaction with C;Hs radicals becomes gradually more important, as the
density of these radicals rises with increasing CH, fraction (cf. Figure 6(b) above). Furthermore, the
reaction of CH, with H or O atoms, or with C3Hs radicals, also plays a minor role, as appears from Figure
7(b). The C;Hs and C3Hs radicals, as well as the H atoms, of course originate from CH,. The H atoms are
mainly formed by CH, dissociation into radicals, while the C;Hs and CsHs radicals are mainly formed
inside the arc out of CH; radicals (created by electron impact dissociation of CH4) through the following
pathways:

CHy+CH; > CHs ; CGiHa+H - CHs + H,

CH,+CH; > CHa+2H ; CHy+ CHs 2 C3Hs

CHs+H+M = CHg + M ; CsHe - CoHs + CH;s
Besides, in the region near the arc, the following pathways also contribute to the formation of C;H3
and CsHs radicals:

CH3+CH3 > CHs+H ; GGHs+ M 5> GHs+ H+ M

CHa+H > CHs + Hy
CoHs + CH3 = CsHg > CsHy+ H ; CsH7 > CaHg+ H ;
CsHe = CsHs + H
Hence, the higher the CH, fraction in the mixture, the higher is the effective CH, conversion (see Figure
1(b)), and thus the higher is the density of the C;Hs and CsHs radicals (see Figure 6(b)), and thus the
larger is their contribution to the CH4 conversion, as can indeed be deduced from Figure 7(b).

Finally, it is clear from Figure S.7 in the Supporting Information that the net CH4 loss rate rises upon
increasing CH, fraction. This is mainly due to the increasing CH, density in the mixture, and it explains
why the measured effective CH; conversion rises upon increasing CH4 fraction (cf. Figure 1(b)).
However, the absolute CH4 conversion drops (cf. Figure 1(a)), and this is mainly attributed to the major
loss process, i.e., the reaction of CH; with OH radicals, which becomes gradually less important at
higher CH, fraction in the mixture.
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Figure 7. Relative contributions of the main processes responsible for the (net) conversion of CO, (a) and CH,4 (b), as a
function of CH4 fraction in the mixture.

Conclusions

We present here the dry reforming of methane (DRM) in a gliding arc plasmatron, for different CH,4
fractions in the mixture, by a combination of experiments and chemical kinetics modeling. The CO; and
CH4 conversions reach their highest values of around 18 and 10 %, respectively, at 25 % CH, in the gas
mixture, corresponding to an overall energy cost of 10 kJ/L (or 2.5 eV/molec) and an energy efficiency
as high as 66 %. The latter is above the required energy efficiency target, stated in literature to be
competitive with classical thermal DRM (i.e., 60 %).2! CO and H, are the major products, with some
smaller fractions of C;Hx compounds formed, as well as H,0, which could however not be quantified
in our GC.

A very good agreement is reached between the measured and calculated conversions and energy
efficiency, so we can use the model to elucidate the underlying chemical processes. The model reveals
that, besides the conversion inside the arc plasma column, some (thermal) conversion of CO, and CH4
also takes place in the area around the arc column, which is still characterized by relatively high
temperature. Inside the arc column, the electron temperature is much higher than the gas
temperature, indicating the non-equilibrium character of the plasma, which explains the good energy
efficiency of this process. Indeed, the electrons activate the gas molecules by electron impact
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excitation, ionization and dissociation, creating reactive species which can more easily form new
molecules. The model also demonstrates the important role of the CO; vibrational levels. Indeed, most
of the CO; conversion takes place upon reaction of the CO, vibrational levels with radicals from the
plasma. The vibrational distribution function (VDF) is, however, in thermal equilibrium with the gas
temperature. A higher energy efficiency would still be possible if the higher vibrational levels of CO,
could be overpopulated, e.g., by operating at low temperatures (in combination with high electric
power) or lower pressure.

The CO; conversion clearly rises upon increasing CH4 fraction in the mixture, and this is explained
by the model due to the reaction of CO, (mainly in vibrationally excited levels) with H atoms, formed
upon dissociation of CHs. The main process responsible for CHs conversion is the reaction with OH
radicals. Furthermore, reactions with other radicals, such as C;Hs, H, O and CsHs, also play a non-
negligible role in the CH4 conversion.

Our results demonstrate that a gliding arc plasmatron is very promising for DRM, also in comparison
with other plasma types, certainly when considering the energy efficiency (or energy cost). The
conversion, however, should be further improved. The latter is now limited by the fraction of gas that
passes through the plasma column. Indeed, the conversion inside the arc plasma column itself ranges
between 51 and 81 % for CO, and is already 100 % for CH,, but a significant fraction of the gas (~ 85 %)
does not pass through the plasma column, therefore lowering the overall conversion in the GAP. We
believe that we should be able to enhance the gas fraction treated by the arc, by modifying the reactor
design (i.e., anode and cathode configuration), enabling the arc to be developed and extend in a larger
region of the reactor, or by modifying the gas inlet configuration, enabling a larger gas fraction to pass
through the arc. To realize such modifications, more insight is needed in the gas flow dynamics, which
is beyond the scope of the present OD chemical kinetics model, but which we are currently
investigating by 2D and 3D fluid dynamics modeling,’®#! and on which we want to further elaborate
in the future, by particle tracing simulations.

Finally, the current experiments were limited to a maximum CH, fraction of 25 %, hence well below
a stoichiometric mixture of DRM. Indeed, higher CH, fractions yielded an unstable plasma due to
limitations of the power supply, which was designed for the GAP in pure CO.. In the future, we would
like to perform experiments for larger CH, fractions, corresponding to a stoichiometric mixture of DRM,
where we expect higher conversions, based on the trend of our current results. The latter would also
be necessary if the formed CO/H, mixture is further used as feed gas for methanol synthesis or for the
FT synthesis of hydrocarbons.

Experimental Section

Description of the experiments
Figure 8 presents a schematic picture of the experimental setup. The GAP consists of two cylindrical

electrodes, made of stainless steel (316). The cathode forms the reactor body, while the reactor outlet
is at anode potential (see also figure 9 below). The cathode has a diameter of 17.50 mm and a length
of 10.20 mm, while the anode length and diameter are 16.30 mm and 7.08 mm, respectively. In
addition, the inlet region has a width of 3 mm. This yields a reactor volume of 3.82 cm3. The setup can
be used with different anode diameters, but the present configuration yields the most pronounced
reverse vortex flow, as revealed by computational fluid dynamics simulations, providing the best CO;
conversion and energy efficiency.”!
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Figure 8. Schematic picture of the experimental setup.

A high voltage (HV) is applied to the GAP, by means of a direct current (DC) power source. The
voltage is measured by a high voltage probe (Tektronix P6015A). The current is obtained by measuring
the voltage over a resistor of 10 Ohm with a 10x probe. All electrical signals are recorded by a digital
oscilloscope with two channels (Tektronix TDS2012C). The current and voltage inside the GAP are 0.27-
0.33 Aand 0.8-1.0 kV, respectively. The plasma power is calculated from the product of plasma voltage
and current over a certain time.

The gas flows in the reactor by six tangential inlets, each with a diameter of 1.6 mm, giving rise to
a vortex flow profile. The experiments are performed with a total gas flow rate of 10 L/min, controlled
by thermal mass flow controllers (Bronkhorst), and different fractions of CH4 in the mixture, i.e., 0, 5,
10, 15, 20 and 25 %. The outlet of the GAP is connected to a tube, in which a thermocouple measures
the temperature of the outlet gas. The gas is further analyzed in a gas chromatograph (GC). All
experiments are carried out in triplicate. Details on the gas analysis, including more information on the
gas chromatograph and the way to correct for gas expansion, as well as the formulas to calculate the
CO; and CH4 conversion, the product selectivities and energy efficiency and energy cost, are given in
the Supporting Information.

Description of the chemical kinetics model

The model presented in this paper is a 0D chemical kinetics model, called ZDPlasKin.Y! It solves the
continuity equations for the various plasma species densities, based on production and loss rates:

dn;
d—T; = Z [(afj — af;)k; an] (2)
7 !

n; is the density of species i, aﬁ- and a{-“]- are the stoichiometric coefficients of species i at the left and

right hand side of reaction j (R1). n; is the density of species [ at the left hand side of the reaction, and
k; is the reaction rate coefficient of reaction j. Reaction j can in general form be expressed as follows:

asA + agB (+5¢) L acC+ apD (+6¢) (R1)
A, B, C, D are the various species, and a4, ag, ac, ap are their stoichiometric coefficients. d¢ represents
the energy needed or released by the reaction. More details about the model can be found in the
Supporting Information.

In principle, ZDPlasKin can also calculate the gas temperature by a heat conservation equation, but
in this work, we apply a certain temperature profile as input in the model, starting from room
temperature at the inlet of the arc column, until 3500 K. This is based on 3D fluid dynamics
simulations®Y and experimental values®? from literature.
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134 different plasma species, including 20 neutral molecules, 37 charged species (i.e., positive and
negative ions, as well as the electrons), 24 radicals and 53 excited species, are included in the model.
A complete list of these species is given in Table S.1 of the Supporting Information. All these species
interact with each other by a large number of chemical reactions, including various (i) electron impact
reactions; (ii) electron-ion recombination reactions; (iii) ion-ion, ion-neutral, neutral-neutral reactions;
(iv) vibrational-translation (VT) relaxations; and (v) vibrational-vibrational (VV) relaxations.

Application of the 0D model to the GAP
The model is applied to the GAP reactor used for the experiments, considering exactly the same

dimensions and operating conditions (gas flow rate of 10 L/min, CH, fractions in the mixture ranging
from 0 % to 25 %, plasma power of 500 W, corresponding to an SEI of 0.75 eV/molec). A schematic
diagram of the GAP, including the dimensions, is presented in Figure 9. The arc plasma column inside
the GAP isillustrated by the red rectangle. Because the gas enters the GAP reactor by tangential inlets,
it follows a vortex flow pattern. As the outlet (anode) diameter is smaller than the reactor body
(cathode part) (see Figure 9), the gas will first move upwards in a so-called forward vortex flow
(indicated in Figure 9 by the solid spiral) and when it arrives at the top of the reactor, it will have lost
some speed by friction and inertia, so that it will travel downwards in a smaller so-called reverse vortex
flow, which is more or less captured by the arc column (see dashed spiral in figure 9). This vortex flow
indeed results in stabilization of the arc column in the center of the GAP reactor, as predicted by 3D
fluid dynamics modeling. %Y Since the plasma confined in the inner vortex gas flow is more or less
uniform,®84 we can assume a constant power density applied to the gas, during its residence time in
the plasma column. Hence, OD modeling of this kind of plasma is justified. Indeed, the 0D model
calculates the species densities as a function of time, and spatial variation by means of transport is not
considered. Nevertheless, by means of the gas flow rate, we can convert the temporal variation
calculated by the model into a spatial variation in the arc plasma column, and vice versa. The arc
plasma column is thus considered as a plug flow reactor, where the plasma characteristics vary as a
function of distance travelled by the gas within a certain residence time, in the same way as they would

vary as a function of time in a batch reactor.

4 mm

— 10.20 mm
{cathode)

+'_ e '*-':— 3.00 mm
: 7 {inlet) - 29.50 mm

QCOz,reactor

~ 16.30 mm
(anode)

g
QCOz,arc
L 2

QCOz,rest (= Qcoz,thermal)
Figure 9. Schematic picture of the GAP, with indication of the dimensions, as well as the outer vortex (solid spiral) and
inner (reverse) vortex (dashed spiral). The red frame indicates the arc plasma column, while the blue part indicates the
region where thermal conversion takes place.
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Calculation of the total CO, and CH4 conversion in the GAP
We can calculate the conversion of CO; (as well as of CH,) after passing through the arc column

with the following formula:

0, =(1
XCOz,arc(/O) < nCOZ,i - v;

Nco, is the CO, density (in m3) and v is the gas velocity (in m s). The indices i and e stand for the

Ncose Ve

>-1oo % 3)

values at the beginning of the arc (hence at room temperature) and at the end of the arc (fixed at 3500
K). Because the arc does not fill the entire GAP reactor volume (see Figure 9), not all the gas will be
converted by the arc. Hence, to calculate the overall conversion, we have to multiply with the fraction
of gas that passes through the arc column, as determined by the fluxes (see Supporting Information).
This yields a fraction of 14.8 % of the gas that passes through the arc. The remaining 85.2 % can,
however, still be converted thermally in the area around the arc column, which is still characterized by
a high temperature (i.e., up to 2700 K; see Figure 4(a)). The conversion in the thermal part
(Xco, thermat) is calculated with a similar formula as formula (3). The total CO, conversion is then the

sum of the conversion inside the arc column (X¢o, arc X 14.8 %) and the thermal conversion in the area

around the arc column (Xco, thermat X 85.2 %). The same applies to the CH, conversion. The energy
efficiency is determined from the total CO, and CH4 conversion, in the same way as in the experiments
(see Supporting Information: Formula 9).
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We investigate the dry reforming of CH,in a Gliding
Arc Plasmatron, for different CH, fractions. We also
present a chemical kinetics model, to investigate
the underlying chemical processes. It reveals that
the reaction of CO, with H radicals is responsible for
the rising CO, conversion upon rising CH4 fraction.
The excellent energy efficiency can be explained by
the non-equilibrium character of the plasma, where
the electrons mainly activate the gas molecules,
and by the important role of the vibrational kinetics
of COz.
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Details on the experiments
Gas analysis

The gas chromatograph used is a compact gas chromatograph (CGC) of Interscience. One
measurement takes only 400 s, which is much shorter than for classical GCs. The CGC is equipped with
three different ovens, each with a separate column and detector. The first channel has a Rtx-1 column
and a flame ionization detector (FID), which can be used to measure alkanes, alkenes and alkynes. The
other two channels make use of thermal conductivity detectors (TCDs). The middle channel has two
columns, a molecular sieve (Molsieve 5A) and a RT-QBond, and the TCD measures the permanent
gases, like Oz, N, CO, H; and CH4. The last channel has two RT-QBond columns, which allow the
separation of CO,, lower hydrocarbons (up to C3), alcohols, aldehydes and ketones.

First a calibration is performed for the compounds to be detected, namely CO,, CO, O,, CHg4, H,, CoHs,
C;Hs and CyHe. CH; and C;Hs cannot be separated with the CGC. However, because of their low
concentrations (see also Figure 6(b) in the main paper), the C;-compounds (C;Hn ; n = 2, 4 or 6) are
considered as one compound. H,0 is detected as a broad band, which cannot be quantified. Higher
hydrocarbons and oxygenated compounds cannot be detected with this CGC.

Determination of the CO, and CH; conversion

By analyzing the gas mixture with and without plasma, we can calculate the CO; and CH,4 conversions
by Formula (1). C; (iny and C; (our) are the concentrations of component i (CO2 or CHs) measured after
passing through the GAP without plasma (blank measurement) and with plasma, respectively. a is a
correction factor, explained in the next section.

Ciron — o+ Cs
¥ (%) = —-0) G L9 100 9 i = CO, or CHa (1)
t(In

Besides this (absolute) conversion, we also determine the effective conversion for both CO, and CH,,
accounting for the fraction of this component present in the initial gas mixture:

Xetri (%) = x;(%) - fraction; i=CO, or CHy (2)

The total conversion is the sum of both effective conversions, and is of interest to compare mixtures
with different CO,/CH, ratios.

Correction factor for the gas expansion

The correction factor ‘a’ in Formula (1) accounts for gas expansion taking place during the reaction.
Indeed, both in pure CO; splitting and dry reforming of methane (DRM), the number of molecules rises

1



during reaction, so the volumetric flux will rise as well. Because the GC always samples the same
volume of the gas flow, neglecting this correction factor, which is done in most papers on plasma-
based gas conversion, would overestimate the conversion.™ Indeed, the sample loop of the GC has a
fixed volume, so that gas expansion will yield a pressure rise. However, the GC always samples at
atmospheric pressure, so part of the gas will be lost before being injected in the GC. Hence, the number
of molecules that will arrive in this sample volume is lower than the original number in the outlet flow.
Thus, less molecules will be measured in the sample, which manifests itself as a higher conversion.

To account for this gas expansion, we add an internal standard (N,) to the outlet gas flow. Using an
internal standard has several advantages: (i) it is easy to implement; (ii) no extra calibration is needed;
(iii) it has no effect on the reaction processes; (iv) it can be used with every gas mixture.!!

By comparing the peak surface area of N, in the chromatogram with and without plasma, we can obtain
the correction factor a (Formula (3))™*! assuming that the ratio of the surface areas is proportional with
the ratio of the fluxes.
AN, blank
= (14 B) - B @)
N,,plasma
B is equal to the ratio of the gas flow rate of the internal standard with respect to the total gas flow
rate in the GAP (Formula (4)). In this work we always use 10 % of the total gas flow rate as internal
standard (3 = 0.1), hence for a total gas flow rate of 10 L/min, we add 1 L/min N; as internal standard.

®geandara _ 8as flow ratey,

(4)

cl)efﬂuent gas flow rateC02+CH4

By adding the internal standard, we need to correct the measured concentrations (C,,) by means of
Formula (5) and (6), for the blank measurements and the plasma measurements, respectively.l!

cblank — Crl;llank(l + B) (5)
cplasma _ Cgllasma (1 + E) (6)
04

In the following, we always use the corrected concentrations.

Determination of the specific energy input (SEIl), energy efficiency and energy cost

The SEl is calculated from the plasma power and the gas flow rate:

Pplasma (kW)

SEI(Jcm3) = SEI (K L) = —
gas flow rate (L min™)

- 60 (s min™) (7)

It can also be expressed in eV/molec:

SEI(kJ L) * Vil (Lmol™) - 103(J k1)
1,6.109(J ev?) - 6,022. 1023 (molec mol ™)

SEl (eV molec?) = (8)

Vmol is the molar volume, being equal to 22.4 L mol™ (at 0 °C and 1 atm).
The energy efficiency () is calculated as follows:
- Ceooun " Hrco = (Xen, * Cenyny “ Hren, T Xco, * Ceo,ny * Heco,)
" SEI (k) L) - Vpyoy (Lmol™)

Hg is the enthalpy of formation (Hgco=-110,5 kl mol™; Hecy, = -74,8 ki mol™; Heco, = -393,5 k) mol™).
The SEl is converted into kJ mol? by means of the molar volume. This definition yields the chemical
energy efficiency. For the sake of completeness, the enthalpy of formation of C;H, (n = 2, 4 of 6), and

(9)



of other possible (oxygenated) compounds, should be accounted for in the numerator. However, due
to the nearly negligible concentrations of these products, these terms can be neglected here.

Finally, the total energy cost (EC) is expressed as:

SEl (eV molec™) (10)

ECtota(eV molec?) =
Xtotal

Determination of the product selectivities and carbon balance

The C-, H- and O-based selectivities of CO, the C,-based hydrocarbons (C;H,; n = 2, 4 or 6, expressed
as Cy), H2 and O,, are calculated as follows:

a- CCO(out)

Scco = (11)
(Ceo,(in) — & Cco,(out)) + (Cerycin) — & CcH, our))

S _ 2-a- CCZ(out) (12)

CC, =
2 (Ceo,m) — @ Cco,(outy) + (Cer,(in) — @ Cen, (out))
a-Cy (out)
SHH = 2 (13)
e 2 (CCH4(in) —ar CCH4(out))
a-Co (out)
So0,0, = : (14)

" Cco,(in) — @ Cco,(out)

Finally, to determine the ratio of the total number of C atoms in the products vs in the reactant, we
calculate the carbon balance:

- (Ccocouty + Cco,(out) + Cct,out) + 2 Ce,(out))

be (15)

Cco,(in) T CcH,(oun

Details on the computational model
0D model ZDPlasKin

ZDPlasKin (i.e., Zero-Dimensional Plasma Kinetics solver)®? is a Fortran 90 computer code developed
to calculate the species densities and the gas temperature as a function of time in non-equilibrium
plasmas, by means of conservation equations. The species densities are calculated by continuity
equations, based on production and loss rates. A large number of chemical reactions are included. The
rate coefficients k; for reactions between heavy particles are adopted from literature, as a function of
gas temperature. The rate coefficients for reactions of electrons depend on the electron energy (and
thus on the electron energy distribution function - EEDF), which is defined by the electron temperature
or the reduced electric field (i.e., ratio of electric field over gas density; E/n). The latter is calculated by
means of a Boltzmann solver (Bolsig+?!), integrated in ZDPlasKin. This Boltzmann solver solves the
Boltzmann equation for electrons, resulting in the EEDF. To solve this equation, we need to know the
cross sections of the various elastic and inelastic collisions that can affect the EEDF. These cross
sections are adopted from literature.l*® The rate coefficients (k]-) for reactions with electrons are
calculated as:

400
2

K = f G (Ofe(e) | de (16)
0 e

¢ is the electron energy, g; (&) the cross section of the j-th reaction, f,(¢) the EEDF and m, the mass
of an electron (9.1094x1073! kg).



The electric field (E in V.m™) is calculated by the so-called local field approximation:!”’
E=.,P/o (17)

P is the power density (in W m3) and o is the plasma (specific) conductivity (in A V' m™), which is
estimated in the beginning of the simulation as follows:!"!

2
e - n . .
e, linit (18)
me Uy

g =

e is the charge of an electron (1.6022x10™*° C), n, i the initial electron density (in m™), m, the mass
of an electron (cf. formula (16)) and v, the collision frequency (in s?). The plasma conductivity is
updated during the simulations by:")

_ € Vg N,

(E/n)previous "Ny
vgq is the drift velocity of the electrons, calculated with Bolsig+, and (E/n)prepious is the reduced
electric field in the previous time step.

o (19)

Finally, the power density, P, is obtained from the arc volume and the plasma power. The latter is
simply obtained from the experiments (see main paper and see also Figure S.1 below). The arc volume,
however, cannot easily be obtained from the experiments. Nevertheless, based on a 3D fluid plasma
model, the movement of the arc in the GAP was simulated,® and it was revealed that the arc has a
radius of about 1 mm. However, the temperature just outside the arc is still high enough to induce a
plasma. Moreover, the 3D simulations were carried out for argon, and we may expect that the
temperature outside the arc column is higher for a molecular plasma like CO,, because of the vibration-
translation (VT) relaxations, causing a rise in temperature. Not much is known in literature about the
effect of CH4 on these VT relaxations and the associated heating, but we can safely assume that the
arc radius will be larger than 1 mm. In our simulations we assume an arc radius of 2 mm. Combined
with the length of the cathode (10.20 mm) and anode (16.30 mm) and the inlet of 3 mm (see Figure 9
of the main paper), this yields a plasma volume of 0.37 cm?3.

Details of the chemistry set

The chemistry set for the conversion of CO, and CH, (i.e., dry reforming of methane, DRM) in our GAP
is based on the chemistry set for DRM in a DBD,® but extended with the vibrational levels of CO,. The
latter are not included in the chemistry set of the DBD, because vibrationallly excited species have a
negligible effect in a DBD, while they are crucial for the dissociation process of CO; in a GAP, due to
the lower values of the reduced electric field.®% The vibrational levels of CH, are limited to the first
two levels, because it is known from literature that they have a much smaller population than the
vibrational levels of CO,.1%

The various plasma species considered in the model are listed in Table S.1. The symbols ‘V’ and ‘F’
represent the vibrational and electronic excited levels of CO,, CO, O,, CH; and H,. All 21 levels (V1-V21)
of the asymmetric stretch mode of CO, (00n), up to the dissociation limit of 5.5 eV, are included,
because this asymmetric vibrational mode is the most important for energy-efficient dissociation of
C0,.1"% Besides the 21 levels of the asymmetric stretch mode of CO,, also four (combined) lower lying
levels of the symmetric stretch and bending modes are included in the model. Only one electronically
excited level of CO, (E1), with a threshold energy of 10.5 eV, is considered, because the other low-lying
energy levels immediately give rise to dissociation. The notation, energy and identification of all
excited levels is given in Table S.2.



Table S.1: Overview of the species included in the OD model. An explanation of the notation of the
excited species is given in Table S.2.

Neutral molecules Charged species Radicals Excited species
electrons

CO,, CO CO,*, CO4*, COY, C0,C G CO; (Va, Vb, V¢, Va),
G0, C,05%, G047, CO; (V1-Va1), COz (E1: 10,5 eV)
C2+, C+, CO3_, COs CcO (V1-V10), CcO (El-E4)

0, 03 0%, 0y, 047, 0, O 0] 02 (V1-Va), 02 (E1-E»)
O3, O4

CHq4 CHs*, CH4*, CH5", CHs, CH,, CH CH4 (V1, V2)
CH,*, CH*

CaHe, CoHa, C2Hs", CoHs™, CoH4, CzHs, CoHs, CH

CH2 CoHs*, G Hy', CoH*

CsHg, CsHe CsHy, CsHs

Ha Hs*, Ho*, HY, H™ H H2(V1-V3), Ha(E1), H(*P)

H,0, H,0, H30*, H,0*, OH*, OH" OH, HO,

CH,0, CH30H, CHO, CH,0H,

CHsOO0H CHs30, CH30,

C,HsOH, C;HsO0H C,HO, CHs3CO

CHsCHO, CH,CO CH,CHO, C3Hs0,

C2Hs0,

Table S.2: Notation, corresponding energy and identification of the excited levels considered in the
model and listed in Table S.1.

Notation Energy (eV) Identification
Symmetric vibration CO2(Va) 0.083 (010)
modes of CO; CO; (V) 0.167 (020)+(100)

CO, (Vo) 0.252 (030)+(110)

€O, (V) 0.339 (040)+(120)+(200)
Asymmetric vibration CO2 (V1) 0.29 (001)
modes of CO; CO, (V2) 0.58 (002)

CO, (Vs) 0.86 (003)

CO; (V) 1.14 (004)

CO;, (Vs) 1.43 (005)

CO, (Ve) 1.70 (006)

€O, (V) 1.97 (007)

CO, (V) 2.24 (008)

CO;, (Vs) 2.51 (009)

CO; (V10) 2.77 (0010)

€O, (V1) 3.03 (0011)

CO> (V12) 3.29 (0012)

€O, (V13) 3.55 (0013)



CO, (V1a) 3.80 (00 14)
CO, (V1s) 4.04 (0015)
CO, (V1g) 4.29 (00 16)
CO, (V17) 4.53 (0017)
CO, (V1s) 4.77 (0018)
CO; (V1o) 5.01 (0019)
CO; (V20) 5.24 (00 20)
CO; (V21) 5.47 (0021)
Electronically CO; (Ey) 10.5 n,
excited levels of CO,
Vibrational levels of CO CO (V1) 0.266
CO(Va) 0.528
CO(Vs) 0.787
CO (Va) 1.040
CO(Vs) 1.300
CO (Ve) 1.540
CO(V7) 1.790
CO (Vs) 2.030
CO (Vs) 2.270
CO (V10) 2.510
Electronically excited CO (Eq) 6.22 AN
levels of CO CO (Ey) 7.90 Aln
CO (E3) 10.4 A33, D3A, E33, B33
CO (Eq) 10.6 C's, E'n, B3, I'5, DA
Vibrational level of 02(Vn) 0.19-0.38-0.57-0.75 n=1,.,4
0,
Electronically excited 0, (E41) 0.98 AlA, B3
levels of O, 0, (E,) 8.40 B3
Vibrational levels of CHy4 (Vh) 0.162-0.361 n=1,2
CH,4
Excited levels of Hand H  H; (V) 0.516-1.0-1.50 n=1,2,3
H: (E1) 8.9 B3
H (2P) 10.2

Besides the difference in the importance of the vibrational levels between a DBD and a GAP, also the
temperature is greatly different. In contrast to a DBD reactor, which operates (more or less) at room
temperature, the temperature in a GAP is much higher (i.e., around 3000-3500 K, according to 3D
simulations for argon).[®! Thus, the temperature dependence must be accounted for in the reaction
rate coefficients, compared to the DBD chemistry set of ¢, The rate coefficients, including their
temperature dependence, are adopted from the NIST database (National Institute of Standards and
Technology Chemical Kinetics Database).*!



Calculation of the fraction of gas passing through the arc column

The total gas conversion in the GAP is defined by the conversion inside the arc column, multiplied with
the fraction of gas passing through this arc column. In addition, the fraction of gas that does not pass
through the arc column, can also thermally be converted, as explained in the main paper.

The total CO, conversion by the arc, accounting for the limited fraction of gas passing through the arc,
is calculated by:

Q +0Q

X e (%) = (1 - ) 100 % (20)
QCOZ,reactor

Qco,,reactorr Qco,arc and Qco, rest are the particle fluxes (in s1) of CO; entering the GAP reactor,

leaving the arc, and the flux of CO, molecules that do not pass through the arc, and will thus not be

treated by the plasma. These fluxes are calculated as follows:

QCOz,reactor = Nco,,i vV (21)
QCOZ,arc =MNco,e " Ve “Agre (22)
QCOZ,rest = QCOZ,reactor — MNco,,i Vi “Agre (23)

Nco, is the CO; density (in m?3) and v is the gas velocity (in m s?). The indices i and e stand for the
values at the beginning of the arc (hence at room temperature) and at the end of the arc (fixed at 3500
K). V stands for the volumetric gas velocity (m? s™) and Agrc is the cross section of the arc column,
being equal to 12.57 mm? (as the arc radius is 2 mm).

Inserting these fluxes in Formula (20), and using the gas velocity at the beginning of the arc, as obtained
from 3D simulations (i.e., 1.96 m/s), yields:

(nCOZ,b "V —Neo,e Ue) 'Aar

XE’OOtZC,l(SrC(%) = - €.100 A
Nco,,i 4
=N
v. .
XéootzcllngC(%) = XCOz,arc (%) ' %
1.96 ms~1x12.57x10° m?
= Xco,,arc (%)

'10x103 m3 min~1/(60 s min~1)

= Xco,,arc (%) - 0.148

Note that the same reasoning also applies to CHa.



Extra information on the experimental results
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Figure S.1: Plasma power (left axis) and specific energy input (SEI; right axis) as a function of the CH,4
fraction in the mixture, showing that they are more or less constant in the entire gas mixing ratio.
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Figure S.2: H,/CO ratio as a function of the CH, fraction in the mixture, showing a slightly more than
linear increase.
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Figure S.3: Relative contribution of the conversion inside the arc and the thermal conversion in the
area around the arc to the overall conversion of CO, and CHy, as a function of the CH, fraction in the
mixture.



Extra information on the calculation results: Detailed analysis of the loss and
formation processes of CO; and CH,

Loss and formation of CO»

Figure S.4 illustrates the time-integrated rates of the major loss (a) and formation (b) processes of CO,,
as a function of the CH4 fraction in the mixture. The solid lines represent contributions from the
vibrationally excited levels of CO,, while the dashed lines (in the same color) indicate the same
reactions from the ground state. It is clear from Figure S.4(a) that the reactions from the CO; vibrational
levels are more important than those from the ground state, and that the reaction with H atoms
(mainly from the vibrational levels, i.e., CO»(v) + H — CO + OH; black curve) is by far the dominant loss
process. The reactions of CO,(v) with O atoms or any molecule M (red and blue curve) are only
important at low CH4 fractions, where the H atom density is still low, and the O atom density is still
high (cf. also Figure 6(a) from the main paper). Indeed, in the CO,/CH4 mixture, the O atoms will react
with CH,4 (and dissociation products, like H atoms), to form OH (and CHs) radicals, so their contribution
in CO; splitting drops.

In spite of the fact that the reaction of CO, with H atoms is by far the dominant one, its opposite
reaction (i.e., CO + OH — CO; + H) is nearly equally important, as shown in Figure S.4(b). The same
applies, to a lower extent, for the opposite reactions of the collisions with O atoms or molecules M (cf.
red and blue curves in Figures S.4(b)). Therefore, we need to look at the time-integrated rates of the
net reactions (i.e., forward minus reverse reaction of the same kind) and they are plotted in Figure S.5.
The same colors are used as in Figure S.4, for the sake of clarity. Furthermore, the total (time-
integrated) net loss rate is also plotted. Note that the rates of the net loss reactions are plotted as
negative values, while the net production reaction rates would occur as positive values. It is, however,
clear from Figure S.5 that there is a net loss of CO,, for all gas mixing ratios investigated, and the loss
rate rises with increasing CH, fraction in the mixture. This explains the higher CO, conversion upon
higher CH,4 fraction in the mixture. The reaction of CO, with H atoms is the most important net loss
process, except at low CH4 fractions, where reactions with O atoms or molecules M are more
important, but their contribution drops upon rising CH,4 fraction. The fact that the net rate of the
reaction with O atoms rises at 5 % CH, fraction is because the rate of the opposite reaction (CO + O,
- CO; + 0) drops faster than the rate of the forward reaction (CO; + O = CO + O;) upon addition of
CH,4. However, at larger CH4 fractions, the rate of the forward reaction also drops due to the lower O
atom density in the plasma. Finally, the contribution of electron impact dissociation is not negligible,
and seems to be independent from the CH, fraction in the mixture.
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Figure S.4: Time-integrated rates of the most important loss (a) and formation (b) processes of CO, as

a function of CH4 fraction in the mixture.
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Figure S.5: Net time-integrated rates of the most important loss (and formation) processes of CO,, as
well as the total net loss rate, as a function of CH, fraction in the mixture. The loss processes are plotted
with negative rates; the formation processes in principle with positive rates (but in this case, they are

negligible).
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Loss and formation of CH4

Figure S.6 illustrates the time-integrated rates of the main loss (a) and formation (b) processes of CH,.
All the rates increase upon rising CH, fraction. The forward and backward reactions (i.e., loss and
formation processes, respectively) are again plotted in the same color, for the sake of clarity. It is clear
that for some loss rates, the backward reaction is (nearly) equally important, so we need to look again
at the net rates, plotted in Figure S.7 (again in the same color). The reactions plotted as positive values
contribute to the net formation of CH4, while the reactions plotted as negative values again contribute
to the net conversion (or loss) of CHa. It is clear from Figure S.6 that some reactions yield a net
formation of CHg, especially the three-body reaction of CH3 radicals with H atoms (CH3 + H+ M — CH,4
+ M), while other reactions give a net loss of CHy, i.e., mainly the reaction of CH, molecules with OH or
C,Hs radicals. The net CH4 loss rate is also plotted. It rises with increasing CH,4 fraction, which explains
why the overall (effective) CH4 conversion indeed rises upon rising CH,4 fraction in the mixture, simply

attributed to the rising CH4 concentration.
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Figure S.6: Time-integrated rates of the most important loss (a) and formation (b) processes of CHy, as

a function of CH4 fraction in the mixture.
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Figure S.7: Net time-integrated rates of the most important loss and formation processes of CHg, as
well as the total net loss rate, as a function of CH, fraction in the mixture. The loss processes are plotted
with negative rates, while the formation processes are plotted with positive rates.
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