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chapter 1

INTRODUCTION

Besides satisfying scientific curiosity, the laws of nature are studied extensively to
advance our technology with the hope for a better future. This is no different
for research in the field of magnetism. Magnetism is not only very fascinating,
but it also plays a crucial role in today’s technology, and will continue to do so.
Although not directly perceptible to the human eye, magnetism is all around us
and manifests itself in different magnitudes and on a wide range of length scales.
So it should come as no surprise that also the applications are of a vast variety.

The magnetic field of the largest magnet on the Earth, which is the Earth
itself, acts as a shield against harmful solar flares and it makes life as we know it
possible. Innovative as humans are, the military of the Song dynasty invented a
practical application for this huge magnet already in the 11th century. They used
the Earth’s magnetic field in combination with a much smaller rotatable magnetic
needle (a compass) as a navigation utility. On smaller length scales (centimeters to
meters), there is the invention of the electromagnet which led to a boom of magnetic
based devices during the industrial revolution. These include motors, generators,
loudspeakers, buzzers, and magnetic cranes amongst many others. More modern
and more advanced applications of the electromagnet include the Maglev (magnetic
lev itation) train and the MRI-scanner.

In today’s information age, ferromagnetic particles, films, and heterostructures,
with dimensions on the micro- to nanometer scale have already proven to be ex-
tremely useful to store data. For example, magnetic tape recorders, such as the
video cassette recorder (VCR) and the compact audio cassette, can record analog
sound and analog video. Nowadays, analog media are used less frequently due to
the increased efficiency of digital storage systems. For instance, the hard disk drive
(HDD) has been a conventional storage system for personal computers for many
years, and will continue to play an important role for cloud storage systems. Over
time, the amount of data (per surface area) which can be stored on ferromagnetic
storage media has increased enormously, while the power consumption of these
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1. Introduction

memory devices decreased. In this thesis, we will study the magnetic properties of
a special type of ferromagnetic systems, namely chiral ferromagnetic films, which
show potential to help continuing this trend.

To understand why ferromagnetic materials are a convenient medium for analog
and digital data storage, one has to look at the micromagnetic structure of these
materials. Neighbouring magnetic moments in ferromagnets have the tendency
to align with each other due to a quantum mechanical effect called the exchange
interaction. To put it differently, the exchange interaction introduces order in fer-
romagnetic systems; on small length scales, all magnetic moments point in the
same direction. The regions in which the magnetic moments point in the same
direction are referred to as magnetic domains. By controlling and reading prop-
erties of magnetic domains — position, size, magnetization direction, etc. — one
can store and read data. Having a comprehensive knowledge of the micromagnetic
structure of ferromagnetic materials is thus of utmost importance for the design of
high density storage systems.

The thin ferromagnetic films studied in this thesis have a perpendicular mag-
netic anisotropy (PMA). This means that the magnetic moments do not only prefer
a parallel alignment but also tend to align with an easy axis perpendicular to the
plane. Consequently, the ground state magnetization of a thin ferromagnetic film
with PMA is uniform at nanoscale and perpendicular to the film. Only at larger
length scales, domains of ‘up’ and ‘down’ magnetization can be stabilized by the
long-range dipolar interactions, a process called demagnetization. These domains
are outlined by magnetic domain walls with an in-plane magnetization component.

Certain PMA films exhibit the Dzyaloshinskii-Moriya interaction (DMI) which
introduces a chiral character. In these chiral ferromagnetic films, neighbouring
magnetic moments have the tendency to be canted. A strong DMI can stabilize
chiral magnetization configurations such as chiral domain walls, cycloidal states,
helical states, and skyrmions (see Fig. 1.1). In contrast to the large domains
stabilized by dipolar interactions, these chiral magnetization textures have typi-
cal dimensions on the nanometer scale. Therefore, chiral ferromagnetic films are
promising to be used in a new generation of high-density magnetic memory, which
explains the growing interest in these systems over the last decade.

In that respect, skyrmions have been in focus of attention. These small circular
domains stabilized by the DMI have interesting topological properties and can
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Figure 1.1: Typical chiral states stabilized by the Dzyaloshinskii-Moriya interaction. The
upper film contains a cycloidal configuration (parallel Néel walls) on the left side and a
Néel-like skyrmion on the right side. The lower film shows a helical state (parallel Bloch
walls) on the left side and a Bloch-like skyrmion on the right side.

appear in a closed-packed configuration called a skyrmion lattice (SkX), or can
be found isolated as an excited state of the uniform ground state. Especially the
isolated skyrmions, which can be manipulated by currents and magnetic fields, are
an interesting ingredient for the design of new magnetic devices.

The DMI also affects spin waves — the collective excitations of magnetic mo-
ments coupled by exchange interactions. Since the DMI couples neighbouring
magnetic moments in a chiral manner, spin waves in chiral magnets exhibit a
non-reciprocal character. This leads to a plethora of nontrivial spin-wave related
phenomena, discussed further on in this chapter.

3



1. Introduction

In the quest for miniaturizing magnetic devices, the effects of boundaries and
surfaces become increasingly important. This brings us to the main objective of this
thesis; using the micromagnetic framework (in which the magnetization is described
by a continuous vector field), we investigate theoretically how the magnetization
configuration in chiral magnetic films is influenced by boundaries, surfaces, and
material interfaces. In what follows, we provide an overview of earlier conducted
research on DMI and chiral magnetic films, and give a glimpse on how this thesis
builds on recent discoveries. We start with a discussion on the origin of the DMI
and explain how this interaction causes the chiral characteristics of the nontrivial
magnetization configurations found in chiral magnets.

1.1 The Dzyaloshinskii-Moriya interaction

1.1.1 The origin of the Dzyaloshinskii-Moriya interaction

Electrons are elementary particles which have a negative electric charge and a spin
(an intrinsic angular momentum), which results in having a small magnetic mo-
ment. In condensed matter, an electron is subjected to Coulomb interactions with
positively charged atomic nuclei and other electrons. Furthermore, it experiences
emerging exchange interactions due to the fact that electrons are indistinguishable
particles, more specifically of the fermion type. This means that the overall wave
function for the electrons changes its sign when two particles are exchanged. Con-
sequently, electrons can not occupy the same quantum mechanical state, an effect
known as the Pauli exclusion principle. Since the electron wave function can not
only differ in the spatial part but also in the spin part, this has implications on the
spin orientations, and hence on the magnetic properties of the material.

In some materials, these exchange interactions result in the alignment of neigh-
bouring magnetic moments. These materials are know as ferromagnetic materials.
A broken inversion symmetry allows for an additional antisymmetric exchange in-
teraction between these magnetic moments, more commonly referred to as the
Dzyaloshinskii-Moriya interaction (DMI) [1–3].

In a classical picture, these two pairwise interactions are modelled for neigh-
bouring spins Si and Sj by the following classical Heisenberg-like Hamiltonian:
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Eij =

Exchange︷ ︸︸ ︷
− Jij S

i · Sj

DMI︷ ︸︸ ︷
−Dij · (Si × Sj), (1.1)

with exchange stiffness J and DMI vector D. Through this simple model, one
can obtain a rough understanding of the consequences and the mutual differences
between both interactions. As already mentioned, the spin magnetic moments tend
to align due to the exchange interaction. This is manifested by the fact that the
exchange energy term in Eq. 1.1, containing a dot product, becomes minimal if
both magnetic moments point in the same direction. In contrast to the exchange
interaction, the DMI is characterized by a vectorial product of the spin magnetic
moments, which means that the DMI prefers a chiral orthogonality of the magnetic
moments. For this reason, ferromagnets exhibiting DMI are called chiral magnets.
The chirality is fixed by the DMI vector D.

Moriya derived a set of rules to determine the direction of the DMI vector D

of the DMI between two atoms in a crystal based on present symmetries [2]. For
example, the first rule states that the DMI vector has to be zero when there is an
inversion center at the midpoint between the two atoms. This first rule tells us
why many materials do not exhibit DMI. A broken inversion symmetry around mid-
points between atoms is a thus a first prerequisite to have DMI. There are different
classes of materials for which this prerequisite is satisfied and which exhibit indeed
DMI. For example, antiferromagnetic compounds such as α-Fe2O3 [1, 2], Heusler
magnets such as Mn2RhSn [4], and multiferroic perovskites such as LaFeO3 [5].
In what follows we focus on yet two other types of DMI; bulk DMI as found in
materials with the non-centrosymmetric B20 crystal structure and the interfacially-
induced DMI.

Bulk DMI in B20 crystal structures

Materials with the non-centrosymmetric B20 crystal structure — such as MnSi,
Fe1−xCoxSi, and FeGe — were amongst the first materials known to exhibit DMI
[6, 7]. The DMI between two neighbouring spins in these materials is mediated by a
third atom with a large spin-orbit coupling. This chiral interaction is characterized
by the DMI vector which is perpendicular to the plane of the spin pair and the third
atom, as illustrated in Fig. 1.2. If there would be an inversion center at the midpoint
between the two spins, then there would also be an atom on the opposite side of the
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1. Introduction

Figure 1.2: Schematic representation of bulk DMI between atomic spins S1 and S2 (red
arrows) in the vicinity of a third atom with a strong spin-orbit coupling (SOC). The DMI
vector D12 is shown by a blue arrow. Figure copied from Ref. 8.

atomic spin pair, which results in a DMI vector in the opposite direction yielding
a zero net DMI. Hence, a broken inversion symmetry is a necessary condition to
have bulk DMI, as already mentioned before.

Interfacially-Induced DMI

In ultra-thin films (only a few atomic layers thick), an asymmetry in the spin-orbit
coupling at the top surface and the spin-orbit coupling at the bottom surface can
also induce DMI [9, 10]. This asymmetry can be achieved by coupling the thin
ferromagnetic layer (e.g. Co) to a heavy metal layer (e.g. Pt). For this reason, this
type of DMI is commonly referred to as the interfacially-induced DMI.

Fig. 1.3 shows that the DMI vector of the interfacially-induced DMI lies in-
plane and is perpendicular to the line between the spin pair. Consequently, the
magnetization configuration tends to make a Néel rotation in a plane perpendicular
to the film, as illustrated in Fig. 1.3.

The first sign of an interfacially-induced DMI, was the observation of spin spirals
with a short period (50± 5nm) in bilayers of Fe on W(110) by Kubetzka et al. in
2002 [11]. Almost ten years later, the first skyrmion like lattice, stabilized by the
interfacially-induced DMI, was observed in Fe monolayers on Ir(111) under a large
magnetic field [12]. The first isolated skyrmions were observed in PdFe bilayers on
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Figure 1.3: Schematic representation of the interfacially-induced DMI between atomic
spins S1 and S2 (red arrows) in the vicinity of a third atom with a strong spin-orbit
coupling (SOC) in the bottom metal layer. The DMI vector D12 is shown by a blue
arrow. Figure copied from Ref. 8.

Ir(111) under a large magnetic field and low temperatures [13]. Since then, many
thin layered films exhibiting interfacially-induced DMI have been found.

In this thesis, we focus on films with an interfacially-induced DMI. Nevertheless,
we keep the discussion general in this introductory chapter and discuss the chiral
states in both types of chiral magnets since there are many similarities and analogies
between them.

1.1.2 Determining and tuning the DMI strength

As already briefly mentioned, the DMI can stabilize chiral sub-micrometer spin
textures. This means that the DMI has a profound effect on the magnetic state,
which moreover turns out to be very useful. In order to fully utilize this effect, it
is important to be able to measure and tune the DMI strength. In what follows,
we give a short overview of techniques that can be used for this.

As we will see later, the dispersion relation of spin waves in chiral magnetic
systems is asymmetric. This means that the frequency of a spin wave with a
given wavelength depends on the propagation direction. The frequency shift of
spin waves with the same wavelength but traveling in the opposite direction is
an indirect measure of the DMI strength. Multiple techniques have been used to
measure the DMI strength through this frequency shift [14–19]. Alternatively, the
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1. Introduction

examination of chiral magnetic textures can be used to quantify the DMI. These
magnetic structures have unique chiral properties which correlate with the DMI
strength. For instance, the domain wall dynamics of chiral domain walls depend
strongly on the DMI strength [20, 21], as well as the wavelength of the cycloidal
state [11].

In most cases, it is a laborious task to measure material properties for a wide
range of parameters and different materials. Therefore it can be helpful to calculate
material properties from first principles in addition to experimental measurements.
This is also the case for the determination of the DMI strength. Using ab initio
calculations, one can possibly find new systems which exhibit strong DMI and
check how the DMI strength depends on parameters such as the film thickness.
Density functional computations which take into account spin-orbit coupling have
been used to quantify the DMI strength in many ultra-thin layered heterostructures
(e.g., see Refs. 22 and 23).

The interfacially-induced DMI strength can be tuned by using different sub-
strates, different film thicknesses, or by using a buffer layer [18, 20, 24–28]. Fur-
thermore, an additive interfacially-induced DMI can be realized in multilayer het-
erostructures [29, 30].

1.2 Chiral magnetization configurations

The magnetization of ordinary ferromagnets with a PMA is uniform at the nanome-
ter scale. At larger scales, magnetic domains with either an up or down magneti-
zation can be stabilized by dipolar interactions. These domains are separated by
domain walls in which the magnetization rotates smoothly from up to down (or
vice versa). One makes a distinction between two types of domain walls: Bloch
walls and Néel walls (see Fig. 1.4).

As can be seen in the Heisenberg-like model of the DMI in Eq. (1.1), the DMI
introduces a chiral character and favours a chiral rotation of the magnetization, and
thus the formation of domain walls. This means that not only dipolar interactions,
but also the DMI can stabilize domain walls. If the DMI is strong, the formation
of domains take place on a much smaller length scale than the domain formation
by dipolar interactions. Furthermore, the type of the walls is linked to the type of
the DMI. In this section, we give a short overview of experimental and theoretical
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Figure 1.4: Schematic representation of a Néel domain wall and a Bloch domain wall.
Figure copied from Ref. 31.

findings on these nontrivial chiral states stabilized by the DMI. We start with a
theoretical description of a skyrmion, which is a very small circular domain defined
by a closed chiral wall and stabilized by the DMI.

Theoretical description of skyrmions

Mathematically, a skyrmion is a certain field configuration with a nontrivial topol-
ogy. The term skyrmion originates in high-energy physics and is named after Tony
Skyrme who proposed the topological soliton of the pion-field as a model of the
nucleon [32]. Today, the term is also used to describe analogous topological de-
fects in Bose-Einstein condensates, superconductors, chiral nematic crystals, and
as already mentioned, thin chiral magnetic films.

In chiral magnetic films, a skyrmion is a topological soliton of the magnetization
field. To visualize a skyrmion, imagine the vector field of a ferromagnetic film where
the magnetization is pointing upwards except for a small region where it points
downwards (or vice versa). Due to the exchange interaction, one can expect that
the magnetization between the upward outer region and the downward inner region
changes continuously, as illustrated in Fig. 1.5. Essentially, a skyrmion is nothing
more than a very small domain. Usually, one makes the distinction between bubble
domains and skyrmions based on the stabilization mechanism; whereas bubble
domains are large domains stabilized by dipolar interactions, skyrmions are very
small (soliton-like) domains stabilized by the DMI [33, 34].

9



1. Introduction

...
Néel skyrmion

.
Bloch skyrmion

Figure 1.5: The 2D vector field of a Néel and a Bloch skyrmion. The color represents the
out-of-plane component of the magnetization.

Magnetic skyrmions where already mentioned in 1979 in theoretical work of
Pokrovsky [35]. However, the real breakthrough of magnetic skyrmions was in 1989
when Bogdanov et al. understood the importance of DMI for the stabilization of
skyrmions [36–39]. The DMI contributes positively to the stability of the skyrmion
because the DMI energy is lowered by the rotations in the magnetization field. In
absence of the DMI, the skyrmion shrinks and eventually collapses.

The difference between the two skyrmions shown in Fig. 1.5 is in the magnetiza-
tion orientation of the circular domain wall outlining the skyrmion. The skyrmion
on the left is defined by a circular Néel domain wall, and therefore we call such a
skyrmion a Néel skyrmion. Similarly, we call the skyrmion on the right a Bloch
skyrmion because it is defined by a circular Bloch domain wall. The skyrmion type
is closely linked to the DMI type. Films with an interfacially-induced DMI (the
films studied in this thesis) can host Néel skyrmions, whereas systems with bulk
DMI typically host Bloch skyrmions.

Skyrmions have a nontrivial topology. To express this graphically: one can
twist and mold the magnetization field in a continuous manner as much as one
desires, but one can never transform the uniform state to a state which contains
skyrmions (and vice versa). Consequently, one can define a topological charge of
the magnetization configuration M(x, y) as follows:

Q =
1

4π|M|3
x

M ·
(
∂M

∂x
× ∂M

∂y

)
dxdy, (1.2)

which is conserved under continuous transformations of the magnetization field M.
The uniform state has a topological charge Q = 0. In contrast, the topological
charge of ordinary skyrmions is ±1, with the sign depending on the chirality of the
magnetization within the domain wall of the skyrmion [40].
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Since the topological charge is conserved, one can argue that a skyrmion is
topologically protected, and it is thus impossible to create or destroy skyrmions.
This, however, is only true within the theoretical framework in which the mag-
netization is described by a continuous vector field. In reality, magnetic systems
consists out of discrete magnetic moments, and hence skyrmions can be created
and annihilated. This will be explained in more detail further on.

In rare cases, the DMI can stabilize more complex skyrmionic spin textures. For
example, Bogdanov et al. already described theoretically the magnetization config-
uration in which a skyrmion is contained within another skyrmion [38]. This state
was observed experimentally and named skyrmionium by Finazzi et al. [41]. This
was followed by theoretical studies on the dynamic behaviour and the confinement
of these so-called skyrmioniums [42–44].

Chiral textures in systems with bulk DMI

The stable magnetic states in materials with bulk DMI have a Bloch character.
As a starting point, we will discuss the different magnetic states based on the
phase diagram of a MnSi film [45] shown in Fig 1.6. The phase diagram for the
temperature and the applied field shows five distinct phases: the paramagnetic
state, the (field-polarized) uniform state, the conical state, the helical state, and
the skyrmion lattice state (called A-phase in the figure).

For temperatures above the Curie temperature (≈ 30 K for MnSi), the system
is in a paramagnetic state because the thermal fluctuations destroy the ordering
favored by the exchange interactions. The ordered states only occur at lower tem-
peratures. For low temperatures, the magnetization is uniform when the applied
field is strong. When decreasing the applied field, the ground state magnetization
configuration will show a chiral character due to the DMI; the conical state is simi-
lar to the uniform state, except that the tip of the magnetization is not fully aligned
with the applied field, but makes a small chiral rotation in the plane perpendicular
to the field. For zero and low applied fields, the ground state is helical. This state
can be considered as a series of Bloch domain walls with a fixed chirality.

A peculiar phase occurs for temperatures between 27K and 29.5K, and ap-
plied fields between 0.1T and 0.23T. Using Neutron scattering, Mühlbauer et al.
found out that this state is a closed-packed configuration (hexagonal lattice) of
Bloch skyrmions [45]. In this thesis, we refer to this state as a skyrmion lattice
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1. Introduction

Figure 1.6: (Left) Magnetic phase diagram of MnSi as a function of the temperature T
and an applied magnetic field B. (Right) Representation of a skyrmion lattice. Figure
copied from Ref. 45.

(SkX). The shown phase diagram on Fig. 1.6, measured by Mühlbauer et al. , con-
tains in fact the first experimental observation of skyrmions. Shortly after, the
same authors reported that they measured a distinct additional Hall effect due to
the skyrmion lattice. This effect, called the topological Hall effect, further high-
lights the existence and the unique properties of skyrmions in MnSi [46]. Since
then, skyrmion lattices have been found in other materials as well, for example
in Fe1−xCoxSi [47], and a multitude of techniques have been used for real-space
observations of skyrmion lattices [48–51].

Whereas MnSi displays a helical state in absence of an applied field, mixed states
which contain helices as well as fragmented skyrmion lattices have been observed
in FeGe [52] and are shown here in Fig. 1.7. We can conclude that the stable
magnetization configurations in materials which exhibit bulk DMI consist out of
spin textures with a Bloch character: Bloch skyrmions, helices, and a mixture
of these states. However, it is not common to find isolated skyrmions within a
ferromagnetic background in materials with this type of DMI.

Chiral textures in systems with interfacially-induced DMI

We will base our discussion of the chiral textures in ultra-thin films with an
interfacially-induced DMI on the work of Chen et al. presented in Ref. 53. Chen
et al. studied the chiral magnetization configurations in Fe/Ni layers at room tem-
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Figure 1.7: Lorentz transmission electron microscopy images of mixed states containing
Bloch walls and Bloch skyrmions in FeGe. Figure copied from Ref. 52.

perature using spin-polarized low-energy electron microscopy. Similar chiral states
have been found in other systems with interfacially-induced DMI using a wide
range of different techniques (e.g., see Refs. 54–56).

Figure 1.8 summarizes the experimental findings of Chen et al. [53]. The ground
state magnetization in the Fe/Ni layers grown on a Cu(001) substrate is cycloidal.
One can consider the cycloidal state as a series of Néel domain walls with a fixed
chirality. When there is a magnetic field (either an externally applied field or a bias
field due to an additional thick uniform magnetized Ni layer), the magnetization
configuration contains Néel skyrmions. The size of the observed skyrmions in Fe/Ni
is approximately 100 nm. In contrast to systems with Bulk DMI, the skyrmions
do not form a lattice. The occurrence of these stable individual skyrmions is very
promising for the design of skyrmion-based applications.

In Chapter 3 of this thesis, we will study theoretically the typical chiral states
in extended ferromagnetic films with an interfacially-induced DMI in more detail
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1. Introduction

Figure 1.8: (a) Cycloidal state in a Fe/Ni layers grown on Cu(001). (b) Skyrmionic
state when an external field is applied. (c) Skyrmionic state for a perpendicular bias
field. (d) Spin-polarized low-energy electron microscopy (SPLEEM) image of isolated
Néel skyrmions. The color shows the in-plane magnetization direction. (e) Same image
zoomed in on a single skyrmion. Figure copied from Ref. 53.

by investigating quantitatively how these magnetization configurations depend on
the DMI strength and applied fields.

1.3 Skyrmions as particles

The most interesting chiral ferromagnetic films for applications have a considerable
DMI strength (just below the critical DMI strength above which a cycloidal or
helical ground state is expected), since they can host small skyrmions without the
need of a strong applied field [57]. The ground state of these films is uniform,
but it is possible to have an excited state with a single small isolated skyrmion
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stabilized by the DMI. These isolated skyrmions can be considered as particles. In
this section, we will discuss the stability of isolated skyrmions, and how they can
be moved by means of spin-polarized currents.

1.3.1 Stability of a skyrmion

A good understanding of the creation and the collapse mechanism of skyrmions is
essential for the design of skyrmion-based applications. For example, the skyrmion
lifetime should be as large as possible, which means that it should be stable under
thermal fluctuations. On the other hand, one should also be able to write and
delete skyrmions to design functional skyrmion-based devices.

In the micromagnetic framework — in which the magnetization is described by a
continuous vector field — one could argue that it is impossible to create or destroy
skyrmions, e.i. the magnetization field can not be transformed in a continuous
manner between the uniform state and a skyrmionic state. This is why a skyrmion
is said to be topologically protected [58]. A topological transition requires the
formation of a Bloch point (two points with opposite magnetization infinitely close
together). A Bloch point corresponds to a singularity in the magnetization field
at which the exchange energy density is infinite. Therefore, one can argue that
topological transitions are unphysical (at least in the theoretical micromagnetic
framework).

In reality, magnetic systems contain discrete magnetic moments, and thus,
skyrmions can be created and annihilated. To study these processes, one has to
resort to atomistic or multi-scale simulations [59]. The nudged elastic band method
[60, 61] can then be used to accurately describe these transitions and to quantify
the related topological energy barriers [58, 59, 62–65].

Actually, it is rather positive that skyrmions are not fully protected, because
this enables the creation of skyrmions which is essential for the realization of
skyrmion-based devices. Individual skyrmions can be created and annihilated in
ultra-thin ferromagnetic films by applying local spin-polarized currents [13] or local
electric fields which modify locally the effective material parameters [66]. Other
proposed approaches to write skyrmions are based on the creation of skyrmions at
notches [67, 68] or by local heating of the film [69].
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1. Introduction

1.3.2 Skyrmions in motion

Spin-polarized currents exert a so called spin transfer torque (STT) on the mag-
netization [70–73]. Due to this STT, spin-polarized currents can be used to move
spin structures such as domain walls [74–79] and skyrmions [30]. For in-plane cur-
rents, this results in a forward motion of the skyrmion along the direction of the
current, in addition to a motion perpendicular to the current. The existence of the
transverse motion is called skyrmion Hall effect, and originates from an effective
gyrotropic force closely related to the topological character of the skyrmion [80–82].

When the skyrmion is considered as a rigid configuration of the magnetization
field, then the equation of motion for the skyrmion position R⃗ can be derived
analytically using the collective coordinate approach of Thiele [83, 84]. This yields
the following equation of motion:

external forces︷︸︸︷
F⃗ext +

gyrotropic force︷ ︸︸ ︷
G⃗ × ˙⃗

R +

damping︷ ︸︸ ︷
αD ˙⃗

R = 0, (1.3)

with D a constant related to the profile of the skyrmion, G⃗ ∥ êz the gyrovector
causing the skyrmion Hall effect, and α the phenomenological damping parameter.
F⃗ext is the external force acting on the skyrmion coming from, e.g., spin-polarized
currents. In case of non-zero temperatures, the external force has a stochastic
term. This results in a Brownian motion of the skyrmion [85].

Thiele’s equation yields a reasonable approximation of the motion of a sin-
gle isolated skyrmion in an extended uniform film and corresponds well with full
micromagnetic simulations. The experimentally observed gyrotropic motion of a
confined skyrmion, however, learns us that a skyrmion has a mass which is not
included in the Thiele equation [86].

1.3.3 Skyrmion-based applications

The most promising application concept employing skyrmions is the skyrmion race-
track. This device is essentially a narrow magnetic strip in which a skyrmion can
be moved by applying a spin-polarized current along the strip [8, 67, 87–91]. The
repulsive force between a skyrmion and the boundaries of the racetrack counteracts
the skyrmion Hall effect [88], causing the skyrmion to stay on the track. To study
the motion of a skyrmion on a racetrack, taking into account the consequences of
the boundaries, one can perform micromagnetic simulations. Figure 1.9 shows the
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Figure 1.9: Micromagnetic simulation of a skyrmion moving along a racetrack by current-
induced STT. The skyrmion snapshots are taken at an equal time interval. The skyrmion
starts at rest on the left and moves to the right.

results of a simulation of a functional skyrmion racetrack using the micromagnetic
software package mumax3 [92].

Impurities and disorder in the racetrack have a considerable effect on the tra-
jectory of a skyrmion. For example, skyrmions can get pinned at impurities, which
lowers the skyrmion velocity and introduces a threshold current [67, 93–95]. Fur-
thermore, Kim et al. showed that a disorder potential strongly influences the di-
rection of the skyrmion propagation [96].

Also more advanced skyrmion-based devices have been proposed. Using micro-
magnetic software packages, it is even possible to simulate devices with complex ge-
ometries which can carry out logic operations by the manipulation of skyrmions and
domain walls with spin-polarized currents [97–99]. These works certainly demon-
strate a good understanding of chiral magnets and modelling abilities, but the
realization of such devices in the near future is doubtful. Realistically, samples
contain defects and operate at finite temperatures causing a less deterministic mo-
tion of skyrmions.

For functional skyrmion-based devices, it is of utmost importance that the
skyrmions can easily be detected. Hanneken et al. demonstrated that this can be
realized by measuring the tunnel conductance which turns out to be different for the
skyrmion and the ferromagnetic background due to the non-collinear magnetization
configuration of the skyrmion [100]. These findings can be used to design an all-
electrical detection scheme for skyrmions to be implemented in skyrmion-based
devices.
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1.4 Confinement effects in chiral magnets

In small devices, boundaries and interfaces can have considerable consequences.
This is also the case for chiral magnetic films. In B20-type systems with bulk
DMI, the magnetization twists near the top and bottom surface, as well as near
lateral boundaries of the film [101, 102]. In ultra-thin films with an interfacially-
induced DMI, one also finds chiral canting of the magnetization near the lateral
edges [103] (notice, e.g., the canting at the edges of the skyrmion racetrack in
Fig. 1.9). The canting at the edge lead to interesting phenomena. For example,
the canting at the edge can be destabilized by applied fields to generate skyrmions
[104]. Furthermore, there is a repulsive force between skyrmions and the geometric
boundaries of the magnet [88].

The stability of a magnetization configuration depends strongly on the geom-
etry of the magnet. Most notably, small chiral magnets can confine and stabilize
chiral spin textures. For example, Rohart and Thiaville studied theoretically the
confinement of skyrmions in chiral magnetic discs [103], and micromagnetic simula-
tions have been performed to study the confinement of skyrmion lattices in chiral
magnetic nano wires and discs [105–107]. In Chapter 4 of this thesis, we build
on this work by studying confinement phenomena in ferromagnetic films with an
interfacially-induced DMI. This includes a theoretical analysis of confined cycloids
in strips and a complete phase diagram of the stable states in small square platelets,
as published in Ref. 108.

As already mentioned in Sec. 1.1.2, one can tune the interfacially-induced DMI
strength. In this thesis, we introduce the concept of heterochiral magnetic films.
These are ferromagnetic films with an inhomogeneous interfacially-induced DMI.
Spatially-engineered DMI introduces a new degree of freedom which can be uti-
lized in the design of chiral magnetic devices. In Chapter 5, we will analyze the
magnetization canting which occurs at a DMI interface within the chiral magnetic
film, and study the confinement of chiral magnetic textures in regions with a strong
DMI, as published in Ref. 109.

A more fundamental effect of geometric boundaries in chiral magnets is the
boundary-induced DMI. Hals et al. derived, based on symmetry arguments, that
boundaries could lead to additional DMI terms [110]. This so-called boundary-
induced DMI leads to an additional chiral character near the boundaries, mani-
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fested by a surface magnetization twist. In close collaboration with the authors of
Ref. 110, we studied the effect of this boundary-induced DMI on chiral spin tex-
tures in thin films with an interfacially-induced DMI. These results are presented
in Chapter 7 of this thesis, and published in Ref. 111.

1.5 Spin waves in chiral magnets

In ferromagnets, magnetic moments are closely coupled by the exchange interac-
tion, and to a lesser extent by dipolar interactions. Consequently, when one excites
a single magnetic moment, the neighbouring magnetic moments will ‘feel’ this and
will get excited as well. This chain reaction leads to waves in the magnetization
field called spin waves, also known as magnons in the corresponding quasiparticle
picture.

The magnetic moments in chiral magnets are also coupled by the DMI. This
chiral interaction introduces a non-reciprocal behaviour in the propagation of spin
waves. For example, when the magnetization of a uniform magnetized chiral mag-
net is canted away from the normal of film (i.e. the easy axis) by an applied in-plane
field B, the wavelength of a spin wave with a given frequency depends on the prop-
agation direction. This translates to an asymmetric dispersion relation between
frequency f and wave vector k [112–115]:

f(k) = fs(|k|) +D (k× êB) · êz, (1.4)

where fs includes the symmetric terms of the dispersion relation, and D is a con-
stant proportional to the DMI strength and the in-plane component of the magneti-
zation. The frequency of waves with the same wavelength but an opposite k-vector
differ by ∆f = 2D(k × êB) · êz, which, as already mentioned, can be measured
in various ways to estimate the DMI strength. The non-reciprocal behaviour of
spin waves due to the DMI, in combination with dipolar interactions, can lead to
a nontrivial spin-wave power flow, such as the occurrence of caustic beams and
self-interference from a spin-wave point source [116].

The non-reciprocal behaviour of the spin-wave propagation emerges only when
the magnetization is canted away from the normal of the film. As just explained,
this can be achieved by applying an in-plane field on a uniform magnetized film.
In domain walls — which can act as spin wave guides [117] — the magnetization
does not naturally align with the easy axis. Consequently, spin waves traveling
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Figure 1.10: Micromagnetic simulations of a domain wall (dotted line at y = 0 is the
domain wall center) in a chiral ferromagnet acting as a non-reciprocal spin wave guide.
An antenna, positioned at x = 0 parallel to the y-axis, generates the traveling spin waves
in the domain wall. The wavelengths of the spin waves traveling in the opposite directions
are different.

along a chiral domain wall (and other chiral textures) exhibit a non-reciprocal
behaviour, even in absence of an applied field [118, 119]. Figure 1.10 shows a
snapshot of simulated traveling spin waves in a chiral domain wall generated by an
antenna in the center of the simulation box. The deviation from the equilibrium
magnetization δmz clearly shows that the spin waves are non-reciprocal because
the wave traveling to the right has a larger wavelength than the wave traveling to
the left.

Related to the non-reciprocal character of spin waves in chiral magnets is the
nontrivial scattering of spin waves at spin textures. For example, the scattering of
spin waves by a single isolated skyrmion is strongly skewed [120, 121], as shown in
Fig. 1.11. Furthermore, it is worth to mention that spin waves can also be used to
move the skyrmions [122].

As already revealed, we will introduce the concept of heterochiral magnets in
Chapter 5 of this thesis. In Chapter 6, we will discuss how spin waves propagate in
such heterochiral magnets and derive a generalized Snell’s law for the refraction of
spin waves at an interface between regions with different DMI strength, as published
in Ref. 123.

1.6 Outline of the thesis

In this thesis, we build on the earlier work presented in this introductory chapter by
exploring how the geometric boundaries and DMI interfaces can lead to confinement
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Figure 1.11: Scattering of spin waves at a skyrmion (gray circle). (a) WKB approximation
of a scattered wave for a given incoming wave along the x direction. (b) Interference
between the incoming wave and the scattered wave. Figure copied from Ref. [120].

effects on the magnetization configurations and magnetization dynamics. For this
disquisition, we make extensive use of the micromagnetic framework. A detailed
explanation of this theoretical framework and the accompanying computational
techniques is given in Chapter 2.

In Chapter 3, we analyze the different typical magnetization configurations
found in extended chiral magnetic films (without lateral boundaries). The effect
of lateral boundaries on the magnetization configuration in confined chiral films is
studied in Chapter 4. Here, we focus mainly on the confinement of cycloidal states
in long strips and on the magnetic ground state and excited states in small square
platelets.

As a second type of lateral boundaries, we consider DMI interfaces between two
regions with a different DMI strength in heterochiral magnetic films. In Chapter 5,
we will see how regions with a strong DMI can confine chiral spin textures and show
how a spatially-engineered DMI can be utilized in the design of magnetic devices. In
Chapter 6, we will discuss how spin waves propagate in such heterochiral magnets
and derive a generalized Snell’s law for the refraction of spin waves at an interface
between regions with a different DMI strength.

The influence of the boundary-induced DMI at the top and bottom surface on
the magnetization configuration is studied in Chapter 7. In this chapter, we will
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see how the boundary-induced DMI can lead to a surface twist, a broadening or
narrowing of a domain wall near the surfaces, and an increased skyrmion size.

A summary and general conclusions are given in Chapter 8 (and translated to
Dutch in Chapter 9).
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chapter 2

MICROMAGNETIC FRAMEWORK

The magnetization of materials can be studied on different length scales and time
scales. For instance, one could study the collective behaviour of magnetic domains.
On a much smaller scale, the atomic scale, one could analyze the magnetic moments
on the lattice sites. In between those two length scales, one enters the realm of mi-
cromagnetics. In micromagnetics, the focus is on the magnetization configuration
at the nano- to micrometer length scale, such as the shape of domain walls, domain
wall formation, vortex dynamics, and skyrmions to name a few. An introduction
on the micromagnetic framework [124] is given in this chapter. This framework
will be used throughout this thesis to study the magnetization configurations and
their dynamics in (hetero)chiral magnets.

2.1 Magnetization of thin films

The magnetic state of a ferromagnetic material is described in the micromagnetic
framework by a vector field which is called the magnetization density field M(r, t).
The fundamental assumption is that the discrete distribution of the magnetic mo-
ments in a ferromagnetic material varies slowly over the lattice sites, and hence, it
can be approximated accurately by a smooth magnetization density field M(r, t).
Usually, as is the case in this thesis, one assumes a homogeneous magnetization
saturation Ms = ∥M(r, t)∥ because each crystal cell has the same number of mag-
netic moments. When the norm of the magnetization density is fixed, only the
magnetization direction can change. Therefore, we can describe the magnetization
configuration by the normalized magnetization density field m(r, t) = M(r, t)/Ms.

Throughout this thesis, we use a right-handed Cartesian coordinate system with
the thin film in the xy plane as shown in Fig 2.1. Consequently, the z axis is always
parallel to the normal of the film. In ultra-thin films (only a few atomic layers), one
can assume that the magnetization does not vary along the depth of the film due to
the exchange interaction. This allows us to model the ultra-thin film by a 2D sheet
with magnetization: m(r, t) = m(x, y, t). However, if the thickness of the film d
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Figure 2.1: Sketch of ferromagnetic films in the xy plane. The light gray film is an
ultra-thin film in which the magnetization m(x, y, t) does not vary along the z direction,
whereas the dark gray film is a thicker film with a thickness d in which the magnetiza-
tion m(x, y, z, t) does vary along the z direction.

is sufficiently large, one could expect some variation of the magnetization along
the depth of the film. In this thesis, we focus on ultra-thin films with a uniform
magnetization along the z direction. Only in Chapter 7, we make an exception and
study how the magnetization twists along the z direction at the top and bottom
surface due to the boundary-induced DMI in thicker (a few nanometers) films. A
sketch of an ultra-thin and a somewhat thicker film is given in Fig. 2.1.

The lateral dimensions of the considered ferromagnetic films vary. For example,
Chapter 3 is about the magnetization configuration in films which extend to infinity
in the xy plane, whereas Chapter 4 discusses the effect of the geometric confinement
of the magnetization in strips and square platelets.

Except for the DMI constant D, all material parameters are assumed to be uni-
form across the whole film. These uniform material parameters (discussed further
on in this chapter) include the magnetization saturation Ms, the exchange stiff-
ness A, the anisotropy constant K, and the damping parameter α. Ferromagnetic
films with a non-zero DMI constant are referred to as chiral magnetic films. In
this thesis, we also introduce the term heterochiral magnetic films for films with
an inhomogeneous DMI strength D(r).

2.2 Micromagnetic free energy

As in most branches of Physics, it is crucial to know how the different interactions
contribute to the total free energy of the system. On the one hand, one can
determine the (meta-)stable states of the system by looking for local minima in
the energy landscape. On the other hand, a complete description of the different
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energy contributions fully determines how the system evolves in time, which will
be discussed in the next section.

The total magnetic energy of a ferromagnet depends on the magnetization
field m(r, t). Hence, the total energy of the system E can be written down as a
functional of the magnetization m and its spatial derivatives ∂µm with µ ∈ {x, y}
in the ultra-thin film limit and µ ∈ {x, y, z} otherwise. This energy functional
integrates the energy density ε over the magnet:

E ≡ E[m, ∂µm, t] =

∫
ε[m, ∂µm, t] dV. (2.1)

The explicit time dependence of the energy is only relevant in the case of non-static
applied fields (or exceptionally on non-static material parameters). Otherwise, the
energy depends only implicitly on the time through the magnetization m(r, t).

The magnetic energy density ε depends on many physical interactions. In the
following subsections, we give a short overview of the energy contributions from
the different physical interactions present in the chiral ferromagnetic films discussed
in this thesis. These include the exchange interaction, a uniaxial anisotropy, the
Zeeman interaction, the dipolar interaction, and the Dzyaloshinskii-Moriya inter-
action, for which the respective energy densities (in respective order) sum up to
the total energy density:

ε = εexch + εanis + εext + εdemag + εdmi. (2.2)

The energy density at a point r in the magnet depends only on the magnetization
m(r) and its derivatives ∂µm(r), except for the demagnetization energy density
which depends on the magnetization at every point within the magnet. In what
follows, we discuss shortly each energy density term separately.

2.2.1 Exchange interaction

The exchange interaction is a quantum mechanical effect which lies at the foun-
dation of ferromagnetism as already mentioned in the introduction. In the mi-
cromagnetic framework, one avoids a full quantum mechanical description of this
interaction. Instead, one uses an averaged-out description which states that the
magnetization at any point in the magnet tends to align with the magnetization of
its close surroundings. This averaged-out description translates to the free energy
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density term

εexch = A(∇m)2 ≡ A
[
(∇mx)

2 + (∇my)
2 + (∇mz)

2
]

(2.3)

≡ A
[
(∂xm)2 + (∂ym)2 + (∂zm)2

]
, (2.4)

with exchange constant A. Note that the energy term is zero when the magnetiza-
tion is uniform, and positive otherwise; the more variations in the magnetization,
the larger the exchange energy term.

The exchange energy density εexch is the continuous analog of the classical
Heisenberg Hamiltonian Eij = −JSi · Sj used to model the exchange interaction
between neighbouring spins Si and Sj in atomistic spin systems. This analogy is
manifested in the first-order finite-difference approximation of the energy density.
For example, consider the following finite-difference approximation of the exchange
energy density due to variations of the magnetization in the x direction:

A

(
mi+1 −mi

∆x

)2

=
2A

∆x2
(
1−mi ·mi+1

)
, (2.5)

with mi and mi+1 the magnetization in adjacent discretization cells with a cell
size of ∆x along the x direction. Here it is clear that the energy changes with the
dot product of the magnetization in neighbouring cells, which is mathematically
equivalent to the classical Heisenberg Hamiltonian.

2.2.2 Uniaxial anisotropy

The spin-orbit coupling in combination with the crystal structure leads to an
anisotropic behaviour of the magnetization, i.e. the total magnetic energy depends
on the orientation of the magnetization with respect to crystallographic axes.

The systems studied in this thesis are thin films with a perpendicular magnetic
anisotropy (PMA). This type of anisotropy is a uniaxial anisotropy with an easy
axis u perpendicular to the film (u = êz) which leads to the following energy
density term:

εanis = −K(m · u)2 = −Km2
z, (2.6)

with anisotropy constant K. Note that the anisotropy energy is minimal when the
magnetization direction is out of plane (fully up or down), and maximal when the
magnetization lies in plane. Often, it is useful to shift the anisotropy energy by
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the anisotropy constant K in order to have a zero minimal anisotropy energy when
the magnetization direction is parallel to the film normal. Remember that adding
a constant energy term, does not alter the physics.

2.2.3 Dzyaloshinskii-Moriya interaction

In the micromagnetic framework, the energy density of most DMI types can be
expressed by a sum of Lifshitz invariants as follows:

εdmi =
Dµ
αβ

2
[mα∂µmβ −mβ∂µmα] , (2.7)

with an implicit sum over the Greek indices which run over x, y, and z. The DMI
type and strength is embedded in the rank-three tensor Dµ

αβ which has 3×3×3 = 27

elements. However, the DMI tensor can have maximal 9 relevant degrees of freedom
due to its antisymmetric character (Dµ

αβ = −Dµ
βα). Furthermore, the symmetry of

the system requires additional relations between the DMI tensor elements. For a
given symmetry group, these relations are given by

Dµ
αβ = RµηRανRβκD

η
νκ, (2.8)

for every generator R of the symmetry group [110].

This thesis focusses on isotropic chiral thin films with an interfacially-induced
DMI. The symmetry group of such films is C∞v (rotational symmetry in the plane
of the film and mirror symmetry for any mirror plane perpendicular to the film).
Using Eq. (2.8) for this symmetry, one finds that the isotropic interfacially-induced
DMI is parameterized by only a single parameter D := Dx

xz = −Dx
zx = Dy

yz =

−Dy
zy, and that the expression of the interfacially-induced DMI energy density is

given by

εdmi = D [mx∂xmz −mz∂xmx +my∂ymz −mz∂ymy] , (2.9)

= D [(m · ∇)mz −mz(∇ ·m)] . (2.10)

This expression of the interfacially-induced DMI energy density is the one that will
be used throughout this thesis.

Equation (2.10) reveals the chiral character of the DMI. To make this chiral
character even more apparent, assume that the magnetization m = (sin θ, 0, cos θ)

is fully determined by the polar angle θ(x). In this case the DMI energy density
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reduces to εdmi = −D∂xθ, which clearly demonstrates that the sign of the DMI
determines the preferred rotation direction in the magnetization configuration.

Similar to the exchange interaction, the DMI energy density is the continuous
analog of the classical Heisenberg-like Hamiltonian Eij = −D · (Si × Sj) which
models the DMI interaction between neighbouring spins Si and Sj for DMI vector
D. Again, the relation between the energy density and the Heisenberg Hamiltonian
is manifested in the finite-difference approximation of the derivatives. Considering
only variations of the magnetization along the x direction, the finite-difference
approximation yields

D

[
mi
x

mi+1
z −mi

z

∆x
−mi

z

mi+1
x −mi

x

∆x

]
= − D

∆x
êy · (mi ×mi+1), (2.11)

with mi and mi+1 the magnetization in adjacent discretization cells, which is
indeed mathematically equivalent to the classical Heisenberg Hamiltonian for the
DMI. In this exemplary case, the DMI vector is parallel to the y axis. This can
be generalized by saying that the DMI vector of the interfacially-induced DMI is
always in-plane and perpendicular to the connection line between Si and Sj .

Usually, one considers only antisymmetric Lifshitz invariant terms, as done in
Eq. (2.7). Only recently, Hals et al. suggested to consider also the symmetric
Lifshitz invariant terms. These symmetric terms lead to a boundary-induced DMI
which has not been studied before [110]. In Chapter 7, we discuss extensively this
boundary-induced DMI, and how it affects the magnetization state.

2.2.4 Zeeman interaction

Magnetic moments tend to align with magnetic fields. When an external field B

is applied, the corresponding energy is given by the Zeeman energy density:

εext = −B ·M = −µ0H
ext ·M, (2.12)

with vacuum permeability µ0 = 4π × 10−7 Tm/A.

2.2.5 Demagnetization energy

The demagnetization field Hdemag of a magnet, is the magnetic field generated
by the magnetic moments within this magnet. The demagnetization field at an
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arbitrary measure point is given by

Hdemag =
1

4π

∫
V

[
3
(M · r)r
∥r∥5

− M

∥r∥3

]
dr, (2.13)

where the integral is taken over the whole volume V of the magnet. r is the vector
pointing from the point of measurement to the point in the magnet over which is
integrated.

The interaction between the magnetic moments and the demagnetization field,
also called the dipole-dipole interaction, leads to the demagnetization or magneto-
static energy density

εdemag = −µ0

2
Hdemag ·M. (2.14)

The volume integral present in Eq. (2.13) indicates that, unlike the other mag-
netic interactions, the demagnetization field at a point in or outside the magnet
depends on the magnetization at every point in the magnet. Consequently, the
demagnetization makes calculations — analytical derivations as well as numeri-
cal computations — very difficult or even impossible. Therefore, one often uses
approximations of the demagnetization energy/field in order to obtain clear analyt-
ical expressions or to speed up the numerical computation of the demagnetization
energy/field. In what follows, we discuss cases in which we can calculate the de-
magnetization energy density analytically, and how one can use this to approximate
the demagnetization effects in a more general case.

In a uniformly magnetized film with an infinite lateral extent, the demagne-
tization leads to a shape anisotropy characterized by the energy density εshape =

−µ0M
2
s m

2
z/2 [125]. Note that this expression is mathematically equivalent with

the uniaxial anisotropy energy given in Eq. (2.6). Hence, one could incorporate
the demagnetization of a uniformly magnetized film in the anisotropy by using an
effective anisotropy constant

Ke = K − µ0M
2
s

2
. (2.15)

That the demagnetization of a uniformly magnetized film is given by a basic shape
anisotropy is well understood for a long time. In addition, we will prove in Chap-
ter 7 of this thesis, that the demagnetization leads to the same shape anisotropy
when the magnetization direction is uniform in the x and y direction but varies
along the z direction (the depth of the film).
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2. Micromagnetic framework

When the magnetization varies along the x and y direction, it is no longer
possible to describe the demagnetization exactly by a simple shape anisotropy.
However, one can argue that the use of an effective anisotropy yields still a good
approximation of the demagnetization in an ultra-thin film when the magnetization
varies slowly in the x and y direction. Indeed, when the magnetization varies
slowly, one can argue that the magnetization is quasi uniform locally, and that the
demagnetization contributions of magnetic moments far away can be neglected.
In this thesis, we make always use of this approximation (unless explicitly stated
otherwise) because it allows for an analytical approach in some cases, and efficient
numerical computations in more complex cases.

2.3 Magnetization dynamics

A magnetic moment m in a magnetic field B is subjected to a torque Γ = m×B.
Since the magnetic moment is proportional to an inherent angular momentum, the
magnetic moment will change in time due to this exerted torque: ∂tm ∝ Γ. We
can conclude that a magnetic moment precesses when put in an applied field.

In micromagnetics, this notion of the precessional motion of magnetic moments
is extended to the magnetization field: at every point r within the magnet, the
magnetization m(r) precesses around the effective field Heff(r). Furthermore, a
relaxation/damping term is added to allow for a phenomenological description of
the energy dissipation for which the magnetization tends to align with the effective
field. The resulting dynamical equation is the so called Landau-Lifshitz-Gilbert
(LLG) equation:

ṁ = −γ0

precession︷ ︸︸ ︷
m×Heff +α

damping︷ ︸︸ ︷
m× ṁ, (2.16)

with γ0 = γµ0, gyromagnetic ratio γ = 1.7595 · 1011 rad/sT, and damping factor α
which depends on the material. The LLG equation is mathematically equivalent
to

ṁ = − γ0
1 + α2

[
m×Heff + α m× (m×Heff)

]
. (2.17)

An important property of the LLG equation is the preservation of the norm of
the magnetization m as time progresses. The vector products in the right hand
side of the LLG equation tell us that the change of the magnetization is always
perpendicular to the magnetization, hence the norm is conserved. Mathematically,
this argumentation translates to ∂t∥m∥2 = 2m · ṁ = 0 ⇒ ∥m∥ is constant.
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Effective field The magnetization m(r) is subjected to an effective field Heff(r).
This fields tells how the free energy changes for a small change in the magnetiza-
tion, and can be mathematically expressed by a functional derivative of the energy
functional with respect to the magnetization:

Heff = − 1

µ0

δE

δM
= − 1

µ0Ms

δE

δm
. (2.18)

Energy dissipation If the total energy E of the system depends only on time
through the magnetization m(t), then the energy decreases in time due to the
dissipation term in the LLG equation. In order to prove this, it is sufficient to
point out that the time derivative of the energy is negative. Using the chain rule
for functional derivatives, the definition of the effective field, and the LLG equation,
we obtain:

dE
dt

=

∫
δE

δM
· dM

dt
dV (2.19)

= −µ0Ms

∫
Heff · dm

dt
dV (2.20)

= − γ0α

1 + α2
µ0Ms

∫ ∥∥m×Heff∥∥2 dV ≤ 0. (2.21)

Note that the energy is conserved if we neglect the damping term (α = 0) in the
LLG equation. For a non-zero damping, the energy decreases until the system
is converged to a (meta) stable state sitting at a local minimum in the energy
landscape. The (meta) stable states have a magnetization which is parallel to the
effective field everywhere (m×Heff = 0).

Solution for a static field The LLG equation can easily be solved analytically if
the effective field Heff does not depend on the magnetization m. To this end, let us
consider a constant effective field along the z direction: Heff = hêz. Furthermore,
let’s describe the magnetization by its polar angle θ(t) and its azimuthal angle ϕ(t):

m = (cosϕ sin θ, sinϕ sin θ, cos θ). (2.22)

The LLG equation can now be simplified to two uncoupled differential equations
for angles θ(t) and ϕ(t), which have the following solutions:

ϕ(t) = ϕ0 + ωt, (2.23)

θ(t) = 2 cot−1

(
eαωt cot

(
θ0
2

))
, (2.24)
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Figure 2.2: Solution of the LLG equation for a single magnetic moment in a static mag-
netic field Heff = hêz. The angle θ between the magnetic moment and the field is plotted
in function of the dimensionless time ωt with precession frequency ω = γ0h.

with precess frequency ω = γ0h and the initial state (θ0, ϕ0). The solution for
the azimuthal angle clearly shows the precessional motion around the z direction.
The damping of the magnetic moment towards the z axis (θ = 0), is described by
the solution of the polar angle. Note that the trajectory does not depend on the
frequency. The solution is plotted in Fig. 2.2 for two different damping parameters.

Spin-polarized currents A spin-polarized electric current does not only carry
charge but also angular momentum. When a spin-polarized electric current flows
through a magnetic material, there is an exchange of angular momentum between
the charge carriers and the localized electrons which induce the magnetization.
This exchange of angular momentum results in a torque on the magnetization,
called a spin-transfer-torque (STT). In this thesis, we take into account the STT’s
as described by Zhang and Li [72].

The LLG equation can be extended with two terms which comprise the adi-
abatic STT and the non-adiabatic STT due to spin-polarized currents flowing
through a continuously varying magnetization profile [72]:

ṁ = −γ0

precession︷ ︸︸ ︷
m×Heff + α

damping︷ ︸︸ ︷
m× ṁ +

adiabatic STT︷ ︸︸ ︷
(u · ∇)m − β

non-adiabatic STT︷ ︸︸ ︷
m× [(u · ∇)m], (2.25)

with

u =
PµB

eMs(1 + β2)
j, (2.26)
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where e is the elementary charge, j is the current density, µB is the Bohr magneton,
P is the spin current polarization, and β is the degree of non-adiabticity.

To gain a more intuitive understanding of this extended LLG equation, assume
that the damping term and the non-adiabatic STT term are negligible (α = β = 0).
In this case, one can easily derive that the solution with a current is equal to the
solution without a current but moving at a velocity −u. In fact, this is also
the case when α = β ̸= 0. Consequently, one can imagine how relaxed magnetic
structures, such as domain walls and skyrmions, can be moved in a certain direction
by applying a spin-polarized current in the opposite direction.

2.4 Computational micromagnetics

Minimizing the free magnetic energy or solving the LLG equation analytically is
only possible in a very limited number of cases. Generally, one has to use numerical
methods to find solutions. In this section, we give a short overview of the numerical
methods and tools used in this thesis.

2.4.1 Discretization

Micromagnetic problems need to be discretized in order to solve them numerically.
Generally, one can choose from two different approaches. The easiest one is to
subdivide the system in equal cuboids outlined by a regular grid (see Fig. 2.3a).
Field quantities, such as the magnetization m(r, t) can then be discretized on this
grid and finite differences can be used to approximate the spatial derivatives. The
other approach is based on the finite-element method. In this method, the system
is subdivided in elements (polyhedra) of an irregular mesh (see Fig. 2.3b). At the
nodes of this mesh, field quantities can be approximated using a set of interpolation
functions. In both methods, the nodes/cells should be small enough so that the
magnetization varies smoothly over neighbouring nodes/cells.

There are few advantages of using finite elements over finite differences. With
finite elements it is possible to obtain a precise outline of rough and curved bor-
ders as shown in Fig. 2.3. Furthermore, one could refine the mesh locally at places
where more precision is required. These benefits come at a price; the finite element
method is more complex to implement and to use than finite-difference based meth-
ods. In this thesis, the finite-difference method is used to avoid the complexities of
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2. Micromagnetic framework

Figure 2.3: (a) Rectangular grid to be used in finite-difference methods. (b) Irregular
mesh for finite-element methods. Figure reproduced from Ref. [126].

the finite-element method. Hereby, we decrease the software development time to
maximize the time we can use to explore new physical phenomena.

Cell size In contrast to the exchange interaction, which tends to align the mag-
netic moments, the DMI favors a rotation over neighboring magnetic moments. A
strong DMI (relative to the exchange stiffness) induces spatial variations of the
magnetization on the nanoscale. This is important to remember when choosing a
cell size in micromagnetic simulations — the larger the DMI, the smaller the max-
imal allowed cell size. As a rule of thumb, the cell size is small enough if the angle
between the magnetic moments of neighboring cells is smaller than 0.4 rad [92]. If
the cell size has to be in the sub-nanometer range due to strong local variations of
magnetization, one should consider performing atomistic simulations instead.

2.4.2 Micromagnetic simulations with mumax3

In this thesis, the open source software package mumax3 is used to solve the LLG
equation [92]. This finite-difference based micromagnetic software package is de-
veloped at the DyNaMat group of the University of Ghent. Most of the code is
written in the open source programming language GO. The computationally inten-
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Figure 2.4: Throughput of OOMMF on a single CPU core (black) and the throughput of
mumax3 on different NVIDIA GPUs (gray).

sive parts are written in CUDA C and run on graphical processing units (GPUs)
of NVIDIA. Whereas CPUs are used typically for serial computations, the GPUs
are destined for a parallel processing of data. In micromagnetics, a parallel pro-
cessing of the different cells can lower the computation time drastically. Figure 2.4
compares the throughput of mumax3 for different GPUs and the throughput of
OOMMF (a micromagnetic simulation package which runs solely on CPU). These
results clearly show that using GPUs for micromagnetic simulations lowers indeed
the computation time.

Different LLG solvers are implemented in mumax3. In this thesis we will use
the default solver which is based on the Dormand-Prince method with an adaptive
time step [127].

2.4.3 Energy minimization

The stable magnetization configurations of a system correspond to local minima in
the energy landscape. It is possible to minimize the free magnetic energy analyt-
ically by using variational calculus in a few simple cases. In most cases however,

35



2. Micromagnetic framework

one has to resort to numerical approaches to minimize the energy. In this thesis,
different techniques are used:

• As already demonstrated, the free magnetic energy decreases in time if the
damping parameter is strictly positive (α > 0). Consequently, one can relax
a magnetic state by solving the LLG equation until the energy is converged
to a local minimum. In mumax3, this relaxation process is accelerated by
excluding the precession term in the r.h.s. of the LLG equation.

• mumax3 has a second build-in method to minimize the free magnetic energy.
The implementation is based on the steepest gradient energy minimization
scheme for micromagnetics derived by Exl et al. [128]. The algorithm uses a
Barzilai-Borwein adaptive step size [129].

• It is often possible to reduce the dimensionality of the minimization prob-
lem by taking into account the symmetry of the problem. In this thesis,
customized Python scripts are written to minimize the energy of highly sym-
metric problems. For example, in some cases, one can assume that the mag-
netization m = (sin θ, 0, cos θ) varies only along one direction, let’s say the x
direction, and is fully described by the polar angle θ(x). The system can then
be discretized along the x direction, again making use of finite differences.
Consequently, one can minimize the free energy — expressed in terms of
the polar angles θ(xi) — using a Barzilai-Borwein steepest gradient method
[129]. Note that the number of degrees of freedom decreases enormously
when one exploit the symmetry of the problem in this way. This makes the
minimization procedure much more efficient.

2.5 Limitations of the micromagnetic framework

The basis assumption of the micromagnetic framework is that the magnetization
of a material can be represented by a continuous vector field which varies smoothly
over the underlying lattice of individual magnetic moments. Consequently, the
micromagnetic framework is not suitable to study systems or processes in which
the magnetization varies on a sub-nanometer scale.

As already mentioned, the DMI prefers a chiral spatial rotation in the magneti-
zation. Consequently, in systems with a very strong DMI, one can expect that the
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magnetization varies on a sub-nanometer scale, which renders the micromagnetic
framework unsuitable to study these systems. In this thesis however, we will only
study chiral films with a DMI which is low enough to justifiably make use of the
micromagnetic framework to describe the low-lying energy states.

Even when the magnetization of the low-lying energy states do not fluctuate on
small length scales, it is still possible that transitions between those states require
a strong spatial variation of the magnetization during the process. A good exam-
ple of such a transition is the annihilation/creation of a skyrmion. This process is
a topological transition which requires the formation of a Bloch point — an op-
posite magnetization infinitely close to each other. Therefore, the micromagnetic
framework is not suited to study the annihilation/creation of a skyrmion or similar
transitions. In order to study these processes, one should abandon the continuous
approximation and resort to an atomistic model of the system.

37





chapter 3

CHIRAL STRUCTURES IN EXTENDED FILMS

After introducing the micromagnetic framework and the accompanying toolbox
in the previous chapter, it is time to put it into action and study the magneti-
zation configuration of chiral ferromagnetic films with a perpendicular magnetic
anisotropy. In this chapter, we start simple and consider only ultra-thin films
which have homogeneous material parameters and extend to infinity in the xy-
plane. The magnetization of such films can be described by a 2D micromagnetic
model without any complications related to boundaries or material interfaces.

In this chapter, we have a look at the representative stable magnetisation config-
urations of extended films in increasing order of complexity — the uniform state, a
single magnetic domain wall, the cycloidal state, isolated skyrmions, and skyrmion
lattices – and study how their properties depend on the DMI strength and exter-
nal magnetic fields. We end the chapter by constructing the phase diagram of the
magnetic ground states as a function of the external field and the DMI strength.
The gained insights on these magnetization configurations will come in handy in
the following chapters in which we study the effect of confinement by boundaries
and interfaces on these configurations.

Many of the results presented in this chapter can be found spread out in the
literature. The discussion of the uniform state and the isolated domain wall can be
found in most textbooks which cover magnetic domains (e.g., see Ref. 125). The
sections on the cycloidal state and the isolated skyrmion are based on the work
of Rohart and Thiaville [103]. In addition to their work, we will also study how
an applied field affects the cycloidal state and skyrmion profile. This chapter also
includes a new deterministic micromagnetic approach to compute the skyrmion
lattice parameter as a function of the material parameters and an applied field.
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3. Chiral structures in extended films

3.1 The uniform state

The magnetic moments in a ferromagnet have the tendency to align with each
other due to the exchange interaction. When the magnetization is uniform, i.e. all
magnetic moments point in the same direction, the exchange energy is in its global
minimum. For ferromagnetic films with a perpendicular magnetic anisotropy, the
magnetization in the uniform state is either up or down since this state minimizes
not only the exchange energy, but also the anisotropy energy. However, one can
cant the uniform magnetization away from the easy axis by applying a magnetic
field with an in-plane component. In what follows, we study this canting of the
uniform magnetic state.

Consider a uniform magnetization m(r) = m subjected to an applied in-plane
field B. Because the magnetization m is a normalized vector, the magnetization
can be fully described by a polar angle θ and an azimuthal angle ϕ as follows:

m = (cosϕ sin θ, sinϕ sin θ, cos θ). (3.1)

Similarly, we can describe the applied in-plane field by the azimuthal angle ϕB : B =

B(cosϕB , sinϕB , 0). The exchange energy and the DMI energy of the uniform state
is zero. Hence, the energy density is given by the sum of the effective anisotropy
energy density (which includes the demagnetization as described in Sec. 2.2.5) and
the Zeeman energy density:

ε = Ke sin
2 θ −BMs cos(ϕ− ϕB) sin θ. (3.2)

The energy density ε is minimal if the in-plane component of the magnetization is
aligned with the applied field (ϕ = ϕB) and

sin θ = max

{
B

Bc
, 1

}
with Bc =

2Ke

Ms
. (3.3)

Note that the magnetization is fully in-plane when the applied field is stronger
than the critical field Bc. For weaker fields, there are two degenerate solutions in
which the magnetization is canted away from the easy axis; one with a positive
z component and one with a negative z component.

3.2 An isolated domain wall

The magnetic moments tend to align with the easy axis which is parallel to the
normal in a ferromagnetic PMA film. Consequently, the low-energy magnetic states
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consist out of magnetic domains with a magnetization which is fully ‘up’ (mz = 1)
or fully ‘down’ (mz = −1). Between these domains, we find domain walls in
which the magnetization varies smoothly from up to down (or vice versa). In this
section, we study the shape and the energy of these domain walls, and how the
chiral character of the DMI affects the domain wall properties.

Let us consider a single isolated domain wall parallel to the y axis and let us
assume that the magnetization varies only along the x direction. Hence, the mag-
netization is fully described by the polar angle θ(x) and the azimuthal angle ϕ(x)
as used in Eq. 3.1. This assumption reduces our problem to a 1D problem for
which the total energy is given by

E1D[θ, ϕ] =

∫ +∞

−∞
[εexch + εdmi + εanis]dx, (3.4)

with

εexch = A
[
(∂xθ)

2 + sin2 θ (∂xϕ)
2
]
, (3.5)

εdmi = D [− cosϕ ∂xθ + sinϕ sin θ cos θ ∂xϕ] , (3.6)

εanis = Ke sin
2 θ. (3.7)

The superscript (1D) for the total energy denotes that the energy density is inte-
grated only along one direction (the x direction in this case).

Non-chiral domain walls

First, we will derive the profile and energy of a domain wall in a non-chiral magnetic
film by minimizing the energy without the DMI term similar to the derivation given
in Ref. 125. Note that without the DMI, any variation of the azimuthal angle along
the x direction increases the energy. Hence, one can assume that the azimuthal
angle profile of a relaxed domain wall is a constant function ϕ(x) = ϕ. The constant
azimuthal angle ϕ can be chosen arbitrarily since it does not influence the energy.
Consequently, we only need to focus on the polar angle θ(x). Minimizing the
energy functional using the Euler-Lagrange method yields the following differential
equation for θ(x):

A∂2xθ = Ke sin θ cos θ. (3.8)

So far, we did not impose the existence of a domain wall in our derivation. This
means that this differential equation is valid for any magnetic state in a local

41



3. Chiral structures in extended films

energy minimum/maximum (provided that the magnetization varies only along the
x direction). E.g. note that the ferromagnetic states θ = 0 and θ = π are solutions
of the differential equation and minimize the energy, whereas the ferromagnetic
states with an in-plane magnetization θ = ±π/2, also solutions of the differential
equation, maximize the energy.

In order to impose the existence of a domain wall, we assume that the polar
angle is θ(−∞) = 0 at the far left of the domain wall and increases monotonically
to θ(+∞) = π at the far right of the domain wall. The second order differential
equation given in Eq. 3.8 can now be integrated over θ from −∞, which yields the
first order differential equation

√
A∂xθ =

√
Ke sin θ. (3.9)

Using this relation, we find that the total energy [Eq. (3.4)] of a relaxed domain
wall with respect to the total energy of the uniform ground state is given by E1D

wall =

4
√
AKe.

Due to the translational invariant character of our problem, we can arbitrarily
choose the position of our domain wall. For simplicity, we place the center of the
domain wall (θ = π/2) at x = 0. Using this condition, we find that the domain
wall profile is given by θ(x) = 2 arctan(ex/ξ) with ξ =

√
A/Ke. The so-called

exchange length ξ is the typical length scale (usually a few nanometers) at which
the magnetization varies spatially, which is reflected in the width of the domain
wall:

W :=

∫ ∞

−∞

√
1−m2

z dx = πξ. (3.10)

The azimuthal angle ϕ, which can be any constant function along the x direc-
tion, defines the character of the domain wall. The domain wall is a right rotating
Néel wall if ϕ = 0, a left rotating Néel wall if ϕ = π, a Bloch wall if ϕ = ±π/2,
and a wall with a mixed character otherwise. The magnetization profiles and the
energy density of Néel and Bloch domain walls are shown in Fig. 3.1. Note that
the energy density (without DMI) is exactly the same for the different domain wall
types.
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Figure 3.1: Magnetization profiles m(x) and the corresponding energy densities ε(x) of
a Bloch wall and a right/left rotating Néel wall for a positive DMI strength D = 0.8Dc.
The profiles are obtained by minimizing the sum of the exchange and anisotropy energy.
Only the right rotating Néel domain wall minimizes the total energy (which includes the
DMI energy). The DMI energy density for the left and right rotating Néel domain wall
have an opposite sign which can be switched by changing the sign of the DMI strength.

Chiral domain walls

Now, we also include the DMI energy density term to study the effect of the DMI on
the domain wall. Using the Euler-Lagrange method to extremize the DMI energy
for the azimuthal angle ϕ(x) yields:

sinϕ sin2 θ∂xθ = 0. (3.11)

From this equation we can derive that ϕ = 0 or ϕ = π extremizes the DMI en-
ergy. Remember that a constant azimuthal angle also minimizes the exchange and
anisotropy energy. Hence, we can conclude that in local minima of the energy
landscape either ϕ = 0 or ϕ = π.

For a constant azimuthal angle ϕ, the derivation of the profile of the polar
angle θ(x) can be carried out exactly the same as for non-chiral domain walls. This
means that the magnetization profile θ(x) does not depend on the DMI strength D.
The energy however, does depend on the DMI strength:

E1D = 4
√
AKe − πD cosϕ. (3.12)
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3. Chiral structures in extended films

This is also noticeable in the energy density curves in Fig. 3.1: the positive DMI
lowers the energy density of the right rotating Néel wall (ϕ = 0), increases the
energy density of the left rotating Néel wall (ϕ = π), and has no effect on the
energy density of a Bloch wall (ϕ = π/2). We can conclude that the energy is
minimal if ϕ = 0 for a positive DMI strength, and ϕ = π for a negative DMI
strength. In either case, the energy of a fully relaxed chiral domain wall is given
by E1D

wall = 4
√
AKe − π|D|.

It is clear that the exchange interaction and the magnetic anisotropy yield a
positive contribution to the domain wall energy, whereas the DMI yields a negative
contribution. Consequently, there is a critical value for the DMI strength Dc =

4
√
AKe/π, for which the energy of the domain wall is exactly zero [103]. For

DMI strengths below Dc, the domain wall energy is positive which leads to a
ferromagnetic state ground state. On the other hand, the energy of the domain
wall is negative if the DMI strength is larger thanDc. If adding domain walls lowers
the energy, then the ground state consists out of many parallel domain walls. This
state is called the cycloidal state and will be discussed in the next section.

3.3 The cycloidal state

The energy of a domain wall is negative for DMI strengths larger than the critical
value D > Dc. Hence, one can lower the total energy by creating a periodic ar-
rangement of parallel Néel domain walls. This magnetic state is called the cycloidal
state, because a cross section of the magnetization along the direction perpendicu-
lar to the domain walls shows a cycloid (see Fig. 3.2a). From the previous section,
we can already predict that the cycloidal period Λ of the ground state depends on
the DMI strength D. For DMI strengths below Dc, the cycloidal period will be
infinite, which is equivalent with the ferromagnetic ground state. For larger DMI
strengths, the period will be finite and will decrease for an increasing DMI strength.
Imagine the cycloidal state as an accordion which is squeezed by the DMI strength.
In what follows, we study the cycloidal profiles and compute the cycloidal period as
a function of the DMI strength D. This study largly resembles the work of Rohart
and Thiaville (Ref. 103). In this thesis however, we also consider a perpendicular
applied field B = Bêz which changes the cycloid properties drastically.

We start with the assumption that the magnetization varies only along one
direction, let us say the x direction. Furthermore, we also know from previous
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section that the magnetization of a relaxed state has a pure Néel character with a
fixed chirality. Hence the magnetization m(sin θ, 0, cos θ) is fully described by the
polar angle θ(x) which increases monotonically along the x direction if we consider
a positive DMI strength D > 0.

The total energy is ±∞ for an infinite number of domain walls, which makes
it impossible to minimize the total energy directly. This, however, is not a real
problem, because we can still minimize the average energy density ⟨ε⟩ over a single
period of the cycloid:

⟨ε⟩ [θ] =
1

Λ

∫ Λ

0

[
A(∂xθ)

2 −D∂xθ +Ke sin
2 θ −BMs cos θ

]
dx (3.13)

=
1

Λ

∫ Λ

0

[
A(∂xθ)

2 +Ke sin
2 θ −BMs cos θ

]
dx− 2πD

Λ
, (3.14)

with θ(x) a monotonically increasing function from θ(0) = 0 to θ(Λ) = 2π. Note,
that the DMI energy density term can be integrated immediately. Minimizing the
energy using the Euler-Lagrange method yields

ξ2∂2xθ = sin θ cos θ +
B

Bc
sin θ. (3.15)

After integrating the l.h.s. and the r.h.s. over θ we obtain

(ξ∂xθ)
2 = sin2 θ − 2

B

Bc
cos θ + �, (3.16)

with integration constant �. Using the assumption that θ(x) increases monoton-
ically, together with the left boundary condition θ(0) = 0, we can rewrite this to
an implicit expression for θ(x):

x(θ;�) = ξ

∫ θ

0

dθ′√
sin2 θ′ − 2(B/Bc) cos θ′ + � . (3.17)

Now, one can ‘tune’ the integration constant � to meet the right boundary con-
dition θ(Λ) = 2π. Or, more interestingly, we could consider the integration con-
stant � as a tuning knob which controls the cycloid period Λ(�) = x(2π,�).
Increasing � corresponds with a compression of the cycloidal state (imagine again
squeezing an accordion). This interpretation of the integration constant, together
with the differential equation in Eq. (3.16), allows us to rewrite the (dimensionless)
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3. Chiral structures in extended films
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Figure 3.2: (a) magnetization profiles of relaxed cycloids for given DMI strength D and
perpendicular field B = Bêz. (b) The period of the cycloid Λ as a function of the DMI
strength D and applied field B. The period Λ diverges at the critical DMI strength D∼

c
(dotted lines) and is approximately ξπ2Dc/D for a strong DMI (dashed line). (c) The
critical DMI strength D∼

c as a function of the applied field B.

average energy density as a function of �:⟨
ε

Ke

⟩
(�) =

2ξ

Λ(�)

[∫ 2π

0

√
sin2 θ − 2

B

Bc
cos θ + � dθ − 4

D

Dc

]
− �. (3.18)

Now, we can minimize the energy for a given DMI strength D and applied field B
by varying the tuning parameter �. When it is minimized, we also know the
wavelength Λ(�) and the profile x(θ) (albeit implicit).

A plot of the cycloid period Λ as a function of the DMI strength D is shown in
Fig. 3.2b. In absence of an applied field, we see that the period Λ increases for a
decreasing DMI strength and becomes infinitely large for DMI strengthsD ≤ Dc. If
a perpendicular field is applied, we observe the same behaviour. However, the DMI
strength at which the period diverges, which we will refer to as D∼

c , is now larger
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than Dc and depends on the magnetic field strength B. We can find an expression
for the critical DMI strength D∼

c (B) by imposing that the average energy density
[Eq. (3.18)] is finite for Λ → ∞:

D∼
c (B) =

Dc

4

∫ 2π

0

√
sin2 θ + 2

B

Bc
(1− cos θ) dθ. (3.19)

Note that this reduces to the critical DMI strength D∼
c (0) = Dc in absence of

an applied field. Using the above expression, we add the asymptotic behaviour of
large periods in Fig. 3.2b and plot the critical DMI strength D∼

c as a function of
the applied field strength B in Fig. 3.2c.

The profiles of different cycloidal ground states are shown in Figure 3.2a. For
DMI strengths slightly above the critical value Dc, the cycloidal state consists of
wide up and down stripe domains separated by distinct domain walls. When a posi-
tive field is applied in z direction, the stripe domains with an upward magnetization
are larger than the stripe domains with a downward magnetization. Finally, we see
that for an increasing DMI strength, the magnetization profile mz(x) = cos θ(x)

becomes more and more sinusoidal. Hence, we could expect that the magnetization
profile is given by θ(x) ≈ 2πx/Λ for strong DMI. Using this approximation of the
magnetization in Eq. (3.14), we obtain the average energy density

ε ≈ A
4π2

Λ2
+
Ke

2
− 2πD

Λ
for D ≫ Dc. (3.20)

Minimizing this average energy density, yields the period

Λ ≈ ξπ2Dc

D
for D ≫ Dc. (3.21)

This approximation of the cycloid period Λ is also shown on Fig. 3.2b.

3.4 Isolated skyrmions

In the previous sections, we have studied magnetic states with straight chiral do-
main walls. In this section, we study an isolated Néel skyrmion, which is essentially
a very small domain outlined by a closed Néel domain wall. As we will demon-
strate here, the DMI stabilizes the skyrmion. This makes the skyrmion distinct
from magnetic bubble domains which are much larger and stabilized by dipolar
interactions.
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3. Chiral structures in extended films

Because the DMI lowers the domain wall energy (per unit length), we can expect
that the DMI has a positive effect on the size of a skyrmion. Unfortunately, the
DMI is a material parameter and can not be used to tune the skyrmion size. Hence,
we will apply a perpendicular bias field in the same direction as the magnetization
in the ferromagnetic region which surrounds the skyrmion. Because the direction
of the bias field is in the opposite direction as the magnetization on the inside of
the skyrmion, one can shrink the skyrmion by increasing the fields strength, and
thereby controlling the skyrmion size.

The first steps in the derivation of the skyrmion profile will be similar to the
derivation of Rohart and Thiaville (see Ref. 103). However, in contrast to the
derivation of Rohart and Thiaville, we will not study a confined skyrmion in a
disc, but a single isolated skyrmion in an extended film. Additionally, we include
a perpendicular bias field as mentioned in the previous paragraph.

We start by considering a magnetization with a radial symmetry around the
origin; the magnetization varies only along the r direction in the polar coordi-
nate system (r, ϕ). We can assume again that the magnetization has a pure Néel
character, which means that the magnetization

m(r, ϕ) = (cosϕ sin θ(r), sinϕ sin θ(r), cos θ(r)), (3.22)

is fully described by the polar angle θ(r). In order to study a skyrmion with an
upward magnetization at the center in an otherwise downward magnetized state,
we impose that θ(r) increases monotonically from θ(0) = 0 to θ(+∞) = π. The
applied bias field is then given by B = −Bêz with B > 0. Under these assumptions,
we can rewrite the total energy in the polar coordinate system (r, ϕ) as follows:

E2D
⊙ =

∫ 2π

0

∫ ∞

0

[A

(
(∂rθ)

2 +
sin2 θ

r2

)
−D

(
∂rθ +

cos θ sin θ

r

)
+Ke sin

2 θ +BMs(cos θ + 1)]r dϕ dr. (3.23)

Note that the Zeeman energy is shifted so that the energy of the ferromagnetic
state is zero.

For this case, we minimize the energy numerically as described in the third
bullet in Sec 2.4.3. The radius of the simulation box is chosen large enough
(20ξ) to avoid any effect of the boundary on the skyrmion profile. Figure 3.3
shows the obtained profile for a skyrmion in a chiral magnetic film with DMI
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Figure 3.3: Left: color plot of a skyrmion in a chiral magnetic film with DMI strength
D = 0.9Dc and no applied field. Right: Skyrmion profiles mz(r) = cos θ(r) for DMI
strength D = 0.9Dc without applied field (full line), and with an applied field B = −Bêz
(dashed lines).

strength D = 0.9Dc. This figure also shows how the skyrmion becomes smaller
when a perpendicular field is applied.

So we already know that the skyrmion size does depend on the applied field. Let
us now fully analyze the skyrmion size and the skyrmion energy for a wide range
of DMI strengths and applied fields. Therefore, we define the skyrmion radius R⊙

as the distance between the center of the skyrmion (at which θ = 0) and the ring
where the magnetization is in plane (θ = π/2). Using the above described method
to obtain skyrmion profiles, we can compute the skyrmion radius and the energy
in function of the DMI strength and the applied field, which leads to the results
shown in Fig 3.4(a-b).

Figure. 3.4a shows how the skyrmion radius increases for an increasing DMI
strength. The radius diverges at the critical DMI strength Dc if there is no applied
field. The domain wall outlining the skyrmion has a negative energy in films
with a DMI strength larger than Dc. Hence, in strong chiral magnets, skyrmions
keep expanding and deforming in order to maximize their circumference. Thereby,
a spontaneous radial symmetry breaking of the magnetization will occur, which
renders our model unable to study this behaviour. Figure 3.4 also shows that the
skyrmion size decreases for an increasing applied field strength. Even in films with
a DMI strength larger than Dc, the skyrmion radius will be finite when an external
field is applied.
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3. Chiral structures in extended films
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and positive otherwise. For comparison, the critical DMI strength for cycloids D∼

c is also
shown.

One can assume that the circular Néel domain wall of a very large skyrmion has
the same profile as an isolated relaxed domain wall as derived in Sec. 3.2. Hence,
a large skyrmion can be modelled by the following energy expression:

E2D
⊙ ≈

[
4
√
AKe − πD

]
2πR⊙ + [2BMs]πR

2
⊙. (3.24)

The first term is the energy of the circular domain wall with length 2πR⊙. The
second term is the Zeeman energy difference with the ferromagnetic ground state,
which is proportional to the surface area of the skyrmion πR2

⊙. Minimizing the
energy for the skyrmion radius R⊙ yields

R⊙

ξ
≈ D/Dc − 1

B/Bc
. (3.25)
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Hence, we can conclude that the skyrmion radius increases linearly with the DMI
strength and inversely with the applied field strength. This asymptotic behaviour
for large skyrmions, is also visible in Fig. 3.4a.

Now, let us focus on the energy of the skyrmion. Figure 3.4b shows how the
energy decreases for an increasing DMI strength. In films with a weak DMI, we can
say that a skyrmion is a local excited state because it leads to an increase of the
total energy. For larger DMI strengths and non-zero applied fields, the energy of a
skyrmion can be negative (with respect to the ferromagnetic state). Consequently,
there exists a critical DMI strength larger than Dc, let’s call this D⊙

c , for which the
energy is exactly zero. This critical DMI strength for skyrmions, which depends
on the applied field strength B, is shown in Fig. 3.4c. For DMI strengths larger
than D⊙

c , the skyrmion energy is negative, and thus, one can decrease the total
energy by putting more and more skyrmions in the film. Eventually, one can try to
minimize the total energy by creating a closed packed configuration with the right
skyrmion density. Such a state is called a skyrmion lattice, which will be discussed
in detail in Sec. 3.6.

Intermezzo: skyrmioniums and beyond

In our model of a skyrmion, we imposed that the magnetization has a circular
symmetry and we argued that a relaxed magnetization has a pure Néel character
and a polar angle θ(r) which is a strict increasing function of r. Under these con-
siderations, and the additional boundary conditions θ(0) = 0 and θ(∞) = π, we
minimized the energy to obtain the profile and energy of a relaxed skyrmion. We
can generalize this procedure by using different boundary conditions. In fact, this
model allows us to study any circular magnetization structure which corresponds to
a local energy minimum of the energy landscape, by using the boundary conditions
θ(0) = 0 and θ(∞) = nπ with n ∈ N. The positive integer n corresponds to the
number of circular domain walls. We already thoroughly discussed the ferromag-
netic state (n = 0) and the skyrmion (n = 1). For n = 2, the relaxed magnetization
contains two circular domain walls, or to put it differently, a skyrmion inside an-
other skyrmion. This local magnetic structure, shown in Fig. 3.5, is often called
a skyrmionium [38, 41–44]. Unfortunately, there are no fancy names for mag-
netic structures with n > 2. The energy of these magnetic structures for DMI
strength D = 0.9Dc are given in Table 3.1. Note that the energy of a skyrmion-
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Name n E2D/E⊙
Uniform 0 0
Skyrmion 1 1
Skyrmionium 2 2.76
. . . 3 5.11
. . . 4 8.52
. . . 5 13.3

Table 3.1: The energy E2D of local magnetic structures with a circular symmetry and n
circular domain walls in a film with DMI strength D = 0.9Dc. The energies are expressed
in skyrmion energies E⊙.

ium is almost three times larger than the energy of a skyrmion. Consequently, the
skyrmionium is much less stable than a skyrmion.

3.5 Skyrmion-skyrmion repulsion

Skyrmions are stable local spin textures in films with DMI strengths below Dc.
Due to this locality, they are often considered as particles (in the classical sense).
These ‘skyrmion particles’ are mobile and can be moved by applying spin-polarized
currents. Furthermore, skyrmions undergo a Brownian motion for non-zero temper-
atures. When a bunch of these skyrmion particles exist in the same ferromagnetic
film, they repel each other, as we will see in this section.
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When an initial magnetization state with two skyrmions close to each other
is being relaxed in a micromagnetic simulation, the two skyrmions move away
from each other as far as possible. This already proves that skyrmions repel each
other. Determining the exact repulsive force or energy as a function of the distance
between the skyrmion requires a more inventive simulation method. Here we will
calculate the repulsive energy as a function of the distance by fixing the position
of the skyrmion cores during relaxation. The skyrmion core is located in the inner
part of the skyrmion where the magnetization is exactly orthogonal to the film
(mz = ±1, with the sign opposite to the ferromagnetic background). Thus ,we can
fix the positions of the skyrmion cores by fixing the magnetization orthogonal to
the film at the chosen positions.

The actual micromagnetic simulation which we use here contains multiple steps.
First, an initial state, consisting of two skyrmions with fixed core positions far away
from each other, is relaxed. Then, the core positions move closer to each other in
a stepwise fashion. At each step, the magnetization is relaxed starting from the
previous relaxed state, and the magnetic energy is calculated. This yields the
energy as a function of the distance between the fixed cores, which is shown in
Fig. 3.6. When the distance between the fixed cores becomes very small, the
skyrmions merge into a single skyrmion. This transition requires a change in
topology which is accompanied by a discontinuous deformation, and thus, should
not be studied with micromagnetic calculations. For this reason, we will only
discuss the results obtained before the skyrmion merger.

In Fig. 3.6, we see that the energy decreases with the distance between the fixed
core positions, which demonstrates again the repulsion between the skyrmions. The
repulsive force, e.i. the derivative of the total energy with respect to the distance,
decreases rapidly when the distance between the skyrmions increases. When the
skyrmions are far away from each other (d > 10ξ), the repulsive force vanishes
and the total energy becomes approximately equal to 2E⊙, the energy of two
single skyrmions which do not feel each other. The inset of Fig 3.6 shows how
the skyrmions deform when the fixed cores are positioned close to each other.
Due to this deformation, the fixed cores are no longer positioned at the skyrmion
centers, and the distance between the cores is much smaller than the actual distance
between the centers of the skyrmions. Therefore, it is useful to define the skyrmion
position by its center of mass instead of the fixed core position. The center of mass
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Figure 3.6: The energy of two skyrmions in a ferromagnetic film with DMI strength
D = 0.9Dc as a function of the distance between these two skyrmions. The skyrmions
are held together artificially by fixing the positions of the skyrmion cores. The distance is
defined in two different ways: as the distance between the fixed cores (black) and as the
distance between the centers of mass of the skyrmions (gray). The inset shows a contour
plot of the magnetization mz which clearly shows repelling skyrmions. The distances
between the skyrmions of this case specifically are highlighted by stars. The crosses
indicate the simulation with the smallest distance between the fixed cores for which the
two skyrmions stay intact.

is given by

R =

∫
V
(mz ± 1)r dr∫
V
(mz ± 1) dr

(3.26)

where the sign is opposite to the sign of the z component of the ferromagnetic
background. The volume V should be chosen so that it contains most of the
skyrmion body. This definition of the skyrmion position is robust against small
deformations and noise, which is not only useful here, but can also come in handy
when studying the Brownian motion of skyrmions. The energy as a function of the
distance between the centers of mass of the skyrmions is shown in Fig. 3.6, and
yields arguably a more correct impression of the skyrmion-skyrmion repulsion. The
notable dent in the energy curve for the centers of mass is caused by a considerable
shrinking of the skyrmions when they are brought together.
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3.6 Skyrmion lattice

A closed-packed configuration of skyrmions forms a hexagonal lattice which is
referred to as a skyrmion lattice (SkX) [45]. Remember that for DMI strengths
below Dc, skyrmions can be considered as very small particles with a positive
contribution to the magnetic energy. Consequently, we can expect that the lattice
parameter — i.e. the distance between neighbouring skyrmions — is infinitely large
if D < Dc, which makes it virtually equivalent to the ferromagnetic ground state
which has a zero skyrmion density. In this section, we will determine the (finite)
SkX lattice parameter for a DMI strength larger than Dc, namely D = 1.4Dc.
Of course, the simulation method presented here can be generalized for any DMI
strength larger than Dc. Furthermore, we will study how the lattice parameter
changes when a bias field is applied.

First, we determine the lattice parameter a in absence of an applied field. To
do this, we choose freely a lattice parameter a and we create a simulation box
with dimensions (a,

√
3a, t) and periodic boundary conditions in the x and y di-

rection. Because this is a 2D problem, the thickness t is of no importance here.
When an initial magnetization state with two skyrmions is relaxed, we obtain a
perfect skyrmion lattice with lattice parameter a due to the simulation box size
in combination with the periodic boundary conditions. However, we have chosen
the lattice parameter a arbitrarily, which is unlikely to correspond with the actual
lattice parameter. In order to find the correct lattice parameter, we repeat the
above relaxation procedure whereby we vary the size of the simulation box in order
to minimize the average energy density. When reaching the minimum, we find
the correct lattice parameter a ≈ 10ξ. The relaxed skyrmion lattice is shown in
Fig. 3.7a.

The above described procedure can be repeated for nonzero applied fields B =

Bêz with varying strength, which leads to the results presented in Fig. 3.7. In
this figure, we see that for a large range of fields (0 < B < 0.2Bc), the effect of
the applied field is mostly reflected in the size of the skyrmions, and less so in the
lattice parameter. In this range, the skyrmion size decreases with the applied field.
In contrast, the lattice parameter increases strongly with the applied field when
B > 0.2Bc and it even diverges at B ≈ 0.23Bc. One can conclude that for a given
DMI strength larger than Dc, there exists a critical field, above which we obtain
the uniform state (lattice parameter is infinite). Of course, this also means that
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Figure 3.7: (a-e) Relaxed skyrmion lattices for DMI strength D = 1.4Dc and different
perpendicular applied fields B. The simulation box, which has periodic boundary condi-
tions, is highlighted. (f) The computed average energy density of the SkX as a function
of the applied field B. For reference, we also show the average energy density of the
cycloidal state (gray). The field ranges of different ground states are outlined. (g) The
lattice parameter a of the SkX.

for each applied field B there exists a critical DMI strength below which we find
the uniform state. This corresponds to the critical DMI strength D⊙

c (B) at which
the energy of an isolated skyrmion is exactly zero, which we already computed in
Sec. 3.4 (See Fig. 3.4c).

3.7 Phase diagram and conclusions

In the previous sections we discussed different stable magnetization configurations
in extended chiral films with a perpendicular applied field: the uniform state,
domain walls, the cycloidal state, skyrmions, and skyrmion latices. In this section,
we will blend all these results together in order to construct the phase diagram of
the ground state of thin chiral films for the DMI strength D and an applied field B.

First of all, we found that any spatial variation in the magnetization leads to
an increase in energy if the DMI strength is below Dc. Consequently, the ground
state is uniform in case of weak DMI and the existence of magnetic structures such
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perpendicular applied field B. The uniform state is colored white, the cycloidal state
green, and the SkX state purple. The color intensity of the cycloidal state and the
SkX state is inversely proportional to the cycloidal period Λ and the SkX parameter a
respectively. Discrete colormaps are used to visualize the isovalue lines. The transition
from a cycloidal to a skyrmionic ground state is outlined by an almost straight white line.

as isolated skyrmions, skyrmioniums, and domain walls, which can be stable due to
their topology, lead to a positive magnetic energy contribution. For DMI strengths
larger than Dc, we have seen that the energy density of the cycloidal state and a
skyrmion lattice is strictly negative if the DMI strength is larger than the critical
values D∼

c (B) and D⊙
c (B) respectively. For DMI strengths below these critical

values, the cycloidal wavelength Λ and the skyrmion lattice parameter a become
respectively infinitely large, which in both cases corresponds to the uniform state.

Based on this recapitulation of the previous sections, one could already fill in
the uniform ground state in the phase diagram. For the remaining region, we
compute for every DMI strength D and field B the average energy density of the
cycloidal state and the skyrmion lattice, and we select the state with the lowest
energy. The phase diagram, shown in Fig. 3.8, is now complete.
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chapter 4

GEOMETRIC CONFINEMENT

In the previous chapter, we have seen how the Dzyaloshinskii-Moriya interaction
(DMI) stabilizes chiral spin textures — chiral domain walls, cycloids, skyrmions,
skyrmion lattices, and others — in thin chiral ferromagnetic films with an infinite
lateral extent. In the real physical world however, films have finite dimensions
with lateral boundaries. Especially in very small samples, one could expect that
boundaries play an important role.

In this chapter, we will see how the magnetization of such films is affected by lat-
eral boundaries. First, we show how the magnetization cants at lateral boundaries
in an otherwise uniform magnetized film. This phenomenon can be generalized
by stating that any relaxed magnetic state meets a certain Neumann boundary
condition. Then, we show how multiple cycloidal states with different periods can
be stable in confined films (thin strips), where the period of the cycloids does not
depend solely on the Dzyaloshinskii-Moriya interaction strength but also on the
dimensions of the film. Next, we focus on the rich microcosm of stable magnetic
states in small square platelets which exhibit a mixture of skyrmions and chiral
domain walls. Finally, we compute a complete equilibrium phase diagram and its
governing rules for these square platelets. 1

4.1 Magnetization canting at the edge

In chiral ferromagnetic films, the magnetization cants at lateral boundaries. This
canting is associated with emerging Neumann boundary conditions for the magne-
tization, which were already derived by Rohart and Thiaville in 2013[103]. Here,
I want to make an important note: although the term boundary condition is used
here — and in related literature — it is important to know that it is most of
the time not an imposed condition. Instead, it is an emerging property of the
magnetization when the free magnetic energy is being minimized.

1Our results on the confined cycloids in strips and chiral states in square platelets are also
published in Physical Review B (see Ref [108]).
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4. Geometric confinement

To comprehend the confinement of magnetic textures in small films, it is impor-
tant to understand the origin of the magnetization canting at the edge. Therefore
we will rederive the Neumann boundary conditions presented in Ref. 103 before we
study the confinement of magnetic textures. In this section, we focus on a simple
illustrative case which will provide an intuitive understanding of the magnetization
canting. Besides the Neumann boundary condition derived in Ref. 103, we will find
analytical expressions for the magnetization profile and the energy of the canting
at a lateral boundary. In the next section, we step away from the illustrative case,
and derive Neumann boundary conditions for the general case.

Consider a quasi-uniform magnetized film on the domain x ≤ 0 with only
a single boundary at x = 0 for which we do not impose a boundary condition.
Furthermore, let us assume that the magnetization m = (sin θ, 0, cos θ) is fully
described by the polar angle θ(x) which varies only along the x direction and
increases monotonically from the uniform state in the bulk θ(−∞) = 0 to the yet
unknown boundary magnetization θ(0) = θ0. Note that these assumptions allows
for a small Néel rotation of the magnetization which, as discussed in the precious
chapter, can lower the magnetic free energy. Under these considerations, the total
energy is given by

E1D =

∫ 0

−∞

[
A(∂xθ)

2 −D∂xθ +Ke sin
2 θ
]

dx. (4.1)

After using the Euler-Lagrange method to minimize the total energy functional and
after taking into account the assumption that θ(−∞) = 0, we find the following
differential equation for the polar angle θ(x):

ξ∂xθ = sin θ, (4.2)

with ξ =
√
A/Ke. Using this expression, one can reduce the energy functional

to obtain an expression for the ‘canting energy’ E1D
cant in function of the boundary

magnetization angle θ0:

E1D
cant

ξKe
= 2

[
1− cos θ0 −

2

π

D

Dc
θ0

]
, (4.3)

which is minimal if
θ0 = arcsin

(
2

π

D

Dc

)
. (4.4)

Note that the magnetization is canted at the boundary (θ0 ̸= 0) even for weak DMI
(D < Dc). Considering Eq. (4.4) as a boundary condition which ensures a minimal
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magnetic energy, we can solve the differential equation in Eq. (4.2) to obtain the
relaxed magnetization profile:

θ(x) = 2 arctan

(
ex/ξ tan

θ0
2

)
with x ≤ 0. (4.5)

To conclude, we have found analytical expressions for the energy related to the
canting E1D

cant, the canting angle at the boundary θ0, and the profile of the cant-
ing θ(x).

The attentive reader might have noticed that the differential equation for the
canting profile [Eq. (4.2)] is the same as the differential equation for the domain
wall profile in an extended film [Eq. (3.9)]. This means that the profile of the
magnetization canting at the boundary is equivalent with the tail of a domain wall
which has a virtual center outside the magnet at

∆x = −ξ log tan(θ0/2), (4.6)

as shown in Fig. 4.1. This can be explained intuitively by a careful examination
of the energy density contributions inside the domain wall, shown in Fig. 3.1 as
well as in Fig. 4.1. Imagine that you try to shove in a domain wall at a lateral
boundary of a uniform magnetized film. At first, inserting the tail will introduce a
rotation of the magnetization which lowers the total energy below zero thanks to
the DMI. However, at a certain moment, the average energy density will increase
again due to the dominating exchange and anisotropy energy density around the
center of the domain wall. The total energy is minimized when the energy density
of the inserted domain wall tail is exactly zero at the boundary.

The energy density inside a domain wall is negative everywhere when the DMI
strength D is larger than πDc/2. Hence, an increasing number of domain walls
can be inserted at the boundary to lower the total energy without ever reaching a
local energy minimum. This is of course only true for our hypothetical film which
extends to x = −∞. We can conclude that the magnetization at the boundary is
not well-defined when D > πDc/2. Note that this is also manifested by the domain
of the arcsin function in Eq. (4.4).

For the studied case — a quasi-uniform magnetized film which has a single
straight lateral boundary and extends to infinite in the other directions — the
relaxed magnetization meets the Dirichlet boundary condition given in Eq. (4.4).
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4. Geometric confinement

..

−1

.

0

.

1

.

m
z

.

a

.
−4

.
−2

.
0

.
2

.
4

. x/ξ.

−2

.

−1

.

0

.

1

.

2

.

E
ne

rg
y

de
ns

ity
ε

.

εexch+anis

.

εDMI

.

ε

.

∆x

.

b

Figure 4.1: (a) Canting of the magnetization at a lateral boundary (x = 0) in a chiral
ferromagnetic film (shaded in gray) with DMI strength D = 1.2Dc. The canting profile
matches partially the profile of a domain wall (light gray). (b) The energy densities of the
magnetization in the magnet and of the virtual domain wall. The position of the virtual
domain wall center is annotated with ∆x.

Using Eq. (4.2), this can be transformed in the Neumann boundary condition

ξ∂xθ|x=0 =
2

π

D

Dc
. (4.7)

In contrast to the Dirichlet boundary condition which is case-specific, it is possible
to derive a set of Neumann boundary conditions which are met for every stable
(relaxed) magnetization configuration in any confined film. This set of Neumann
boundary conditions, which includes the boundary condition given in Eq. (4.7),
will be derived in the next section.

4.2 Generalization of boundary conditions

The variation of the total free magnetic energy due to a small change in the mag-
netization m → m+ ϵ is given by

δE = E[m+ ϵ]− E[m], (4.8)

where ϵ is any infinitesimal small vector field perpendicular to the magnetization
field m. For stable magnetization configurations, which correspond to local minima
of the energy landscape, the total magnetic free energy does not vary (δE = 0)
for any small change in the magnetization. In this section, we use this simple fact
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to derive Neumann boundary conditions which are met for stable magnetization
configurations. We start by calculating the variations of the different energy terms
separately. Because ϵ is infinitely small, only the first order terms of ϵ are relevant.
The higher order terms can be omitted during the calculation.

The variation of the exchange energy is given by

δEexch = A
y ∑

i∈{x,y,z}

{
[∂i(m+ ϵ)]2 − [∂im]2

}
dV

= 2A
y ∑

i∈{x,y,z}

(∂im) · (∂iϵ) dV

= 2A
{

ϵ · (∂nm) dS − 2A
y ∑

i∈{x,y,z}

ϵ · (∂2im) dV,

(4.9)

where we used partial integration based on the divergence theorem in the last step,
and introduced the surface normal n̂. The DMI energy density given in Eq. (2.10)
can be rewritten as

εdmi =
∑

i∈{x,y}

[m× ∂im] · [êi × êz]. (4.10)

The variation of the DMI energy for a small variation of the magnetization is given
by

δEdmi = D
y ∑

i∈{x,y}

[m× ∂iϵ− ϵ× ∂im] · [êi × êz]dV

= D
{

ϵ · [(n̂× êz)×m] dS

− 2D
y ∑

i∈{x,y}

ϵ · [(∂im)× (êi × êz)] dV.

(4.11)

And the variation of the anisotropy energy for a small variation of the magnetiza-
tion is given by

δEanis = −Ke

y [
(mz + ϵz)

2 −m2
z

]
dV

= −2Ke

y
mzϵzdV.

(4.12)

Note that the terms of δE consists of surface integrals and volume integrals
which have integrands containing a product with ϵ. Because δE = 0 for any
infinitely small deviation ϵ from a stable magnetization configuration, the sum of
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4. Geometric confinement
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Figure 4.2: Confined cycloids in an infinitely long strip with width w = 12.8ξ and DMI
strength D = 1.2Dc. (a) Cycloid with n = 3 domain walls parallel to the edges. (b)
Cycloid with domain walls perpendicular to the edges and a cycloid period Λ ≈ 10ξ.

the surface integrands (as well as the sum of the volume integrands) has to be zero.
This requirement translates to the Neumann boundary condition

2A∂nm = D(êz × n̂)×m, (4.13)

or expressed in terms of ξ and Dc:

ξ∂nm =
2D

πDc
(êz × n̂)×m. (4.14)

This matches the boundary condition given in Ref. [103]. For the studied example
in the previous section, this boundary condition reduces to the one given in Eq. 4.7.

4.3 Cycloids confined in strips

In this section, we study the confinement of cycloidal states in thin chiral ferromag-
netic PMA strips of width w and an infinite length. Here, we make a distinction
between the cycloidal states with domain walls parallel to the long edges of the
strip, and cycloidal states with domain walls perpendicular to the long edges of
the strip [see Fig. 4.2]. After studying the idealized cases, we study the possible
deformations of cycloidal states in strips.
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4.3.1 Domain walls parallel to the edges

The cycloidal states with domain walls parallel to the edges can be derived an-
alytically after making some assumptions. The first steps in this calculation are
similar to the derivation of the cycloidal state in infinite films [Sec. 3.3], but the
boundaries will introduce some complications. Let us assume that the magnetiza-
tion of the cycloidal state rotates in the xz plane and changes only along the width
of the strip (x direction) and is thus constant along the length (y direction) and
the height (z-direction). This means that the magnetization m⃗ = (sin(θ), 0, cos(θ))

is fully described by the polar angle θ(x), and the average energy density is given
by:

E1D

w
=

1

w

∫ w

0

[
A(∂xθ)

2 −D∂xθ +Ke sin
2 θ
]

dx. (4.15)

Initially, we can assume free boundary conditions at x = 0 and x = w. However,
minimizing (or maximizing) the above energy functional leads to the following
emerging Neumann boundary conditions

ξ∂x|x=0 = ξ∂x|x=w =
2D

πDc
, (4.16)

which we have discussed in detail in the two previous sections, and the Euler-
Lagrange equation

ξ2∂2xθ = sin θ cos θ for 0 < x < w, (4.17)

with exchange length ξ =
√
A/Ke. Taking the indefinite integral and subsequently

the square roots of both sides yields

ξ∂xθ = ±
√� + sin2 θ. (4.18)

Later on, we will use the integration constant � as the tuning parameter to meet
the boundary conditions. Eq. (4.18) tells us that the angle θ(x) is a monotonic
function. When looking at the energy functional in Eq. 4.15, especially at the sign
of the DMI term, one can conclude that the angle θ(x) is an increasing function for
magnetic states with a local energy minimum. This is why we will only consider
the positive square root of Eq. (4.18). Inverting and integrating Eq. (4.18) from 0
to x yields an implicit expression for the magnetization angle θ(x):

x = ξ

∫ θ(x)

θ0

1√� + sin2 θ
dθ, (4.19)
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4. Geometric confinement

with the yet unknown initial angle θ0 := θ(0).

From equations (4.16) and (4.18) we can conclude that the angles at the bound-
aries have to be in the set

ϕ±n = ± arcsin

√( πD
2Dc

)2

− �
+ nπ ,with n ∈ Z (4.20)

in order to meet the boundary conditions. From this set we choose the initial
angle θ0 (left boundary) to be ϕ−0 . The integration constant � can now be tuned
in order to meet the boundary condition at x = w, i.e. until θ(w) ∈ ϕ±n . We do
this by scanning � from 0 to �max = (πD/2Dc)

2. For every � we calculate the
magnetic state θ(x) and the corresponding energy and check if θ(w) ∈ ϕ±n . As a
representative example we discuss a full sweep of � for a strip of width w = 10ξ

and DMI strength D = 1.1Dc. The results are shown in Fig. 4.3.

There are six different values of � which yield a correct boundary angle θ(w) ∈
ϕ±n for this specific example. Their corresponding energies are local energy ex-
trema, as is expected for the Euler Lagrange equations. The three stable states
have a border angle θ(w) = ϕ+n with n = 0, 1, 2. From Fig. 4.3(c-h) and symmetry
arguments we can conclude that for stable states in general, the left boundary an-
gle θ0 ∈ ϕ−n and the right boundary angle θ(w) ∈ ϕ+n . This confirms the correctness
of our initial guess for the initial angle θ0 = ϕ−0 . For the given example in Fig. 4.3,
it is easy to check that the three stable states are the only stable states: choosing
a different initial angle θ0 ∈ ϕ−n yields equivalent solutions due to the periodicity
of θ(x). From here on, we will label the stable states with the given integer n ∈ N.
The total rotation of the magnetization of state n is nπ plus a small correction in
order to satisfy the boundary conditions:

ϕ+n − ϕ−0 = nπ + 2arcsin

√( πD
2Dc

)2

− �
 . (4.21)

We can repeat our calculations to obtain the stable states in strips of different
widths w and for varying DMI strengths D. The energy densities of the stable
states are shown as a function of the width w in Fig. 4.4(a,b) for two different DMI
strengths D. Based on this data, one can determine whether a cycloidal state is
stable in a strip of width w. After finding the lowest energy state for each D and
w we obtain the phase diagram of the ground state shown in Fig. 4.4(c).
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Figure 4.3: (a) Energy of cycloids with domain walls parallel to the long edges of an
infinitely long chiral magnetic strip of width w and DMI strength D = 1.1Dc. The left
boundary magnetization angle is set at ϕ−

0 , while the right boundary magnetization angle,
and thus the total rotation of the cycloid, is swept through �. The non-linear rescaling of� is only used to make the energy curve clearer and has further no physical relevance. (b)
Left (dashed line) and right (full line) boundary magnetization angle. The dotted lines are
the optimized boundary magnetization angles given by Eq. (4.20). (c)-(h) Magnetization
profiles of the cycloids in local extrema of the energy landscape.

The ground state is quasi uniform (n = 0) if the DMI strength D is below the
critical DMI strength Dc. Remember that this was also the case for extended films.
If D > Dc, then the ground state depends on the width w of the strip: the larger
the width or the stronger the DMI D, the higher the number of domain walls n
in the ground state. To put it differently, the domain wall density is positively
correlated to the DMI strength, which is consistent with the results for infinite
films [See Sec. 3.3]

The effect of the DMI and the width of the strip on a cycloidal state is shown in
Fig. 4.5. Making the strip narrower compresses the state. It is interesting to note
that |mz| → 1 at the boundaries when narrowing the width w of the strip. If we
confine the strip even further, then the state becomes unstable. The periodicity of
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the cycloidal state in infinite films strongly depends on the DMI strength D. For
a strip of a given width, the periodicity of a cycloidal state is practically fixed as a
result of the confinement. Still, some effect of the DMI strength D is visible since
it alters the boundary condition [see Eq. (4.16)].

4.3.2 Domain walls perpendicular to the long edges

Confined cycloidal states in infinitely long chiral magnetic films can also consist out
of domain walls perpendicular to the long edges. With this orientation of domain
walls, there is no reason to expect a finite number of stable cycloidal states. Indeed,
due to the infinite extent of the strip in combination with the orientation of the
domain walls, one can argue that the period of such cycloids will always relax to
the same optimal period for a given system. If the strip is very wide, the profile
of the cycloidal state will match the profile of the cycloidal state in an infinitely
extended film discussed in Sec. 3.3. In thin strips however, one can expect that
the period and average energy density of the cycloidal states is affected by the
confinement, which is exactly what we will investigate in this section.

In the previous section, we have studied the cycloidal state in a strip with
domain walls parallel to the edges. This was essentially a one dimensional problem
— because one can assume that the magnetization varies only along the direction
perpendicular to the edges — which we have tackled analytically. The relaxation
of the cycloidal state in a strip with domain walls perpendicular to the edge is
a two-dimensional problem; the magnetization has a cycloidal profile along the
length of the strip and cants (along the width) close to the edges. Since this
problem is impossible (or at least beyond our capabilities) to solve analytically, we
use mumax3 to relax the cycloidal state.

We use a multi-step procedure to relax a cycloidal state in an infinitely long strip
with domain walls perpendicular to edges. First, we relax a single cycloid cycle
in a simulation box with dimensions Λ × w, with w the width of the strip, and
periodic boundary conditions in the x direction. This relaxation yields a minimal
free magnetic energy for a given cycloid period Λ. Next, we repeat this step to
further minimize the average energy density by varying the cycloid period, i.e. the
size of the simulation box. Eventually, we converge to a cycloidal state with an
optimal cycloid period and a minimal average energy density.
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Figure 4.6: (a) Period Λ of a cycloid with domain walls perpendicular to the edges of
an infinitely long chiral ferromagnetic strip of width w and DMI strength D = 1.2Dc.
(b) Energy density of the uniform state (dashed line), cycloidal state with domain walls
perpendicular to the edges (full black line), and cycloidal states with n domain walls
parallel to the edges (full gray line) [see Fig. (4.4)].

Figure 4.6 shows the period Λ, and the average energy density of a relaxed
cycloid in a strip with domain walls perpendicular to the edges. This figure confirms
our initial assumption that in very wide strips, the cycloid period converges to the
period of a relaxed cycloid in an extended film. For a decreasing width of the
strip, the effect of the confinement becomes larger, which is manifested by a strong
increase of the cycloid period in narrow strips. In very narrow strips (w < 4ξ in the
studied case), the cycloid period strongly grows which makes the cycloidal state
virtually equivalent to the uniform state. This is also visible in the average energy
density curve in Fig. 4.6(b) which converges to the average energy density of the
uniform state in narrow strips.

The magnetic ground state of an infinitely long strip has an interesting nontriv-
ial dependence on the width of the strip. In Fig. 4.6 one sees that very thin strips
(w < 4ξ) have a uniform ground state. For w = 5ξ, the ground state is cycloidal
with domain walls perpendicular to the edges. As already mentioned, the period
of the cycloid decreases with the width. However, in certain ranges for the strip
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width, the ground state is a cycloid with domain walls parallel to the edges, which
we discussed in the previous section. For example, around w ≈ 7.5ξ and around
w ≈ 12ξ the ground state is a confined cycloid consisting out of — one and two
resp. — domain walls parallel to the edges. This can be generalized by stating
that chiral magnetic strips have a cycloidal ground state with domain walls which
alternate between being perpendicular and parallel to the edges as the width of
the strip increases, and for each alternation, the number of domain walls parallel
to the edges increases by one.

4.3.3 Deformed cycloids

In this section we investigate possible deformations of the cycloidal state with
domain walls parallel to the edges in a strip when we drop the assumptions that the
magnetic state is constant along the length of the strip and that the magnetization
direction lies in the xz plane. Analytic calculations are no longer possible, and
we resort to micromagnetic simulations. Periodic boundary conditions and a large
simulation box (100ξ) in the y direction are used to simulate an infinitely long strip.
The initial states in these simulations are cycloidal with a small amount of random
noise in order to trigger possible deformations. The resulting energy densities after
relaxation of the cycloidal states n = 0, 1, 2, 3 for DMI strength D = 1.06Dc are
shown in Fig. 4.7. Examples of the obtained magnetic states are shown in Fig. 4.8.

The results for the quasi-uniform state (n = 0) correspond exactly with the
analytic results. The same is true for the cycloidal state n = 1 if the width of
the strip is small, i.e. w < 16ξ. If the width of the strip is larger (w > 16ξ), we
observe buckling in the domain wall, which somewhat lowers the energy density.
The magnetization is no longer constant along the y direction. If the width of
the strip is taken even larger (w > 25ξ), the energy density drops drastically after
a complex deformation of the initial state. Note that for w = 28ξ, the typical
domain width in the relaxed n = 1 state is similar to the domain widths in the
cycloidal state n = 3 (ground state). Increasing further the width of the strip will
yield similar results for the cycloidal states n > 1. For example, note the buckled
domains in the relaxed cycloidal state n = 2 in a 28ξ wide strip in Fig. 4.8.

The relaxation of perfect cycloidal states can result in magnetic states that
are no longer perfect cycloids. However, all the found ground states are perfect
cycloids, and are thus analytically calculable as carried out in Sec. 4.3.1. The
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Figure 4.7: The energy densities of the numerically relaxed cycloidal states n = 0, 1, 2, 3
in thin strips with DMI strength D = 1.06Dc are shown by dots. Lines show the analytical
results, previously plotted in Fig. 4.4.
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Figure 4.8: The cycloidal states n = 1, 2, 3 in thin strips with D = 4mJ/m2 after relax-
ation using micromagnetic simulations. The direction of the magnetization is depicted by
colors shown in the color wheel.

72



analytic results agree perfectly with the numerical results of the uniform state and
of the cycloidal states without buckling (see Fig. 4.7).

4.4 Square platelets

In this section we study the ground state and the excited states of square mesoscopic
platelets as a function of the side length l and the DMI strength D. Relaxing
a randomly magnetized sample using the LLG equation gives one of the stable
states. Repeating this process for different initial magnetic states, sizes l, and
DMI strengths D will reveal the full phase diagram of square platelets. Unlike the
other parts in this chapter, the demagnetization is not approximated by using an
effective anisotropy. Instead, full computations of the demagnetization field are
involved in the performed simulations. Furthermore, we will use explicit material
parameters and report results in SI units, as done in the primary publication of our
results.2 The material parameters used correspond to the material parameters of
Pt/Co films as used in Ref. 87: Msat=580 kA/m, A=15pJ/m and K=0.8MJ/m3.
These parameters yield a typical length scale ξ = 5.04 nm and critical DMI strength
Dc = 3.79mJ/m2.

The number of stable states in small square platelets (l < 50 nm) will turn out
to be limited, which facilitates identifying the ground state as well as all excited
states. This is done in Sec. 4.4.1. The number of possible states in larger square
platelets can become very large, making it difficult to identify all stable states.
However, it is still possible to determine the ground state. This is detailed in
Sec. 4.4.2.

4.4.1 Excited states in small platelets

We identified all stable states in square platelets with a size length below 60 nm
for DMI strengths D = 3 mJ/m2 < Dc and D = 5 mJ/m2 > Dc. We used 10000
random initial configurations for each set of parameters. This brute force method
yields many equivalent states, where we took a single representative state for each
set of equivalent states using a comparison algorithm. The Chebyshev distance is
used for a pairwise comparison of the states, taking into account the D4h symmetry
of the sample. For all considered cases, no new relaxed states were found after the

2The seemingly anomalous approach here is invoked to avoid redoing the heavy computations
performed for our primary publication [see Ref. 108]
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4. Geometric confinement

relaxation of the first hundred initial configurations, which gave us confidence that
we found all stable states. The representative states and their energies are shown in
Fig. 4.9 for D = 3 mJ/m2 and in Fig. 4.10 for D = 5 mJ/m2. Some representative
states are labeled for convenient referral.

Figure 4.9 shows that a stable magnetic state in a platelet of certain size is not
necessarily stable in smaller platelets. For example, the excited state C08 shown
in Fig. 4.9 is unstable in square platelets with a side length smaller than 47 nm,
as one of the three skyrmions will be pushed out of the sample.

For weak DMI strengths D < Dc (D = 3 mJ/m2 in our case), the ground state
in platelets of arbitrary size is uniform. Furthermore, the sequence of the excited
states ordered by their energies does not depend on the size of the platelet. The
excited states contain distinct features such as skyrmions and domain walls, which
can be considered as particle-like excitations. The creation of a domain wall or
skyrmion will generally increase the energy. However, this energy difference is not
trivial. For instance, the energy difference between the double skyrmion state C06
and the uniform state C00 is not twice as large as the energy difference between
the single skyrmion state C02 and the uniform state C00. The same holds true
for states with domain walls or with the combination of skyrmions and domain
walls. We thus infer that an important ingredient is the repulsion energy between
skyrmions, domains, and boundaries. Further, a special kind of domain wall is
identified in C04. This domain wall is an ordinary Néel wall except at the center,
where the in-plane magnetization makes a full rotation. The topological charge of
this state is one due to this rotation, just as in a skyrmion.

The phase diagram of the platelets becomes more complex for increasing DMI
strengths D. Figure 4.10 shows that the number of possible excited states can be
very large for DMI strengths larger than Dc. For D = 5 mJ/m2, we identified 25
and 77 different stable states in square platelets with, respectively, a side length of
l = 50 nm and l = 60 nm. Identifying all possible stable states for larger films is
a very laborious task. Furthermore, the sequence of the magnetic states ordered
by their energies does depend on the size of the platelet, which also contributes to
the complexity of the phase diagram.

The ground states of square platelets shown in Fig. 4.10 are cycloids parallel
with an edge. The number of domain walls in the cycloid depends on the size
of the platelet. For example, for l = 40 nm there is a single domain wall in the
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Figure 4.9: The energy densities E of the magnetic states of a square l × l platelet with
DMI strength D = 3 mJ/m2 < Dc. The magnetic states for platelets with side lengths
40 nm, 50 nm and 60 nm are shown separately and labeled in order of their energies. The
energy difference with the quasi-uniform state, shown below the label, is given in MJ/m3.
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4. Geometric confinement

ground state E00, while for l = 50 nm there are two domain walls in the ground
state F00. This is consistent with our analytical calculations of confined cycloids in
infinitely long strips. In general, the low energy states have a cycloidal character.
For instance, state E02 can be considered as a cycloidal state parallel with the
diagonal of the square platelet, and state F02 can be considered as a slightly
deformed cycloid. However, not every cycloidal state has a relatively low energy.
Note that, e.g., cycloidal state F20 is a high-energy state due to its small period.
Other high-energy states, such as F21-F24, contain skyrmions. These states are
stable since the skyrmions are topologically protected.

The effects of the square shape and the boundaries of the studied platelets are
visible in Fig. 4.10. For example, the only difference between states F00 and F02
is caused by the upper right corner. If the effect of the boundary would be weaker
or the shape more round, then state F02 would transform into ground state F00
during relaxation without the need to jump over an energy barrier. Other sets of
states in which this effect is visible are {F11,F12,F13,F15} and {F08,F09}. The
energy differences between the states within one set are small compared to the
energy differences between states of different sets.

4.4.2 Ground state of square platelets

Using random initial magnetizations in large samples with strong DMI will predom-
inantly yield high-energy states. The reason is that the randomness of the mag-
netization causes the formation of many small skyrmions, which in turn stabilizes
the high energy state since skyrmions are topologically protected. We constructed
a coarser random distribution of magnetization by using uniformly magnetized
Voronoi domains, in order to avoid the formation of small skyrmions. Varying
the size of the Voronoi domains yields a multitude of stable states, with disperse
energies. Besides using this coarse random initial magnetization, we also identified
some smart choices for the initial state in order to find the low-energy states in
large samples. One can imagine that cycloidal states discussed in Sec. 4.3 are good
candidates as low-energy states. We thus initialize the calculation from the cy-
cloidal state parallel with an edge of the square platelet (parallel state) or parallel
with the diagonal (diagonal state). We also consider the radially symmetric cy-
cloidal states (circular state), which are actually skyrmionic. These different types
of initial configurations and some typical results are shown in Fig. 4.11.
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Figure 4.10: The energy densities E of the magnetic states of a square l× l platelet with
DMI strength D = 5 mJ/m2 > Dc: the uniform state (black), the parallel cycloidal states
(green), diagonal cycloidal states (red), the single skyrmion state (blue), and other states
(gray). The magnetic states for platelets with side lengths 30 nm, 40 nm and 50 nm are
shown separately and labelled in the order of their increasing energies.
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Parallel Diagonal Circular Voronoi Random

n = 4 n = 4 n = 2
ltyp =
20nm

⇓ ⇓ ⇓ ⇓ ⇓

Figure 4.11: An example of different types of initial magnetization and the resulting
relaxed state in square platelets.

After selecting the lowest energy state for different side lengths l and DMI
strengths D of the samples, we obtain the phase diagram shown in Fig. 4.12. The
ground state is always, as already suspected, a parallel, diagonal or a circular
state. In most cases, the ground state is a parallel state, which is very similar to
the cycloidal states in an infinitely long strip. Consequently, the phase diagram
shares general trends with the phase diagram of the magnetic state in an infinitely
long strip shown in Fig. 4.4(c). However, there are two important differences.
Firstly, the ground state in large samples is circular (skyrmionic) in the vicinity
of the critical DMI strength Dc. Secondly, there are regions in the phase diagram
where the ground state is diagonal. This can be explained by pointing out that, in
comparison with the parallel state, the period of a diagonal state in one of these
regions is closer to the period of the cycloid in an infinite film.

We end this discussion by mentioning that the skyrmion (or skyrmionium) in
the circular ground state around the critical DMI strength Dc is deformed to a
rounded square in large platelets. This gives the state a cycloidal character in both
directions of the sample symmetry, and the periods of the cycloids are maximized.
For large films, the energy contribution of the relatively small rounded corners
becomes negligible. This explains why the circular state is the ground state in
large platelets with a DMI strength close to Dc.

4.5 Conclusions

We have investigated in depth the magnetization of confined chiral magnetic films.
This investigation started with an description of the canting of the magnetization
near the lateral boundaries of the film. For a quasi-uniform film with only a singly
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Figure 4.12: The ground states of a square l × l platelet. Different cycloidal states are
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borders, the circular states by magenta borders, the remaining states are parallel. The
stepwise character of the delimiting lines is a side effect of the finite resolution of the
phase diagram (2 nm× 0.2 mJ/m2).

boundary, we derived an analytical expression for this canting. Furthermore, we
explained how any relaxed magnetization configuration meets certain Neumann
boundary conditions at the lateral edges.

Next, we studied the magnetic phase diagram of thin strips. We started the
analysis by showing how the cycloidal states in such mesoscopic strips can be cal-
culated analytically, and how confinement promotes hysteretic effects and excited
magnetic states. We further deployed micromagnetic simulations, to show that
numerical results agree very well with the analytic model for a non-stretched cy-
cloidal state. On the other hand, a stretched cycloidal state is shown to buckle in
the numerical experiments, and will deform drastically in order to minimize the
energy.

To address the confinement effects on the magnetic state in chiral mesoscopic
magnets, we reported the detailed phase diagram for square platelets. We show
that the excited magnetic states in square samples with a weak DMI (D < Dc =

4
√
AKe/π) consist of well-defined skyrmions and domain walls. We find that the

energy of a domain wall across the sample is lower than the energy of a skyrmion
independently of the sample size, and that stable states with increasing energy
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4. Geometric confinement

sequentially comprise one added wall or skyrmion, all of which interact repulsively
to form a stable configuration.

In the case of a strong DMI (D > Dc), the phase diagram is very complex.
Besides the known skyrmion-skyrmion and skyrmion-edge interactions, we point
out the interaction of the domain wall with sample edges (connecting the adjacent
or the facing edges of the sample), while interacting with the present skyrmion(s)
as well. As a general rule, the cycloidal states with domain walls parallel to the
sample edge have the lowest energy, followed by the cycloidal states with diagonal
domains, and then those comprising skyrmions. This rule deviates only in large
platelets with DMI close to the critical value (D ≈ Dc), where we have observed
skyrmionic ground states.
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chapter 5

CONFINEMENT IN HETEROCHIRAL FILMS

In the previous chapter, we have seen that the magnetization configuration of chiral
ferromagnetic films depends strongly on the geometry of the film. We discussed in
detail how the geometric boundaries can be used to confine chiral magnetic states
such as cycloids and skyrmions. This confining effect is utilized in the design
of skyrmion-based devices, e.g., a skyrmion racetrack memory in which skyrmions
can be moved by spin-polarized currents. Another way to control geometrically the
behavior of chiral spin structures in these devices, is by varying locally the magnetic
anisotropy, and consequently also the relative strength of the different types of
magnetic interactions. In some ferromagnetic PMA films, this can be achieved by
applying an external electric field [130–132]. In this chapter, we suggest a third
ingredient to design advanced skyrmion-based devices: the spatially engineered
DMI.

Recent experiments and ab initio calculations show that the effective DMI
strength depends on the thickness of the ferromagnetic layer and the stacking of
the ferromagnetic layer and heavy-metal layers [18, 20, 25–28, 133, 134]. In prin-
ciple, one could alter the DMI strength locally by changing the thickness of the
ferromagnetic layer. This, however, is very challenging to realize experimentally.
Furthermore, this causes nontrivial (3D) boundary effects in the ferromagnetic
film. Instead, we suggest to use a uniform, extended ferromagnetic layer and alter
the DMI strength locally by using lithographic techniques to (partially) change
or remove the heavy metal layer on top of the ferromagnet [135, 136]. Modifying
the DMI, by altering the covering heavy metal layer, can possibly change other
material parameters, such as the magnetic anisotropy. In our theoretical study,
we want to identify the exclusive effect of spatially varied DMI and thus keep the
other material parameters homogeneous.

In this chapter, we reveal theoretically the effects of spatially varied DMI on
the magnetic state in thin films. In the considered heterochiral films, we will show
that a spatially engineered DMI gives rise to unique effects. For example, the uni-
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5. Confinement in heterochiral films

form state shows spin canting at the interface between regions with different DMI;
high-DMI regions strongly confine chiral spin structures, such as single domain
walls, cycloids, and skyrmions; DMI engineering can be used to design tracks for
magnons and skyrmions, with improved characteristics compared to other existing
realizations. The results presented in this chapter are also published in Physical
Review B (see Ref. 109).

5.1 Modelling spatially engineered DMI

We will consider the magnetization to be a continuous field. If we do not impose this
property, the exchange energy density will be infinite at the points of discontinuity,
rendering the magnetization unable to capture the physics of the underlying atomic
magnetic moments. In contrast to the continuity of the magnetization field, there
is no reason to impose continuity on its spatial derivatives. It is sufficient to have
a semi differentiable field, meaning that the field is continuous and that at every
point one can calculate the left and right derivative. This requirement makes the
derivatives continuous almost everywhere (except at material interfaces), allowing
us to compute definite integral functionals depending on the magnetization and its
first derivatives, in particular the energy functional and the effective field.

With these requirements in mind, we can calculate the DMI energy of mag-
netization configurations in films with regions of different DMI. The DMI energy
density εdmi can be integrated by considering a different left and right derivative at
the interface where DMI changes, multiplied by the corresponding DMI strength.
Although this is not appropriate for a continuously varying DMI, it is fine for
any finite discretization (where a continuous function is approximated by a step
function). Moreover, at the atomic scale the DMI strength is defined between two
distinct magnetic moments, thus assumes steplike change where material properties
change.

In most cases it is hard, or even impossible, to minimize the energy or solve the
LLG equation analytically, which makes numerical computations inevitable. For
one-dimensional problems, in which the magnetization can be characterized by a
single angle θ(x), we minimize the energy functional by discretizing the magneti-
zation on a fine spatial grid θi = θ(i∆x) with ∆x ≪ ξ, and minimizing the total
energy E(θi) in which the spatial derivatives are approximated by finite differ-
ences. For the more challenging numerical computations and simulations, we use
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the finite-differences-based micromagnetic simulation package Mumax3 [92]. The
demagnetization is again approximated with an effective anisotropy.

In both numerical approaches, the derivative of the magnetization in a cell is
approximated by the sum of the left and right first-order finite differences. This
allows us to study the effect of a regionally different DMI with an interface running
through the centers of adjacent cells. Note that for uniform material parameters,
the sum of left and right finite differences yields the second-order central difference.
Only at the interface cells, we end up with a first-order approximation of the
magnetization derivatives. It is worth mentioning that using the sum of left and
right first-order finite differences turns out to be equivalent with an atomistic spin
model on an orthorhombic lattice with lattice parameters the same as the cell
dimensions in the finite-difference micromagnetic model. These cell dimensions
are usually larger than the typical distance between atoms, but as long as the
magnetization varies slowly, the micromagnetic model and the spin model on the
atomistic scale will yield approximately the same magnetization density.

To demonstrate how one can translate the DMI energy expression of a clas-
sical atomistic Heisenberg model Dij · (Si × Sj) to the DMI energy density in a
micromagnetic model with a spatially varying DMI strength. Let us consider a
magnetic moment So at an interface between DMI strength Dl on the left side
and Dr on the right side, as depicted in Fig. 5.1. The DMI energy density εodmi

at this position depends on the magnetic moment on the left Sl and the one on
the right Sr, both at an interatomic distance a (assuming constant magnetization
along the y direction). The DMI energy density in the cell at the interface, with

SoSl Sr

x

z

yt

a

b

DlDl DrDr

Figure 5.1: Cartoon of atomistic spin model with a magnetic moment So at an interface
with on the left side DMI strength Dl and on the right side DMI strength Dr.
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volume Vcell = abt, then becomes

εodmi =
1

2abt

[
Dl
(
So × Sl

)
y
−Dr (So × Sr)y

]
. (5.1)

One easily finds that this can be rewritten as

εodmi =
1

2bt

[
Sox(DlδlSoz +DrδrSoz ) −Soz (DlδlSox +DrδrSox)

]
, (5.2)

with

δlSo =
So − Sl

a
and δrSo =

Sr − So

a
which can be considered as the first-order left and right finite difference of the
magnetization field m at the interface. Note that expression (5.2) is equivalent
with expression (2.10) of the DMI energy density in the micromagnetic model
where we allow for different left and right derivative. Note that if Dl = Dr, then
the sum of two derivatives yields the second-order central difference. We therefore
conclude that the energy densities from the two models are equivalent up to first
order at the interface, and up to second order elsewhere.

We incorporated inhomogeneous DMI in mumax3 in the above described fashion
(this feature is made publicly available in mumax version 3.9.3 and later). In
mumax3, each cell is assigned to a region which corresponds to a set of material
parameters. The DMI strength between two neighbouring cells of two regions with
a different DMI strength is by default given by the harmonic mean of the DMI
strengths. However, it is possible to set the interregional DMI strength by hand.
For the results presented in this thesis, the interregional DMI strength is always
set to the DMI strength of one of the regions. By doing this, the material interface
shifts to the center of a simulation cell, as is the case for the cartoon in Fig. 5.1.

5.2 Magnetostatics of heterochiral films

Now that we have elucidated the technical details of modelling DMI interfaces
within the micromagnetic framework, we can study how a regional DMI strength
affects the magnetization configuration.

5.2.1 Quasi-uniform state

As the simplest case of a heterochiral film, we first consider a 1D model with DMI
strength D1 on the left (x < 0) and DMI strength D2 < D1 on the right (x > 0),
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Figure 5.2: Canting of the magnetization in the quasiuniform state of a ferromagnetic
film, at the interface of two regions with different DMI strengths (D1 −D2 = 1.1Dc).

as depicted in Fig. 5.2. As we will see, a significant canting of the magnetization
occurs at the interface between regions with different DMI (in the present case, at
x = 0). We denote the canting angle of magnetization at the interface as θ0.

As already done regularly for 1D micromagnetic problems, we can simplify the
energy density expression by assuming that the magnetization varies only along
the x direction and the magnetization has no y component (e.i. variations in the
magnetization have a pure Néel character). The magnetization is then fully de-
fined by its angle θ with respect to the z axis: m = (sin θ, 0, cos θ). Under these
conditions, the local free energy density becomes

ε = A

(
dθ
dx

)2

−D
dθ
dx

+Ke sin
2 θ. (5.3)

After minimizing the total energy functional of the energy density given in
Eq. (5.3) with the Euler-Lagrange method, we obtain the expression for the mag-
netization

θ(x) = 2 arctan

(
e−|x/ξ| tan

θ0
2

)
with ξ =

√
A/Ke, (5.4)

which bears similarities with the expression for a domain wall. Note that one still
has to determine the angle θ0. In order to do this, we calculate the energy difference
with respect to the energy of the uniform state:

E1D
cant =

∫
εdx

= 4
√
AKe(1− cos θ0) + (D2 −D1)θ0. (5.5)
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5. Confinement in heterochiral films

The first term is the increase in exchange and anisotropy energy due to the canting
with angle θ0 at the interface. The second term is the DMI energy which depends on
the difference between DMI strengthsD1 andD2. Minimizing the energy difference,
by varying the angle θ0, yields

θ0 = arcsin
D1 −D2

4
√
AKe

. (5.6)

The canting of the magnetization at the interface depends on the difference be-
tween DMI strengths D1 and D2. Even for DMI strengths below Dc, canting will
occur. Increasing the exchange or the anisotropy will lower the canting of the
magnetization θ0, i.e., would tend to make the state more uniform. The canting
angle at the interface between regions with both DMI strengths equal to the critical
DMI strength but with an opposite sign (D1 = −Dc and D2 = Dc) is equal to
arcsin(2/π) ≈ 40◦.

5.2.2 Confined cycloids

The magnetic ground state of a chiral ferromagnetic film is cycloidal in the case of
a strong DMI |D| > Dc and uniform otherwise. Therefore, in a heterochiral film, it
is possible to confine a cycloid in a high-DMI region. To illustrate this, we consider
a high-DMI strip in the film, surrounded by an extended region without DMI. The
energy of the confined cycloid is the sum of the energy in the outer regions, which
we calculated analytically in the previous section [Eq. (5.5)], and the energy inside
the high-DMI strip. We can rewrite the 1D energy functional for this case as

E1D =

∫ +a

−a

[
A

(
dθ
dx

)2

−Din
dθ
dx

+Ke sin
2 θ

]
dx

+
√
AKe (4− 2| cos θ−a| − 2| cos θ+a|) , (5.7)

for a cycloid confined in a high-DMI strip with DMI strength Din and width w =

2a, centered at x = 0. We minimize the energy E1D using a conjugate gradient
method. This yields a stable magnetization θ(x), including the magnetization at
the interfaces θ±a. The stabilized number of domain walls in the confined cycloid
depends on the initial guess of the magnetization. The energy and magnetization
profiles of the confined cycloids, corresponding with the lowest energy states, are
shown in Fig. 5.3.

The spin canting at the interface, discussed in the previous section, is clearly
visible for the quasiuniform state. This spin canting also occurs when the number of
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Figure 5.3: (a),(b) Magnetization profiles of confined cycloids in high-DMI stripes within
a ferromagnetic film, for stripe width w = 4ξ and w = 8ξ and DMI strengthDin = 1.18Dc.
(c) The energies of the cycloids in a function of confinement width w. (d) The ground-state
phase diagram of confined cycloids as a function of both width w and DMI strength Din.

domain walls is small in a wide high-DMI strip [see single-wall case in Fig. 5.3(b)].
The energy of the cycloidal state with n domain walls converges to the sum of
wall energies Ewall and the energy of canted spins at the interface Ecant, i.e.,
nEwall+Ecant for large confinement widths w. In other words, adding walls lowers
the energy for large w. On the other hand, a large number of domain walls is
not preferred in narrow confinement regions due to the resulting high exchange
energy. These competing effects are notable in the phase diagram of the ground
state, shown in Fig. 5.3(d). The ground state is quasiuniform for DMI strength Din

below Dc, or for small w. The number of domain walls in the ground state increases
for increasing DMI strength or an increasing confinement width w of the high-DMI
strip.
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5. Confinement in heterochiral films

This phase diagram is similar to the phase diagram of cycloids confined in finite
ferromagnetic films with homogeneous DMI [108]. However, there is a fundamental
difference between the two design methods regarding the stability of domains.
The energy barrier related to the annihilation of domain wall at the edge of a
monochiral ferromagnet is smaller than the energy needed to collapse an entire
domain in a high-DMI strip within a low-DMI film. A Bloch point is unavoidable
when collapsing an entire domain in an extended film. This leads to a very high
energy barrier (infinite exchange energy in the continuum approximation). Pushing
a domain out of a film can be done in a continuous manner without the formation
of a Bloch point, corresponding with a finite energy barrier. In an atomistic model,
the energy barrier to annihilate a skyrmion becomes finite, but it is reasonable to
assume that this barrier is still much higher than the energy barrier for the escape
of a skyrmion through sample boundary.

5.2.3 Confined skyrmion

In the next discussion, we assume that the magnetization θ(r) has cylindrical sym-
metry and the direction of the magnetization lies in radial planes, as done previ-
ously in Ref. 103. In that case, the energy functional in polar coordinates becomes

E2D[θ(r)] = 2π

∫ +∞

0

[
A

(
dθ
dr

)2

+A
sin2 θ

r2

−D(r)

(
dθ
dr

+
cos θ sin θ

r

)
+Ke sin

2 θ

]
rdr, (5.8)

with allowed radially dependent DMI strength D(r). Here, we consider a strong
DMI in a central circular region of radius R, surrounded by an extended region
without DMI [D(r) = DinΘ(r − R), with Θ(r) the Heaviside step function]. We
then relax the quasiuniform state (no walls), a confined skyrmion (single closed
wall), and a ring domain (two concentric closed walls) by minimizing the energy
numerically. Comparing the energies of the three configurations yields the phase
diagram of the ground state shown in Fig. 5.4(a). The quasiuniform state is the
ground state for DMI strengths below Dc or for strong confinement (small R).
For DMI strengths above Dc, there is a range of confinement size R for which the
magnetization with a skyrmion in the high-DMI region is the ground state. For a
strong DMI and a loose confinement (large R), the circular domain is the lowest
energy state of the three configurations considered. For larger R, one finds higher
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Figure 5.4: (a) Ground-state magnetic phase diagram of a high-DMI circular region (with
radius R and DMI strength Din) within an extended ferromagnetic film without DMI. (b)
Skyrmion size as a function of the confinement radius R, for different DMI strength Din.
The red segments indicate a skyrmion as the ground state of the system.

order ring domains or other cycloidal-like domains (e.g. S-shaped ones, beyond our
cylindrical approximation), within the parametric area labeled ‘other’ in Fig. 5.4(a).

The radius of the confined skyrmion, after minimization of the energy func-
tional (5.8), is shown in Fig. 5.4(b). The figure shows clearly the effect of the
confinement: The stronger the confinement, the smaller the skyrmion radius. In
the continuum approximation, there is no limit on how small one can confine a
skyrmion. In real samples, however, substantial shrinking of a skyrmion makes it
increasingly unstable, and eventually the skyrmion will collapse [58, 63].

5.2.4 Skyrmion confined in a high-DMI track

In this section, we examine the confinement effects and resulting deformation of a
skyrmion within a high-DMI track. A single skyrmion was placed at the center of
the track and subsequently relaxed, using the minimizer in Mumax3, for different
widths w and DMI strengths Din of the track (outside the track, DMI was held at
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Figure 5.5: Isomagnetization outline (mz = 0) of a skyrmion in a skyrmion track of width
6ξ (a), 8ξ (b), and 10ξ (c), defined by a stripe with DMI strength Din within a larger
ferromagnetic film without DMI. Panels (d) and (e) show the size of the skyrmion along
the track (x direction) and across the track (y direction). The dashed curves indicate the
expansion of the skyrmion into a linear domain.

zero). The obtained change of geometry and size of the relaxed skyrmion is shown
in Fig. 5.5.

When increasing the width of a track with a low DMI strength (|Din| < Dc),
the size of the skyrmion converges to its expected size in an infinite film with given
DMI. The effect of the confinement is only visible for narrow tracks. For a stronger
DMI in the track |Din| > Dc, the skyrmion will be elongated in the direction of the
track. If the width of the track is above a critical value, the skyrmion will expand
along the track and convert into a stripe domain. This transition is represented in
Fig. 5.5(d) by the ‘divergent’ size of the skyrmion in the x direction.
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In an extended ferromagnetic film with a strong DMI (|D| > Dc), the ground
state is cycloidal. However, it is possible that the ground state becomes a triangular
skyrmion lattice when applying an external field [45]. For a high-DMI strip, we
see a similar phenomenon. For example, the ground state in a high-DMI track of
width 10ξ and Din = 1.3Dc is a single stripe domain. In the presence of an external
magnetic field B = 0.3Ke/Ms, the ground state becomes a skyrmion chain confined
in the center of the track (see Fig. 5.6). For larger width of the track, the zigzag
instability of the skyrmionic chain is expected, in analogy to similar studies on
quasi-1D colloidal[137] and superconducting vortex systems[138].

5.3 Exemplified applications

5.3.1 Domain design by DMI engineering

Considering a ferromagnetic strip with a spatially inhomogeneous DMI strength, a
rotation in its magnetization is more favorable in regions with a strong DMI. We
already showed that cycloidal states, including a single Néel domain wall, can be
very effectively confined in straight high-DMI strips. We find that this is also the
case for curved high-DMI strips, which means that a spatially-engineered DMI can
be used to fix the location of the contained domain wall(s) and thereby design do-
mains of arbitrary shape and size. Figure 5.7 demonstrates the proof of principle of
such domain design approach by showing the lowest energy states of ferromagnetic
films with (curved) high-DMI strips of different widths w and shape.
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Figure 5.7: Spatial magnetization profiles of the lowest energy states for high-DMI strips
of different shapes and width w. The DMI strength is 1.18Dc inside the strips (outlined
by black lines) and zero elsewhere (shaded area).

Figures 5.7(g)-5.7(i) also demonstrate that small gaps in the high-DMI strips do
not affect the end result. This is important to prove that the suggested method to
fix the shape and the size of domains is robust against sample imperfections, which
may be crucial for experimental realization. Note that the number of domain walls
in the lowest-energy state depends on the width w of the high-DMI region. This
dependence is already discussed in detail for straight high-DMI strips in Sec. 5.2.2.
Recall also that in Sec. 5.2.4 we showed that, in a high-DMI strip with |Din| > Dc,
a skyrmion expands and eventually forms a cycloidal state with two walls parallel
to the borders of the strip. This expansion can be used to create worm domains
of desired shape in curved, pre-engineered high-DMI strips [see e.g. Fig. 5.7(e)] by
first nucleating a skyrmion anywhere within the strip.
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Figure 5.9: (a)-(c) Time resolved self recovery of a domain-wall waveguide in a high-DMI
strip within an extended, heterochiral ferromagnet, with DMI strength Din = 1.18Dc

inside the strip and no DMI elsewhere (shaded area). (d)-(f) Relaxation of a broken do-
main wall waveguide in a finite, monochiral ferromagnet with DMI strength D = 1.18Dc.
The initial configurations (a) and (d) are relaxed using the LLG equation with damping
parameter α = 1.

5.3.2 High-DMI waveguides

Domain walls are known to act as spin waveguides [118, 119, 139, 140]. As shown
in the preceding subsection, it is possible to fix the position, shape, and number of
domain walls using a smoothly curved high-DMI strip and thereby also engineer
the path for guidance of the spin waves. An example of a curved spin waveguide,
based on a single Néel domain wall confined in a curved high-DMI strip, is shown
in Fig. 5.8.

Using a confined domain wall in a high-DMI strip of an extended, heterochi-
ral ferromagnet instead of a domain wall confined by the boundaries of a finite,
monochiral ferromagnet, is beneficial for the robustness of the waveguide against
deformations of the guiding domain wall. For example, consider a domain wall
mostly confined in a high-DMI strip but with a meandering deformation that places
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5. Confinement in heterochiral films

the domain wall partially inside the low-DMI region around the waveguide. This
deformed domain wall will then relax towards its equilibrium state, back in the
center of the confining high-DMI strip. This self-recovery mechanism is illustrated
in Figs. 5.9(a)-5.9(c). Note that the geometrically designed ferromagnetic strips
for domain-wall based waveguides do not have this self-healing property: Once the
domain wall is deformed in such a way that it crosses the boundary of the waveg-
uide, it will not relax back to the state with a single domain wall at the center of
the strip [Figs. 5.9(d)-5.9(f)].

5.3.3 Racing skyrmions on high-DMI tracks

A spin-polarized current can move skyrmions along a racetrack. Due to drifting
and, more importantly, the skyrmion Hall effect, it is possible for the skyrmion to
leave the track. This process, however, has to overcome an energy barrier related to
the repulsive force between the skyrmion and the edge of the racetrack. For strong
spin currents, the skyrmion Hall effect can become sufficiently large to expel the
skyrmion out of the racetrack.

Racetracks are usually designed by shape engineering of the ferromagnetic film.
We propose an alternative method, in which the racetrack is created by a high-DMI
strip in an extended ferromagnetic film, with weak or no DMI outside the strip.
We compare the repulsive force between skyrmions and the track’s edges for the
two design methods, by calculating the energy of a skyrmion as a function of its
distance d⊥ to the edge of the racetrack. This is done by relaxing the magnetization
while keeping the magnetic moment at the center of the skyrmion fixed at a certain
distance d⊥ from the edge. The obtained energies and repulsive forces are shown
in Figs. 5.10(a) and 5.10(b). When we subsequently relaxed the magnetization
without fixing any spins, we see that the skyrmions do not collapse and move
back to the center of the strip, as long as there is a repulsive force with the edge.
This proves that our fixed-spin method, used to determine the repulsive force, is
justified.

A skyrmion placed close to the boundary of a finite chiral ferromagnet (d⊥ <

2.4ξ for D = 0.8Dc) will exit through the boundary, as shown by the shorter
energy/force curves in Figs. 5.10(a) and 5.10(b) for the shape-engineered race-
track. In the case of our racetrack, designed by heterogeneous DMI, the skyrmion
can also escape from the DMI track by moving into the low DMI regions. This,
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Figure 5.10: Repulsion energy (a) of a skyrmion at a distance d⊥ from the edge of the
racetrack and the corresponding force (b), for two design methods of the track (finite
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A comparative snapshot of racing skyrmions for the two designs (with same DMI Din =
0.80Dc, width of the track w = 16ξ, and spin-current density J) is shown in panels (c)
and (d).

however, requires overcoming a much larger energy barrier, especially if Dout is
much smaller than Din. Consequently, the high-DMI track can sustain larger spin
currents, without losing the skyrmion, than the ordinary shape-engineered DMI
track. Figures 5.10(c) and 5.10(d) shows the path of a skyrmion in the two types
of racetracks for the same spin current and inner DMI strength. For this current
the skyrmion escapes from the shape-engineered track, whereas it keeps racing on
the high-DMI track. This significantly improves the performance of the racetrack
memory device and dramatically reduces its volatility to skyrmion collapse.

5.4 Conclusions

To summarize, we demonstrated in this chapter the new manner to manipulate
chiral spin structures in ferromagnetic films, such as cycloids and skyrmions, by
engineering spatially the Dzyaloshinskii-Moriya interaction (DMI). Besides the use-
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5. Confinement in heterochiral films

ful analytic considerations, we showed that domain walls and skyrmions can be very
effectively confined inside the prepatterned regions with higher DMI and how the
properties of the ground state depend on the width of the confinement and inter-
faces between the regions with different DMI in a heterochiral film. We propose
to utilize these findings in the advanced design of devices based on spatial DMI
engineering, such as curved spin waveguides, and devices requiring precise selec-
tivity of the shape and size of magnetic domains. We also demonstrate a much
improved functionality of a skyrmion racetrack memory for a track defined by a
high-DMI strip within an extended film with lower (or no) DMI, due to much
increased repulsive force between a skyrmion and the border where DMI changes
compared to the force keeping the skyrmion within the conventional finite tracks.
Since the interfacially-induced DMI in a ferromagnetic film is possible to spatially
engineer in experiment by, e.g., patterning the heavy-metal layer, we expect that
our findings are only the first of emergent phenomena to be revealed in heterochiral,
ferromagnetic films in the coming years.

96



chapter 6

SPIN WAVES IN HETEROCHIRAL FILMS

Spin waves (and their quasiparticle counterpart, magnons), the collective excita-
tions in magnetic spin systems coupled by exchange interactions, present a wide
variety of unique properties and prospective applications that continuously inspire
fundamental research. In this chapter, we make a contribution to this research field
by studying the propagation of spin waves in mono- and heterochiral magnets.

First, we give a short general introduction to spin waves by deriving the spin
wave dispersion relation of non-chiral ferromagnetic films. After this simple pre-
liminary case, we use the same approach to derive the dispersion relation of spin
waves in monochiral magnetic films subjected to an applied field. Similar to
Refs. [112, 114, 115, 141], we see that the combination of DMI and an in-plane
field introduces an asymmetry in the dispersion relation.

The nontrivial dispersion relation of chiral magnets can be approximated by
circular isofrequencies to provide a comprehensible geometrical interpretation in
k-space. This can be conveniently used to study the propagation of spin waves in
mono- and heterochiral magnetic films. E.g. this allows us to derive an analyti-
cal expression for the magnon propagation angle — which is nontrivial in chiral
magnetic films due to the asymmetric dispersion relation. More importantly, this
geometric interpretation can be used to understand the refraction at interfaces
where micromagnetic parameters change, such as in a heterochiral magnetic film.
We go on to derive the generalized Snell’s law for spin waves at interfaces where
DMI changes, broadly tunable by in-plane magnetic field. The results presented in
this chapter are also published in Physical Review B (see Ref. 123).

6.1 Introduction to spin waves

In the case of ferromagnets, the LLG equation without any driving source or damp-
ing has plane wave solutions for the magnetization direction m(r, t). To demon-
strate this, let us consider an infinitely thin non-chiral ferromagnetic film in the
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(x, y) plane which has an easy axis perpendicular to the film. The magnetic free
energy density of this film is given by

ε = A(∇m)2 −Kem
2
z, (6.1)

which yields the effective field

Heff = − 1

µ0Ms

δ

δm

(∫
V

εdr
)

=
2A

µ0Ms
∆m+

2Ke

µ0Ms
mz êz. (6.2)

Note that, also here, we approximated the demagnetization by using an effective
anisotropy. The differential operators ∇ and ∆ include here only the derivatives
along the x and y direction because we assumed that the film is infinitely thin.

Let us now study the solutions of the LLG equation without the damping term
(α = 0) and in which the magnatisation deviates only very slightly (up to first
order) from the ground state m(r) = 1êz. This means that mx ≪ 1, my ≪ 1 and
mz ≈ 1. Using the effective field given in Eq. 6.2 and first order approximations of
the magnetisation deviations, we can rewrite the LLG equation as

ṁ = −γ0 m×Heff =⇒


ṁx = ω⊥

(
ξ2∆x − 1

)
my

ṁy = ω⊥
(
1− ξ2∆2

x

)
mx

ṁz = 0

(6.3)

with exchange length ξ =
√
A/K and base frequency ω⊥ = 2γKe/Ms, which is

the precession frequency of the magnetisation when there is no exchange (A = 0).
Using the Fourier transform for space and time, we find the plane wave solutions[

mx

my

]
(r, t) =

[
i

1

]
mei(ωt−k·r) (6.4)

with an arbitrary (but very small) amplitude m ∈ C, wave vector k and frequency

ω = ω⊥(1 + ξ2k2). (6.5)

Note that the solutions for the x and y component of the magnetisation have
the same magnitude m and a phase difference of π/2. This means that at every
point the magnetisation makes a circular counter-clockwise rotation. When this
precession is synchronous at every point in the film (k = 0), the frequency is
minimized and equal to the base frequency ω⊥. For traveling waves, the frequency
increases with the square of the wave vector. Note that the spin wave dispersion
relation is symmetric; the frequency does not depend on the direction of the wave
vector.
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6.1.1 Dispersion relation of chiral films

Now we derive the dispersion relation for spin waves in chiral films by including
the DMI interaction and an applied in-plane field Bêy in the y direction. This
dispersion relation can then easily be generalized for an arbitrary applied field
direction in the (x, y)-plane, and will show strong similarities with the dispersion
relations derived in Refs. 112, 114, 115, 141.

The energy density of the system under study is given by

ε = A(∇m)2 +D[(m · ∇)mz −mz(∇ ·m)]−Kem
2
z −Bmy (6.6)

which leads to the following corresponding effective field

µ0H
eff =

2A

Ms
∆m+

2D

Ms

 ∂xmz

∂ymz

−∂xmx − ∂ymy

+
2Ke

Ms
mz êz +Bêy. (6.7)

Consider the uniform equilibrium state m0. Due to the perpendicular anisotropy,
the magnetic moments are parallel to the normal of the film (z-axis). Applying an
in-plane magnetic field B = B(cosβ, sinβ, 0) will tilt the magnetic moments in the
direction of the applied field. Minimizing the free energy when assuming a uniform
ground states yields the following expression for the equilibrium state:

m0(x, y) = (0, sin θ, cos θ), (6.8)

with tilting angle

θ =

arcsin(MsB/2Ke), if MsB < 2Ke,

π/2, if MsB ≥ 2Ke,
(6.9)

for the considered applied field along the y direction (β = π/2). The magnetic
moments are fully aligned with the in-plane magnetic field if its magnitude exceeds
the critical value Bc = 2Ke/Ms. It will turn out that the tilting of the magnetic
moments is necessary to observe first-order effects of DMI on spin waves.

Let us construct a new coordinate system for the magnetization (êa, êb, êo) by
rotating the coordinate system (êx, êy, êz) around êx over the angle θ, making êo
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and m0 parallel. The coordinate transformation is given by:

êa = êx,

êb = cos θêy − sin θêz,

êo = sin θêy + cos θêz. (6.10)

Expressing the effective field in the coordinate system (êa, êb, êo) yields Heff =

(ha, hb, ho) with

µ0Ms

2
ha = A∆ma − sin θD∂xmb + cos θD∂xmo, (6.11)

µ0Ms

2
hb = A∆mb +D∂ymo + sin θD∂xma + cos θ

BMs

2

+ sin2 θKemb − sin θ cos θKemo,

(6.12)

µ0Ms

2
ho = A∆mo −D∂ymb − cos θD∂xma + sin θ

BMs

2

+ cos2 θKemo − sin θ cos θKemb.

(6.13)

Now we can study the time evolution of small deviations (ma ≪ 1,mb ≪ 1,mo ≈
1) from the equilibrium magnetization m0. For first-order deviations we obtain
ṁo = 0 and

ṁa = −γ0 [mbho −mohb]

≈ 2γ

Ms
(A∆− cos2 θKe − sin θ

BMs

2
+ sin2 θKe)mb +

2γ

Ms
(sin θD∂x)ma, (6.14)

ṁb = −γ0 [moha −maho]

≈ − 2γ

Ms
(A∆− sin θ

BMs

2
− cos2 θKe)ma +

2γ

Ms
(sin θD∂x)mb. (6.15)

The spin-wave dispersion relation can be calculated by filling in the plane waves
ma ∝ exp i(ωt− k · r) and mb ∝ exp i(ωt− k · r), and solving the resulting system
of equations, to obtain:

ω

ω⊥
=

√(
ξ2k2 + cos2 θ − sin2 θ + sin θ

BMs

2Ke

)(
ξ2k2 + cos2 θ + sin θ

BMs

2Ke

)
− sin θ

D√
AKe

ξkx. (6.16)

Here we introduced the exchange length ξ =
√
A/Ke, the critical DMI strength

Dc = 4
√
AKe/π, and the characteristic frequency ω⊥ = 2γKe/Ms which corre-

sponds to the precession frequency of the magnetic moments around the anisotropy
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axis, in absence of other magnetic interactions. Furthermore, we define B =

max(1,MsB/2Ke) in order to combine the two cases MsB < 2Ke and MsB > 2Ke

in a concise mathematical expression:

ω

ω⊥
=
√(

ξ2k2 + B − sin2 θ
)
(ξ2k2 + B)− 4 sin θ

π

D

Dc
ξkx. (6.17)

Finally, we can generalize the dispersion relation for an arbitrary direction of ap-
plied field in the (x, y)-plane, as:

ω

ω⊥
=
√(

ξ2k2 + B − sin2 θ
)
(ξ2k2 + B)− 2ξ2k · k0, (6.18)

where
ξk0 =

2 sin θ

π

D

Dc
(êB × êz). (6.19)

6.2 Spin-wave propagation in monochiral films

The DMI, in combination with an applied in-plane field, causes a term linear in k in
the dispersion relation [See Eq. (6.18)]. This asymmetry introduces non trivial spin-
wave phenomena. For example, it explains the frequency shift ∆ω = |ω(k)−ω(−k)|
measured in Brillouin light scattering experiments [14–18]. This linear term also
has an important influence on the propagation direction of spin-wave packets, which
will be discussed in this section, and the refraction of spin waves at DMI interfaces,
which will be discussed in the next section.

6.2.1 Geometric interpretation

The influence of the dispersion relation in Eq. (6.18) on the propagation of spin
waves is not easy to grasp intuitively. It is therefore useful to approximate the
dispersion relation with circular isofrequencies in k-space, which can be done if
x = sin2 θ/(ξ2k2 + B) is small. Note that the condition 0 < x < 1 is always met
and the Maclaurin series of functions of x will yield good approximations in case
of weak applied fields, strong applied fields, or small wavelengths. The dispersion
relation given in Eq. (6.18) approximated with isofrequencies reads

ω

ω⊥
≈ ω0

ω⊥
+ ξ2(k− k0)

2, (6.20)

with the minimal frequency

ω0

ω⊥
= B − sin2 θ

2
− ξ2k2

0, (6.21)
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6. Spin waves in heterochiral films

obtained when k = k0. The vector pointing to the center of the circular isofrequen-
cies k0 is independent of the frequency ω. It is also perpendicular to the magnetic
field B, and proportional to DMI strength D and the magnetic field, more pre-
cisely sin θ, as can be readily deduced from Eq. (6.19). The radius of the circular
isofrequency kg depends on the frequency as

ξkg =

√
ω − ω0

ω⊥
. (6.22)

Using this approximation, it becomes very easy to study the propagation of spin
waves geometrically, as well as to examine the refraction of spin waves at interfaces
where DMI changes.

6.2.2 Magnon propagation angle

The group velocity can be calculated exactly for the dispersion relation given in
Eq. (6.18):

vg = ∇kω = 2ω⊥ξ
2 (ιk− k0) with ι =

1− 1
2x√

1− x
. (6.23)

The propagation direction is always perpendicular to the isofrequencies in k-space.
For the approximated dispersion relation, this means that the propagation direction
is parallel to k− k0, which corresponds to the exact solution for ι ≈ 1.

In general, the propagation direction ιk−k0 is not parallel to the wave vector k.
It is trivial to prove that the angle between the wave vector k = k(cosϕk, sinϕk)

and the propagation direction is given by:

ϕprop = atan2 (k0 cos(β − ϕk), ιk − k0 sin(β − ϕk)) . (6.24)

If ιk > k0 sin(β − ϕk), then the propagation direction has a component in the
opposite direction of the wave vector k, hence the use of the atan2 function. This
expression is useful when positioning an antenna to create spin waves with a desired
propagation direction. The propagation angle (for a given direction of the wave
vector k) depends on the magnitude of the wave vector |k|. This means that spin
waves with the same wave vector direction, but different frequencies, propagate
in different directions. Fig. 6.1 shows the results of a micromagnetic simulation
using MuMax3 [92] of the propagation of a Gaussian spin-wave packet with a wave
vector in the x direction. The propagation direction clearly has a y-component,
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Figure 6.1: Demonstration of the misalignment between the propagation direction of a
wave packet and its wave vector for an in-plane field B = 0.5Ke/M and β = π/2, DMI
strength D = 0.9Dc and frequency ω = 1.5ω⊥. A Gaussian spin wave packet is artificially
created at the left boundary and propagates to the right. The colors show the deviation
from the equilibrium magnetization calculated by a full micromagnetic simulation. The
black lines are the analytical predictions of the propagation direction and the wavefronts.

which demonstrates that the propagation direction of spin-wave packets in chiral
magnets can differ considerably from the direction of the wave packet’s k-vector.
The analytical calculation of the propagation, also shown in Fig. 6.1, matches the
simulated result perfectly.

6.3 Spin-wave refraction in heterochiral magnetic films

6.3.1 A generalized Snell’s law

Just like any wave, spin waves reflect and/or refract at material boundaries. The k
vector parallel to the interface should be conserved. Considering an interface along
the y direction, this translates to the constraint k1,y = k2,y, where the indices 1 and
2 denote the incident and refracted waves respectively. If the propagation direction
is parallel to the k-vectors, the well known Snell’s law applies: k1 sinϕ1 = k2 sinϕ2
1. If, however, the dispersion relation is asymmetric, then the propagation direction
is not parallel to the wave vector and consequently Snell’s law no longer describes
the refraction of spin wave packets correctly.

1All mentioned propagation angles are measured counterclockwise from the normal on the
interface.
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6. Spin waves in heterochiral films

In what follows, we examine the refraction of spin waves at interfaces between
regions with different DMI strengths [D(x < 0) = D(1) and D(x > 0) = D(2)]
in three different ways. First, we employ full micromagnetic simulations using
MuMax3 [92]. Next, we demonstrate how to compute the refraction angle using
the exact dispersion relation [Eq. (6.18)]. Finally, we use the approximated dis-
persion relation [Eq. (6.20)] to construct a generalized Snell’s law which allows for
analytical calculations of refraction angles as well as critical incident angles. The
methods presented here can be easily extended to include changes in other material
parameters as well. However, in order to capture the chiral effects solely and for
the sake of clarity, we leave the other material parameters (A,Ke,Ms) unchanged
in regions where DMI is varied.

The results of full micromagnetic simulations of wave packets incidental to a
DMI interface are presented in Fig. 6.2(a-e). Qualitatively, they already show most
of the interesting features of spin-wave refraction. The refraction is not symmetric
for positive and negative incident angles. This is very clear when comparing the
result for ϕ1 = −60◦, for which there is total reflection, and ϕ1 = 60◦, for which
there is noticeable transmission. Related to this, is the occurrence of negative
refraction, visible in Fig. 6.2(c), where the incident and refracted waves are on the
same side of the normal to the interface.

The interface makes the dispersion relation regionally dependent, for which term
linear in k changes. To calculate the refraction angle for a given incident angle and
frequency, we first compute k1,y by solving the dispersion relation [Eq. (6.18)] for
k1 in the left region, under the constraint that the direction of the group velocity
vg [Eq. (6.23)] corresponds to the given incident angle ϕ1. This can be done with a
numerical self-consistent calculation. Imposing k1,y = k2,y, we solve the dispersion
relation of the right region for k2,x, by taking the real positive root of a fourth
order equation. Once k2 is known, one can calculate the propagation direction
with expression (6.23). If the fourth order equation does not have positive roots,
then there is total reflection at the interface. Note that we have neglected damping,
higher-order deviations, and nonuniformities in the magnetization, such as the spin
canting at the interface discussed in Sec. 5.2.1). However, Fig. 6.2 shows that the
calculated propagation directions, as well as the wavelengths, perfectly match the
results of the simulations.
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Figure 6.2: (a-e) Refraction and reflection of wave packets under different incident angles
ϕ1 at an interface with D(1) = 0.9Dc on the left (x < 0) and D(2) = 0 on the right (x > 0),
under an applied in-plane field B = 1K/Msêx perpendicular to the DMI interface. The
contourplots show results of micromagnetic simulations with damping α = 0.001 and
cell size 0.2ξ. The wave packets are generated with a Gaussian antenna with frequency
ω = 1.5ω⊥ and FWHM=50ξ (dashed lines). The analytically predicted propagation
direction and wavelength are depicted by solid lines and dots respectively. (f) Theoretical
prediction of refraction for all possible incident angles. The direction of the incident and
the corresponding refracted wave are plotted in same color. The gray region represents
the range in which total reflection occurs.

Using the circular isofrequency approximation of the dispersion relation, the
condition k1,y = k2,y can be rewritten in a generalized Snell’s law:

k(1)g sinϕ1 + k
(1)
0,y = k(2)g sinϕ2 + k

(2)
0,y, (6.25)

enabling analytical calculation of the refraction angle ϕ2 for a given incident an-
gle ϕ1. Yu et al. reported a similar generalized Snell’s law for refraction of spin
waves at a domain wall in a chiral magnet with an (atypical) in-plane easy anisotropy
axis [142]. At such (albeit uncharacteristic) domain walls, and in our case of chiral
interfaces, the negative refraction and asymmetric Brewster angles occur due to
the fact that the isofrequencies are shifted differently in k-space in the left and the
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6. Spin waves in heterochiral films

right region, which is embodied in the generalized Snell’s laws by the additional
terms k(1)0,y and k(2)0,y. In contrast to the refraction at domain walls of Ref. 142, there
is no symmetry between the shifts in k-space in the left and right region in our
case of a DMI interface. Furthermore, in our generalized Snell’s law, k(1)

0 and k
(2)
0

do not only depend on the DMI strengths, but can also be positioned in k space
at will by tuning the direction and magnitude of the in-plane bias field.

6.3.2 Critical angles

There are two different kinds of critical incident angles - the Brewster angles and
the critical angle for negative refraction. The Brewster angles ϕ1 = ϕ±B can be
calculated from the generalized Snell’s law by imposing that the refracted wave is
parallel to the interface (ϕ2 = ±π/2), as

ϕ±B = arcsin

(
±k(2)g + k

(2)
0,y − k

(1)
0,y

k
(1)
g

)
. (6.26)

The critical negative refraction angle is defined as the incident angle ϕ1 = ϕN for
which the refracted wave packet is orthogonal to the interface (ϕ2 = 0). Negative
refraction occurs for incident angles between 0 and ϕN. Using the generalized
Snell’s law, we obtain:

ϕN = arcsin

(
k
(2)
0,y − k

(1)
0,y

k
(1)
g

)

= arcsin

(√
ω⊥

ω − ω1
0

2 sin θ

π

D(2) −D(1)

Dc
êB · êx

)
. (6.27)

Fig. 6.3(a) shows how the refraction angle and the critical angles depend on the
incident angle ϕ1 and the direction of the in-plane bias field (angle β). The asym-
metry for positive and negative incident angles is clearly visible. Likewise, the two
Brewster angles ϕ+B and ϕ−B are not equal. Fig. 6.3(b) shows the critical angles in
function of the direction of the field and the frequency ω. From the results pre-
sented in this figure one can conclude that spin-wave packets with a low frequency
refract more strongly than spin-wave packets with a high frequency.

6.4 Conclusions

To introduce the concept of spin waves, we derived the spin-wave dispersion relation
of ordinary ferromagents. Using the same mathematical machinery, we rederived

106



.

.

.

−π/4

.

0

.

π/4

.

π/2

.

In
ci

de
nt

an
gl

e
ϕ
1

.

(a)

.

ϕ+
B

.

ϕN

.

ϕ−
B

.
0

.
π/2

.
π

.
3π/2

.
2π

. Magnetic field direction β.

−π/2

.

−π/4

.

0

.

π/4

.

C
ri

tic
al

an
gl

es
ϕ
± B

,ϕ
N

.

(b)

.

ϕ+
B

.

ϕN

.

ϕ−
B

.

.

-π/2

.

-π/4

.

0

.

π/4

.

π/2

.

.

1.1

.

1.2

.

1.3

.

1.4

.

1.5

.

1.6

.

1.7

.

1.8

.

1.9

.

2.0

.

ϕ2

.

ω/ω⊥

Figure 6.3: (a) Refraction angle ϕ2 of a wave packet with frequency ω = 1.5ω⊥ at a
DMI interface (D(1) = 0 and D(2) = 0.9Dc), as a function of the incident angle ϕ1 and
the direction of the applied field B = 1K/Ms(cosβ, sinβ, 0). The black regions indicate
total refraction, bounded by the Brewster angles ϕ±

B , and the black line shows the critical
negative refraction angle ϕN. (b) The critical incident angles ϕ±

B and ϕN as a function of
the direction of the applied field (in-plane angle β) and frequency ω.

the spin-wave dispersion relation for ultra-thin chiral magnetic films with a perpen-
dicular anisotropy. We then showed how this dispersion relation can be analyzed
with a comprehensible geometrical representation, and derived a broadly-tunable
Snell’s law for a DMI interface, both checked against full-blown micromagnetic
simulations.

From this generalized Snell’s law, we can deduce that for given strengths of
the applied field and the DMI, the range of total internal reflection is maximized
when the in-plane field is perpendicular to the DMI interface. Note that in such
a case there is no internal reflection for spin waves coming from the other side of
the interface normal. Therefore, by adding a second parallel interface, one obtains
an unidirectional spin-wave guide as illustrated schematically in Fig. 6.4. Inverting
the polarity of the applied magnetic field changes the direction of this spin-wave
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+ϕB

.

−ϕB

.

D(2)

.

D(2)

.

D(1)

.

D(1)

.

⟨v⃗g⟩

.

B⃗

Figure 6.4: A cartoon of a strip with DMI strength D(1) within an extended ferromagnetic
film with DMI strength D(2) > D(1). Such a strip acts as a unidirectional spin wave guide
when applying a magnetic field B as shown. The Brewster angle ϕB delimits the angular
section (grey) in which total reflection occurs. ⟨vg⟩ is the average propagation direction
of reflected waves.

guide. This concept promotes heterochiral films as a broadly tunable platform for
nanoengineered unidirectional spin-wave guides.
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chapter 7

EFFECTS OF BOUNDARY-INDUCED DMI

In previous chapters, we have seen how the magnetization in thin chiral magnetic
films with an interfacially induced DMI is affected by lateral geometric edges and
lateral interfaces between regions with different DMI strengths. Most notably, we
observed a canting of the magnetization near those edges and interfaces, which
can be described by emergent Neumann boundary conditions. So far, we only
considered ultra-thin films in which the magnetization does not vary along the
depth of the film. In this chapter, however, we study how the magnetization twists
along the z direction near the top and bottom surface of thicker films due to a
boundary-induced DMI.

We start by generalizing the mathematical model of the DMI presented in
Sec. 2.2.3 by including symmetric DMI terms which can, as predicted by Hals et
al. by means of symmetry analysis [110], lead to a non-zero boundary-induced DMI
whose characteristics depend on the symmetry of the system. In chiral magnetic
films with a C∞v symmetry, this leads to a boundary-induced DMI at the top and
bottom surface in addition to the internal interfacially-induced DMI.

After a discussion of this generalized model, we study the effect of the boundary-
induced DMI on different magnetization configurations. For an otherwise uniformly
magnetized film, we find a purely boundary-driven surface twist when the magneti-
zation in the bulk is canted by an in-plane external field. This twist at the surfaces
caused by the boundary-induced DMI differs from the common canting caused by
internal DMI observed at the edges of a chiral magnet. We find that the surface
twist due to the boundary-induced DMI strongly affects the width of the domain
wall at the surfaces. We also find that the skyrmion radius increases in the depth
of the film, with the average size of the skyrmion increasing with boundary-induced
DMI [see Fig. 7.1]. This increase suggests that the boundary-induced DMI con-
tributes to the stability of the skyrmion. The results presented in this chapter are
also published in Physical Review B (see Ref. 111).
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...

z

.

z

. DS = 0. DS ̸= 0

Figure 7.1: Cross section of a skyrmion in an extended film with boundary-induced DMI
(DS ̸= 0) at the top and bottom surface, and without boundary-induced DMI (DS = 0)
. Both systems are shown on the same scale. The dark contours represent isomagnetiza-
tions.

7.1 Modelling films with boundary induced DMI

The mathematical model used in this chapter differs slightly from the model for
ultra-thin films used in the other chapters of this thesis. First and foremost, we drop
the assumption that the magnetization does not vary along the depth of the film
(e.i. the z direction) and consider a film thickness d larger than the typical length
scale ξ =

√
A/Ke. One could expect that the effect of the boundary-induced DMI

in very thin films (d ≪ ξ) is even more pronounced. However, we do not consider
such thin films in this thesis, because the micromagnetic framework is not suited
to study a varying magnetization on dimensions smaller than the typical length
scale ξ. For these thin films, one should instead resort to an atomistic description
of the film, which lies outside the scope of the present analysis.

Note that the expression of the DMI energy density in Eq. (2.7), consists only
out of antisymmetric Lifshitz invariants. In this chapter, we generalize the expres-
sion of the DMI energy density to

εdmi =
∑
µαβ

Dµ
αβmα∂µmβ , (7.1)

with a DMI tensor Dµ
αβ which has now 33 = 27 possible independent parameters,

instead of 9 in Eq. (2.7). Remember that in this thesis we study magnetic thin
films with C∞v symmetry. Similar as in Sec. 2.2.3, we can reduce the number of
independent DMI tensor coefficients by taking into account this symmetry. Us-
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ing the expression of the above generalized DMI energy density, we obtain four
independent tensor coefficients: Dx

xz = Dy
yz, Dz

xx = Dz
yy, Dx

zx = Dy
zy, and Dz

zz.

The DMI energy density terms given in Eq. (7.1) can be rearranged in terms
which are symmetric and antisymmetric for a permutation of the magnetization
components (α↔ β). According to this rearrangement, we redefine the four inde-
pendent tensor coefficients by three symmetric DMI parameters D(1)

S , D(2)
S , D(3)

S ,
and an asymmetric DMI parameter DA, as follows:

Dx
xz = Dy

yz ≡ D
(1)
S +DA, (7.2a)

Dx
zx = Dy

zy ≡ D
(1)
S −DA, (7.2b)

Dz
xx = Dz

yy ≡ D
(2)
S , (7.2c)

Dz
zz ≡ D

(3)
S . (7.2d)

Because the magnetization m is normalized, the symmetric DMI parameters D(2)
S

and D(3)
S can be combined using

DS ≡ D
(2)
S −D

(3)
S (7.3)

in the free energy, without losing generality. Thus, only three relevant DMI pa-
rameters remain: DA, DS, and D(1)

S . Note that the antisymmetric DMI parameter
DA corresponds to the DMI parameter D used in previous chapters.

We will refer to the antisymmetric DMI terms as the internal DMI because
these DMI terms contribute to the energy density within the bulk of the film.
For the considered symmetry group (C∞v), the internal DMI corresponds to the
common interfacially induced DMI which we already thoroughly discussed in the
previous chapters. In contrast, the symmetric DMI terms lead to an energy con-
tribution which depends only on the surface magnetization. To demonstrate this,
we integrate the energy density terms related to Dµ

αβ and Dµ
βα over the spatial

coordinate µ:∫ c

a

(Dµ
αβmα∂µmβ +Dµ

βαmβ∂µmα) dµ =

Dµ
αβ −Dµ

βα

2

∫ c

a

(mα∂µmβ −mβ∂µmα) dµ+
Dµ
αβ +Dµ

βα

2
[mαmβ ]

µ=c
µ=a .

Note that the symmetric part depends only on the magnetization at the surfaces
µ = a and µ = c. Therefore, we will refer to the symmetric DMI terms as the
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7. Effects of boundary-induced DMI

boundary-induced DMI. In our system, this means that the energy term related to
DS depends only on the magnetization at the top t and bottom b surface of the
film. The energy term related to D(1)

S depends only on the magnetization at the
edges (lateral surfaces) of a finite film and is irrelevant in case of a laterally infinite
film.

As already mentioned in Chapter 2, the demagnetization of a laterally infinite
film with a uniform magnetization can be translated into the shape anisotropy
described by the energy density expression εshape = µ0M

2
z /2. Now, we will prove

that this well-known claim for uniformly magnetized films holds true when the
magnetization M(z) is not uniform along the z direction. To do this, we rewrite
the demagnetization field as

Hdemag = − 1

4π

∑
i

[∫
M · ∇

(
ri

∥r∥3

)
dV
]
êi. (7.4)

Using a corollary of the divergence theorem, we obtain

Hdemag = HΩ +H∂Ω, (7.5)

with a contribution from volume charges:

HΩ =
1

4π

∫
Ω

(∇ ·M)r

∥r∥3
d3r, (7.6)

and a contribution from the surface charges:

H∂Ω = − 1

4π

∫
∂Ω

(n ·M)r

∥r∥3
d2r, (7.7)

When considering a magnetization which varies only along the z direction, the
integration over x and y in the volume and surface integrals can be carried out as
follows ∫ +∞

−∞

∫ +∞

−∞

r

∥r∥3
dx dy = sgn(z)2πêz. (7.8)

For the volume integral we still need to integrate over the depth of the film. This
yields

HΩ(z) =

[
M t
z +M b

z

2
−Mz(z)

]
êz, (7.9)

where the upper indices t and b denote the magnetization at the top and bottom
of the film respectively. The surface integral reduces to

H∂Ω(z) = −M
t
z +M b

z

2
êz. (7.10)
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Finally, we obtain the demagnetization energy density

εdemag = −µ0

2
M ·Hdemag =

µ0M
2
s

2
m2
z, (7.11)

which proves that the demagnetization energy density corresponds indeed to the
shape anisotropy energy density εshape, even when the magnetization varies along
the z direction. This derivation is also published in the appendix of our paper on
boundary-induced DMI [111].

In this chapter, we approximate the demagnetization by lowering the anisotropy
parameter K to the effective anisotropy parameter Ke = K − µ0M

2
s /2. For the

quasi uniform states in which the magnetization varies only along the z direction,
this yields exact results as proved just now. For configurations which are not
uniform along the x and y direction, such as domain walls and skyrmions, we
expect this approximation to be valid for thin films, but it becomes suboptimal
for very thick films. In this case, full-blown 3D micromagnetic simulations, which
include full computation of the magnetostatic interactions, are needed.

In the following, we will scrutinize the effect of the boundary-induced DMI
at the top and the bottom surface on selected magnetic textures including chiral
domain walls and skyrmions. As a general procedure for all examples studied, we
will first simplify the energy density by taking into account the symmetry of the
specific system. If possible, we minimize the energy functional analytically using
variational calculus. Complementary, we resort to a numerical minimization of the
energy. To this end, we discretize the simplified expression for the free energy and
calculate its gradient with respect to the magnetization at each grid point. The
used grid size is 0.02ξ in the z direction and 0.1ξ in the xy-plane unless otherwise
mentioned. Using the Barzilai-Borwein gradient method, we minimize the energy
starting from an initial guess of the equilibrium state [129].

7.2 Quasi-uniform state

In this section, we study the surface twist of an otherwise uniformly magnetized
film with an external in-plane magnetic field B⃗. The anisotropy constant Ke is
assumed to be positive, Ke > 0, so that the magnetization is collinear with the
z-axis in absence of B⃗. As we consider a laterally infinite film, the equilibrium state
close to the uniform state will not vary along the x or y direction, but a surface
twist in the z direction is to be expected due to the boundary-induced DMI [110].
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7. Effects of boundary-induced DMI

Under these considerations, the use of an effective anisotropy captures the effects
of the demagnetization exactly [see Sec. 2.2.3]. We rotate the coordinate system
so that the x axis is aligned with the applied field, i.e. B⃗ = Bêx with B > 0. Now,
the in-plane field cants the magnetization in the x direction away from the film
normal (z direction). Hence, the equilibrium magnetization is fully described by
the angle ψ(z), which describes the tilting away from the x axis:

m⃗(z) = (cosψ(z), 0, sinψ(z)). (7.12)

The above model contains only three relevant free parameters: the applied
field B, the symmetric DMI parameter DS, and the film thickness d. Note that
the value of the antisymmetric DMI parameter DA is irrelevant in this case since
the magnetization does not vary in the x and y direction [see upper indices in
Eqs. (7.2a) and (7.2b)]. Furthermore, we will assume that DS is positive without
losing generality: when switching the sign of DS, the role of the top and bottom
surface simply interchange. Combining the energy density with the magnetization
ansatz of Eq. (7.12) leads to

ε = A(∂zψ)
2 − 2DS sinψ cosψ ∂zψ

−Ke sin
2 ψ −MsB cosψ.

(7.13)

Minimizing the free energy per surface area
∫
ε dz yields an expression for the

magnetization profile. We first calculate the case without boundary-induced DMI
(DS = 0) being identical to the bulk value ψB of a thick film with boundary-induced
DMI. For this case, we obtain

cosψB =
B

Bc
for B < Bc =

2Ke

Ms
. (7.14)

For an in-plane field with strength B larger than the critical field strength Bc the
magnetization is fully in plane, i.e. ψB = 0. In the absence of an external in-plane
field, the magnetization in the bulk is oriented out of plane, either up or down, so
ψB = ±π/2.

Let us now consider the case with a non-vanishing boundary-induced DMI.
As we will show below, an external in-plane field and a nonzero symmetric DMI
strength DS are the prerequisites for the occurrence of surface twists in the quasi-
uniform state in films. The minimization of the energy leads to the following second
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order differential equation for ψ(z):

ξ2∂2zψ + cosψ sinψ − B

Bc
sinψ = 0, (7.15)

in combination with the Neumann BC [110]

ξ∂zψ|t,b =
2DS

πDc
sin(2ψt,b). (7.16)

Note that this boundary condition for the top and bottom surface due to the
boundary induced DMI is structurally different than the usual considered Neumann
BC for the lateral surfaces, which reads as ξ∂n⃗ψ = 2DA/πDc with n⃗ being the
normal of the lateral surface [103]. Consequently, the surface twists studied here
differ fundamentally from the common edge canting at the lateral edges. In what
follows, we will study the surface twists in the thick film limit analytically and resort
to a numerical minimization of the free energy for films with a finite thickness.

7.2.1 Thick film limit (d→ ∞)

To study this case, we consider a ferromagnet which takes up half the space. We
fill the upper half of the space (z > 0) to study the bottom surface of the thick film,
and the bottom half (z < 0) for the respective consideration as the top surface.
We need to handle both cases explicitly because the surface DMI term removes
the symmetry between the magnetization profiles at the top and bottom surface.
To exploit the effects of the BC, we integrate Eq. (7.15) over ψ, starting from the
magnetization in the bulk ψ(z = ±∞) = ψB and obtain an equation that is valid
for a surface at the z = 0 surface in both cases:

(ξ∂zψ)
2 = cos2 ψ − cos2 ψB − 2

B

Bc
(cosψ − cosψB). (7.17)

Here, we assumed that the magnetization is uniform in the bulk, and thus ∂zψ|±∞ =

0. Filling in the BC [Eq. (7.16)] in the l.h.s. of Eq. (7.17) yields an equation for the
surface magnetization angle at ψ(z = 0), which has four solutions ±ψt,b in total.
Here, we use the bottom indices t and b to indicate the solution at the top and
bottom surface respectively. The positive values are the solutions for ψB ≥ 0 and
the negative solutions for ψB ≤ 0. Assuming ψ(z) is monotonic, we can derive the
inequalities

0 ≤ |ψb| ≤ |ψB| ≤ |ψt| ≤
π

2
(7.18)
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from the BC, which can then be used to distinguish the different solutions.

Fig. 7.2(a) shows the out-of-plane magnetization at the surfaces mz = ± sinψt,b
as a function of the applied field. Note that the magnitudes of the surface twist at
the top and bottom surface are in general different from each other: |ψt − ψB| ̸=
|ψb − ψB|. Remember from Sec. II that the boundary induced DMI can only exist
if there is an asymmetry between the surfaces, which asserts the found assymetry
between the top and bottom surface twist. However, in Ref. 110, Hals et al. studied
an equivalent problem to first order in the DMI parameter DS . In this limiting
case, they found a symmetric estimation of the surface twist at the top and bottom
surface.

In this model, there are two critical field strengths. First there is the critical field
strength Bc already defined in Eq. (7.14), which turns the bulk magnetization fully
in plane. One can deduce from the BC in Eq. (7.16) that if the bulk magnetization
is in plane then also the magnetization at the bottom surface is fully in plane. The
second critical field strength B′

c can be defined as the minimal field strength needed
to turn the magnetization at the top surface fully in plane. This corresponds to a
solution that has an in-plane magnetization everywhere in the film, i.e. ψ(z) = 0.
Filling in the BC and an infinitely small magnetization angle in Eq. (7.17) yields
an expression for the second critical field:

B′
c = min

ψ(z)=π/2
B = Bc

(
1 +

(
4DS

πDc

)2
)
. (7.19)

The increase of the critical field strength B′
c with the boundary-induced DMI

strength DS can be intuitively understood by noting that a stronger boundary-
induced DMI leads to a larger surface twist, and consequently, a larger in-plane
field is needed to turn the top surface magnetization fully in plane. For in-plane
field strengths between the two critical values, the magnetization in the bulk and
at the bottom surface is in-plane while the magnetization at the top surface has an
out-of-plane component. In this case, the surface twist at the top is degenerate in
the sense that the out-of-plane component can either be positive or negative while
having the same minimal energy.
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Figure 7.2: (a) Out-of-plane magnetization mz at the top surface (blue), the bottom
surface (red), and in the bulk (black) of a very thick film as a function of an external
in-plane field Bêx for symmetric DMI parameter DS = 0.5Dc (solid line) and DS = 0.2Dc

(dashed line). (b) The magnetization profile mz(z) near the top and near the bottom
surface of a thick film for an external in-plane field B = 0.6Bc. The surface is positioned
at z = 0 in both cases. The same coloring and line style is used as in (a). The dots in
two panels denote the same top and bottom surface magnetization.

Integration of Eq. (7.17), starting from the magnetization at the open surface,
yields an implicit equation for the magnetization profile ψ(z):

z =

∫ ψ(z)

±ψt,b

dψ′√
cos2 ψ′ − cos2 ψB − 2 BBc

(cosψ′ − cosψB)
. (7.20)

The profile of the surface twist near the top and bottom surface is shown in
Fig. 7.2(b). The gradient is positive at the bottom and the top surface, as is
expected for a positive boundary-induced DMI. The figure also shows the asym-
metry in the solutions for the bottom and the top surface.
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7.2.2 Finite thickness

Calculating the magnetization profile of the quasi-uniform state in a film with a
finite thickness d > 0 is challenging to approach analytically. That is why we resort
to a numerical minimization of the free energy given in Eq. (7.13). The obtained
magnetization angle profiles ψ(z) are shown in Fig. 7.3(b) for films of different
thicknesses d. Also here, we see the asymmetry in the twist at the top and bottom
surface of thick films. Figure 7.3(c) shows the twists at the top surface ψt and the
bottom surface ψb as a function of the thickness d. For thick films, the twists at
the surfaces converges to the analytical result of the thick film limit, derived in
Sec. 7.2.1.

7.3 Edge canting

From the Neumann BC given in Eq. (7.16), one can deduce that a surface twist
in the ferromagnetic ground state of a laterally infinite film only occurs when the
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magnetization is canted away from the easy axis. In the previous section, we
showed that such canting can be achieved by applying an in-plane field. In films
with limited lateral size, this canting away from the easy axis occurs at the edges
without applied field due to the internal DMI [101, 103]. Consequently, one could
expect that even without an applied field, surface twists also can occur close to the
sample edges.

When we minimize the energy analytically without boundary-induced DMI (as
already done in Sec. 4.1), we find that the canting of the magnetization along the
x direction close to the right edge (x = a) of a finite size film is given by

ψ(x) = 2 arctan

[
e−(x−a)/ξ tan

(
ψ0

2
+
π

4

)]
− π

2
(7.21)

for x < a. Here, ψ0 = arccos(2DA/πDc) is the canting angle at the edge. From
this, we conclude that if the internal DMI strength DA is large, then a strong
canting away from the easy axis is to be expected close to the edge. If we add a
non-zero boundary-induced DMI at the top and bottom surface (DS ̸= 0), then
the magnetization will gain an additional twist in the z direction close to the
edge where the magnetization is canted away from the easy axis. For the sake of
clarity, we assume that there is no boundary-induced DMI at the lateral surface
(D(1)

S = 0). To relax the magnetization in the vicinity the edge of a film we use
again the steepest gradient method. The obtained equilibrium magnetization at
the edge is shown in Fig. 7.4(b). Note how the relaxed magnetization twists along
the x as well as the z-direction close to the edge. When we compare the surface
twist which occurs near the edge of a sample with the surface twists in a laterally
infinite film induced by an in-plane applied field [shown in Fig. 7.4(a)], we see that
the magnitudes of the surface twists are comparable where the bulk magnetization
has the same canting angle.

7.4 Isolated domain wall

In this section, we discuss the surface twist in a straight isolated domain wall in a
laterally extended film in presence of boundary-induced DMI. As done previously,
we consider an infinite film with thickness d. This time however, we assume that
the magnetizationm(x, z) is constant along the y direction, but is allowed to vary in
the x and z directions. Furthermore, we consider a nonzero internal DMI strength
|DA| > 0, which causes the domain wall to be of the Néel type with a chirality
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7. Effects of boundary-induced DMI

fixed by the sign of DA. Because we only concern ourselves with statics, the actual
magnitude of the internal DMI has no influence on the profile of the domain wall.
Under these assumptions, the system under study is two-dimensional and has only
two free parameters: the symmetric DMI parameter DS and the thickness of the
film d. The magnetization can be described bym = (cosψ, 0, sinψ) with the out-of-
plane angle ψ(x, z) being a function of x and z. To determine the equilibrium state,
we numerically minimize the free energy while taking into account the symmetry
of the problem and the above assumptions.

Figure 7.4(c) shows an example of a resulting cross section of a domain wall. As
can be deduced from the BC given in Eq. (7.16), the surface twist is only present in
regions where the magnetization is neither parallel, nor orthogonal to the interface.
Thus, the surface twist occurs at the left and at the right of the domain wall, but
not at its center. Due to the surface twist, the domain wall width varies along the
z direction. In order to quantify this dependence, we use the following definition
of the domain wall width:

W(z) =

∫ √
1−m2

z(x, z) dx =

∫
|cosψ(x, z)| dx. (7.22)

For very thick films (d → ∞), one can assume that the shape of the domain
wall in the bulk is not affected by the boundary-induced DMI. In that case, the
domain wall profile [125] is given by the Gudermannian function ψ(x) = gd(x) =

2 arctan[exp(x/ξ)] − π/2 . Using the definition given in Eq. (7.22), we obtain the
domain wall width in the bulk WB = πξ. If we add the boundary-induced DMI,
the domain wall width will differ from πξ and will vary along the z direction.
The average domain wall width and the domain wall widths at the top and bottom
surface are shown in Fig. 7.5 as a function of the film thickness d and the boundary-
induced DMI strength.

In case of a positive boundary-induced DMI DS > 0, Néel domain walls are
wider at the bottom and thinner at the top surface, independently of the chirality
of the domain wall. The opposite is true if the boundary-induced DMI is negative.
For increasing film thicknesses, the difference between the domain wall width at the
top and bottom surface increases until the domain wall width eventually converges
to a fixed width which is proportional to the DMI strength DS. The broadening of
the domain wall at the bottom surface has a stronger extent than the narrowing
at the top surface. Consequently, the average domain wall width in films of finite
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thickness will be larger than the domain wall width in absence of a boundary-
induced DMI: ⟨W⟩ >WB. This effect is more pronounced in thin films (d < 5ξ).

7.5 Isolated Skyrmion

In this section, we analyze the influence of the boundary-induced DMI on the
profile of an isolated skyrmion. To this end, we suppose that the magnetization
has a circular symmetry and has a purely Néel character. This is a reasonable
assumption because in C∞v systems a Bloch-like twist leads to an increase of the
free magnetic energy. Using this assumption, the magnetization can be described
by

m⃗ = (cosϕ cosψ(r, z), sinϕ cosψ(r, z), sinψ(r, z)) (7.23)

in the polar coordinate system (r, ϕ, z). Due to the circular symmetry constraint,
the magnetization is fully determined by the angle ψ(r, z). The total energy of the
system is given by

E[ψ] = 2π

∫ R

0

∫ d

0

ε(r, z)r dr dz, (7.24)

with the magnetic free energy density

ε = A

(
(∂rψ)

2 + (∂zψ)
2 +

cos2 ψ

r2

)
+Ke cos

2 ψ

+DA

(
∂rψ − cosψ sinψ

r

)
− 2DS sinψ cosψ∂zψ

(7.25)
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Note that, also here, the term with the symmetric DMI parameter DS can be
integrated over the z direction analytically, which reduces this term to a top and
a bottom surface energy term. Finally, we minimize the energy functional E[ψ]

numerically.

Figure 7.6 shows a typical profile of a relaxed skyrmion. As we assume a
radial profile, we only plot the magnetization texture of the skyrmion from its
center to its boundary, i.e. half of the front of Fig. 7.1. Similar to the straight
isolated domain wall, we observe narrowing/broadening of the domain wall at the
top/bottom surface due to the boundary-induced DMI. The asymmetry of the
deformation at the top and bottom surface causes an increase in the skyrmion
size and a 3D deformation of the skyrmion profile. This 3D deformation of the
skyrmion profile differs from the one reported in Ref. 143. In this paper, Rybakov
et al. studied numerically the 3D structure of Bloch skyrmions in chiral magnets
where the DMI is induced by the noncentrosymmetric lattice. They found that,
in absence of boundary induced DMI, the magnetization in the outlining domain
wall makes a small rotation in the xy plane, whereby the skyrmion loses its pure
Bloch character. In our case, the magnetization orientation of the domain wall
does not vary along the z direction, but it is the domain wall position and width
which changes near the surfaces due to the boundary induced DMI. We performed
a parameter study in order to check how these deviations depend on the thickness
of the film and on the DMI strengths DS and DA. The results of this study are
shown in Fig. 7.7.

The skyrmion size in very thin films is virtually constant along the z direction
[see Fig. 7.7(a)], whereas it varies strongly along the z direction in thick films
[see Fig. 7.7(b,c)], which leads to a skewed skyrmion domain wall which is clearly
visible in Fig. 7.6. More interestingly, the average skyrmion size depends strongly
on both the inner DMI strength DA and the boundary-induced DMI strength DS.
It is already known that the skyrmion size increases for an increasing internal DMI
strength DA < Dc, and that for an internal DMI strength larger than the critical
value Dc, a skyrmion in an extended film will expand and/or deform in order to
maximize its circumference. Due to this unwieldy behavior for a strong internal
DMI, we limited our parameter study to internal DMI strengths below the critical
value (DA < Dc). For a given internal DMI strength DA, the average skyrmion size
increases for an increasing boundary-induced DMI strength DS. This dependence
is especially notable for internal DMI strengths just below the critical value [see
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Figure 7.6: Skyrmion profile in a film with DMI strengthDA = 0.8Dc and thickness d = 2ξ
(a) without boundary-induced DMI, and (b) with boundary-induced DMI DS = 0.5Dc,
and (c) DS = −0.5Dc. A 3D representation of the deformed skyrmion is readily shown
in Fig. 7.1.

black lines in Fig. 7.7]. If we look closely at Fig. 7.7(a) and Fig. 7.7(b), the results
seem to suggest that in thin films the skyrmion size diverges when the internal DMI
as well as the boundary-induced DMI are strong, but still lower than the critical
DMI strength Dc.

One may expect that the boundary-induced DMI has an influence on the stabil-
ity of a skyrmion. Atomistic simulations of skyrmions have shown that a skyrmion
can collapse into the ferromagnetic ground state [58, 62–65, 144]. In the case of
a weak internal DMI or a perpendicular applied field in the opposite direction as
the center magnetization of the skyrmion, the skyrmion is small and prone to col-
lapse into the ferromagnetic ground state. Vice versa, for an increasing internal
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DMI strength or an increasing perpendicular applied field in the same direction as
the center magnetization, the skyrmion size increases together with the skyrmion
stability. In the results of our parameter study of the 3D deformed skyrmions,
we see that the skyrmion size increases with both the internal DMI as well as the
boundary-induced DMI. This suggests that not only the internal DMI or a perpen-
dicular applied field, but also the boundary-induced DMI, counteracts the collapse
of skyrmions in thin films.

7.6 Conclusions

In this chapter, we have analyzed the influence of the recently predicted boundary-
induced Dzyaloshinskii-Moriya interaction (DMI) on the magnetization in a uni-
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form state, a domain wall or a skyrmion, or in vicinity of an edge, in ferromagnetic
films with a C∞v symmetry and a perpendicular magnetic anisotropy. We have
rendered pronounced effects that lead to novel and peculiar profile changes along
the thickness of the film for all considered magnetic textures. Among the most
notable effects is the deformation of the domain wall between the surfaces of the
film, as well as the increase of the average skyrmion size, which suggests that the
boundary-induced DMI can positively contribute to the skyrmion stability.

We solely focused on the effects of the boundary-induced DMI at the top and
bottom surface of thin films with a C∞v symmetry. In such systems, the internal
DMI favors rotation of the magnetization in the x and y direction but does not
induce a change in the z direction. Hence, all variations of the magnetization in
the z direction can be attributed to the presence of the boundary-induced DMI,
which makes these systems an ideal first study case. However, one can expect to
find similar phenomena owing to boundary-induced DMI in other systems as well.
For instance, it is worth to investigate the case in which the internal DMI of a film
already leads to a variation in the z-direction and where the boundary-induced DMI
results in an additional twist. Also in heterochiral magnets, a boundary-induced
DMI can occur at interfaces where the internal DMI strength changes [65, 109],
which could lead to an additional twist to the already predicted spin canting at
the interface.

126



chapter 8

SUMMARY AND OUTLOOK

Although magnetic skyrmions were already described theoretically in the late 1980s
and 1990s, it was not until 2009 that Mühlbauer et al. provided the first experi-
mental evidence for the existence of these topological spin textures. Now, when I
am writing down the final parts of this thesis, almost a decade has passed since
this groundbreaking experiment took place and the study of chiral magnets which
can host skyrmions has become a hot and, eventually, a very substantial topic
within condensed matter physics. I made several (theoretical) contributions in this
field of research for my PhD. These contributions are communicated by a series of
publications and ultimately by this thesis of which a summary is given below.

In this thesis, we studied chiral ferromagnetic films with a perpendicular mag-
netic anisotropy (PMA). The magnetic moments within such a film have a natural
tendency to align with the normal of the film due to this PMA. The ground state
magnetization of thin ferromagnetic PMA films is uniform at nanoscale; only at
larger length scales, domains of ‘up’ and ‘down’ magnetization can appear. How-
ever, when the inversion symmetry of the spin-orbit couplings is broken, then one
need to take into account the Dzyaloshinskii-Moriya interaction (DMI). Not only
does this chiral interaction induce a non-reciprocity in the propagation of spin
waves, it also favors rotation of the magnetization at short length scales, and when
strong enough, it stabilizes chiral spin structures such as cycloids, helices, and
skyrmions. This explains why one uses the term chiral magnets for ferromagnets
which contain DMI.

A broken inversion symmetry is obtained in ultra-thin heterostructures where
the ferromagnetic layer, e.g., a Co layer, is coupled to a nonmagnetic layer with
a strong spin-orbit coupling, e.g., a heavy metal like Pt. In this case, the film
exhibits a so-called interfacially-induced DMI. Certain heterostructures exhibiting
this type of DMI can stabilize isolated skyrmions, and are therefore the most
optimistic choice for the realization of skyrmion-based devices. In this thesis, we
deployed the micromagnetic framework to study numerically and analytically the
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8. Summary and outlook

magnetization configurations of such films at the sub-micrometer length scale; first
by considering extended films and then by taking into account film boundaries and
DMI interfaces.

We investigated the following typical stable magnetization configurations in ex-
tended chiral magnetic films: the uniform state, a single domain wall, the cycloidal
state (multiple domain walls), isolated skyrmions (circular domain wall), and the
skyrmion lattice phase. As already known, the ground state magnetization is uni-
form if the DMI strength is below a certain critical DMI strength. If the DMI
strength is larger than this critical value, then the ground state is cycloidal with a
period which decreases for an increasing DMI strength. In this thesis, we studied
the influence of a perpendicular external field and discovered that the critical DMI
strength increases for an increasing external field. In the same way, we studied the
profile of a single skyrmion in an extended film as a function of the DMI strength,
and we find that there exists also a critical DMI strength for the formation of
skyrmions which depends again on the external field. The combination of large
DMI strengths and an external field can lead to a closed-packed configuration of
skyrmions (a skyrmion lattice) with an average energy density lower than the uni-
form state, as already observed in bulk DMI materials. We succeeded in providing
a deterministic micromagnetic approach to determine the skyrmion lattice parame-
ter, which turns out to be finite for DMI strengths below the critical DMI strength
for skyrmions, and infinite otherwise. We concluded the chapter on extended films
by constructing the phase diagram as a function of the DMI strength and applied
field. This phase diagram has three phases: the uniform phase, a cycloidal phase
(with a varying periodicity), and a skyrmion lattice phase (with a varying lattice
parameter).

Next, we studied how the lateral geometric boundaries of a chiral ferromagnetic
film affect the magnetization configuration. We started by studying how cycloidal
states are confined in infinitely long strips and found that the periodicity of the
cycloidal state with domain walls perpendicular to the long edges of a narrow
strip depends not only on the DMI strength but also on the width of the strip;
the narrower the strip, the larger the cycloidal period. We also found that there
are a finite number of stable cycloidal states with a different number of domain
walls parallel to the strip edges; the maximal number of parallel walls which can
fit in the strip increases with the width of the strip and with the DMI strength.
After studying the effect of the confinement in one direction (i.e. the strip), we
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looked at the 2D confinement of magnetization configurations in square platelets.
We used a brute force method to find all stable magnetization configurations in
small platelets. These stable states possess a mixture of skyrmionic and cycloidal
features. Furthermore, we provided the phase diagram of the ground state magne-
tization in square platelets as a function of the DMI strength and the side length.
All together, we emphasize the potential of mesoscopic chiral magnets (with differ-
ent outer geometry, or with engineered cavities) to stabilize skyrmionic and hybrid
skyrmionic-cycloidal states that are otherwise unattainable. Interactions of those
states with strategically applied spin-current, and magnetic field, are yet to be
explored. Control of transitions between those rich states can enable multibit,
nonvolatile magnetic storage.

As a new type of boundaries, we consider the borders between regions with
different DMI strengths in so-called heterochiral magnets. Similarly to geometric
boundaries, DMI interfaces influence the magnetization configuration which can
result in the confinement of magnetization textures. First, we showed how the
magnetization cants at DMI interfaces. This canting increases if the difference
between the two DMI strength increases. Next, we studied the confinement of
cycloidal states in a high-DMI strip region and the confinement of skyrmion(ium)s
in high-DMI strip and circular regions. This enabled us to demonstrate how a
spatially-engineered DMI can be used to tailor the shape, size, and position of
domains and domain walls. E.g. we showed that the confinement of a single domain
wall in a (possibly curved) high-DMI strip results in a robust magnonic waveguide.
Furthermore, we showed that repulsion of a skyrmion by a DMI interface can be
much stronger than the repulsion by a geometric interface. Hence, we concluded
that a high-DMI skyrmion racetrack is to be preferred over the ordinary geometric
racetrack design.

A non-homogeneous DMI does not only have an influence on the magnetization
configuration, but it also affects the propagation of spin waves. By approximating
the non-reciprocal dispersion relation of spin waves in chiral magnets by circular
isofrequencies in k space, we provided a geometrical and more intuitive compre-
hension of the spin-wave propagation. Using this approximation, we were able to
derive a generalized Snell’s law which describes the refraction of spin-wave packets
at DMI interfaces. This law is highly tunable by an in-plane field. Unlike the
refraction described by the ordinary Snell’s law, the refraction at DMI interfaces
is not symmetric around the normal of the interface and negative refraction can
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8. Summary and outlook

occur. We illustrated how the asymmetry between the total internal reflection at
both sides of the interface’s normal provides a way to construct a unidirectional
spin-wave guide. We expect that this proof of concept is only one of the first
applications of heterochiral films. A promising path to explore is the design of
non-reciprocal magnonic crystals by a periodically spatially-engineered DMI.

In the last chapter of this thesis, we generalized the micromagnetic descrip-
tion of the DMI by not only considering asymmetric but also symmetric Lifshitz
invariants as suggested very recently. These symmetric DMI terms lead to an ad-
ditional chiral behaviour of the magnetization at the top and bottom surface of
a film. In this chapter, we abandoned the thin film limit and took into account
possible variations of the magnetization along the depth of the film. We saw that
the boundary-induced DMI can cause a twist of the magnetization near the top
and bottom surface. The prerequisite for this twist, is that the magnetization
within the bulk of the film has a non-zero in-plane component. This is the case
for the quasi-uniform state canted by an in-plane applied field, inside a domain
wall, and at the boundary of a skyrmion. We discovered that the twist due to the
boundary-induced DMI leads to broadening and narrowing of the domain wall at
opposite surfaces. In a skyrmion, we did not only see a narrowing and broadening
of the circular domain wall, but we also saw that the skyrmion size increases with
the boundary-induced DMI. This increase of the skyrmion size suggests that the
boundary-induced DMI might contribute to the stability of the skyrmion.

The study of the boundary-induced DMI is in its initial phase and its exis-
tence is still to be confirmed experimentally. One can expect that the variation of
the magnetization along the film’s normal due to the boundary-induced DMI can
also lead to nontrivial excitations in this direction and a peculiar dynamics when
applying a perpendicular spin-polarized current. Studying the magnetization dy-
namics would not only be interesting for the design of spintronic devices, but might
also provide an indirect way to measure, and hence confirm the existence of, the
boundary-induced DMI. Furthermore, we only studied the boundary-induced DMI
at the top and bottom surface of a chiral magnetic film with a C∞v symmetry.
The boundary-induced DMI might also appear in many other places such as at
the lateral edges, surfaces, and DMI interfaces in (hetero)chiral films which exhibit
bulk and/or interfacially-induced DMI. The boundary-induced DMI in these cases
might trigger different magnetization deformations different from the ones studied
in this thesis.
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To summarize, the magnetization configuration in chiral ferromagnetic films
with perpendicular magnetic anisotropy can have spatial variations at the nanome-
ter length scale due to the DMI. In this thesis, we have shown how these configura-
tions are shaped by geometric properties such as the geometric boundaries of the
film or DMI interfaces in heterochiral magnets, and demonstrated how this could
be utilized. Furthermore, we demonstrated that DMI interfaces do not only lead
to confinement of spin textures but can also lead to a nontrivial refraction of spin
waves. We conclude that the chiral character induced by the DMI in combination
with the presence of film boundaries and/or DMI interfaces yields a wide range of
emergent phenomena interplaying on the submicrometer length scale of which the
most are yet to be explored.
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hoofdstuk 9

SAMENVATTING

Magnetische skyrmionen werden alreeds theoretisch beschreven op het einde van de
jaren 80 en tijdens de jaren 90. Toch heeft het tot 2009 geduurd voordat Mühlbauer
et al. de eerste experimentele bevestiging kon geven voor het bestaan van de deze
topologische spinstructuren. Bijna een decennia later schrijf ik de laatste woorden
neer van dit proefschrift. Het onderzoek op chirale magneten waarin skyrmions
kunnen voorkomen is aanzienlijk gegroeid de voorbije tien jaar, althans binnen
de vaste stof wetenschappen. Tijdens mijn doctoraat heb ik enkele (theoretische)
bijdragen geleverd binnen dit onderzoeksveld. Deze bijdragen hebben geleid tot
enkele publicaties in wetenschappelijke tijdschriften en tenslotte tot dit proefschrift
waarvan een samenvatting hieronder wordt gegeven.

In deze thesis hebben we chirale magnetische films met een perpendiculaire
magnetische anisotropie (PMA) bestudeerd. De magnetische momenten in derge-
lijke films hebben de neiging om zich te richten langs de normaal van de film door
deze PMA. De magnetische grondtoestand van dunne ferromagnetische PMA films
is uniform op nanoschaal; enkel op grote lengteschalen kunnen domeinen met een
opwaartse of neerwaartse magnetisatie opduiken. Wanneer de inversiesymmetrie in
de spin-baan koppelingen gebroken is, dan moet men echter rekening houden met
de Dzyaloshinskii-Moriya interactie (DMI). Deze chirale interactie leidt niet enkel
tot een niet-reciproke voortbeweging van spin golven, het bevordert ook rotaties in
de magnetisatie op een korte lengteschaal. Wanneer de interactie sterk genoeg is
kan het zelfs chirale spinstructuren — zoals cycloïden, helices, en skyrmionen —
stabiliseren. Dit verklaart waarom men ferromagneten met DMI chirale magneten
noemt.

Ultra dunne heterostructuren, waarin een ferromagnetische laag (bv. kobalt)
gekoppeld is met een niet-magnetische laag met een sterke spin-baan koppeling
(bv. platina), hebben een gebroken inversiesymmetrie. Hierdoor bezitten deze he-
terostructuren een grensvlakgeïnduceerde DMI. Bepaalde films met dit type van
DMI zijn in staat om alleenstaande skyrmionen te stabiliseren, en zijn daarom
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interessant voor de ontwikkeling van skyrmion-gebaseerde toepassingen. In deze
thesis gebruiken we het micromagnetischkader om zowel numeriek als analytisch,
de magnetisatieconfiguraties van dergelijke films te bestuderen op de submicrome-
ter lengteschaal; eerst beschouwen we oneindig uitgestrekte films, daarna nemen
we ook de filmranden en DMI grenzen mee in rekening.

We hebben de volgende typische stabiele magnetisatieconfiguraties bestudeerd
in uitgestrekte chirale magnetische films: de uniforme toestand, een geïsoleerde
domeinmuur, de cycloïde toestand (meerdere domeinmuren), alleenstaande skyr-
mionen (gesloten domeinmuur), en het skyrmionkristal. De magnetische grondtoe-
stand is uniform als de DMI sterkte kleiner is dan een welbepaalde kritische DMI
sterkte. Als de DMI sterkte groter is dan deze kritische waarde, dan is de grondtoe-
stand een cycloïde met een periode die afneemt met de DMI sterkte. In deze thesis
hebben we de invloed van een loodrecht aangelegd magnetisch veld bestudeerd, en
we hebben ontdekt dat de kritische DMI sterkte toeneemt met de veldsterkte. Op
een gelijkaardige manier hebben we het profiel van een skyrmion bestudeerd als
functie van de DMI sterkte. Opnieuw vinden we dat er een kritische DMI strekte
bestaat die afhangt van het aangelegde magnetisch veld, ditmaal voor de formatie
van skyrmionen. De combinatie van een sterke DMI en een extern magnetisch veld
kan leiden tot een dichtste stapeling van skyrmionen (een skyrmionkristal) met een
gemiddelde energiedichtheid die lager is dan de energiedichtheid van de uniforme
toestand. We zijn er in geslaagd om de roosterparameter van het kristal te be-
palen op een deterministische manier. Deze roosterparameter is eindig voor DMI
sterkten onder de kritische DMI sterkte voor skyrmionformatie. Tenslotte hebben
we het fasediagram van oneindig uitgestrekte films geconstruëerd. Dit fasediagram
bevat drie verschillende fasen: de uniforme toestand, de cycloïde toestand (met een
variërende periode), en het skyrmionkristal (met een variërende roosterparameter).

Vervolgens hebben we bestudeerd hoe laterale randen van chirale magnetische
films de magnetisatieconfiguratie kunnen beïnvloeden. Als een eerste casus hebben
we bestudeerd hoe een cycloïde toestand kan worden opgesloten in een oneindig
lange strip. Voor de cycloïde toestand met domeinmuren loodrecht op de lange
randen van de film merken we dat de periode afhankelijk is van de DMI sterkte en
de breedte van de strip: hoe sterker de DMI of hoe dunner de strip, hoe groter de
periode. We ontdekten ook dat er een eindig aantal cycloïde toestanden zijn met
een verschillend aantal domeinmuren evenwijdig met de randen van de strip; het
maximaal aantal domeinmuren dat kan opgesloten worden in de strip neemt toe
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met de breedte van de strip en de DMI strekte. Na het bestuderen van opsluitin-
gen in één enkele richting (de strip), hebben we de tweedimensionale opsluiting van
magnetische configuraties bestudeerd in vierkantige plaatjes. Voor de kleine plaat-
jes hebben we alle stabiele toestanden bepaald. Deze stabiele toestanden bezitten
een mix van skyrmionische en cycloïdische eigenschappen. Bovendien hebben we
het fasediagram van de grondtoestand van grotere plaatjes bepaald in functie van
de DMI sterkte en de grootte van het plaatje. Hieruit kunnen we besluiten dat
mesoscopische chirale magneten (met verschillende geometrieën) gebruikt kunnen
worden om skyrmionische and cycloïdische toestanden te stabiliseren. Hoe deze
toestanden interageren met aangelegde spin gepolariseerde stromen en externe vel-
den moet nog verder onderzocht worden. Controle over de transities tussen deze
talrijke toestanden kan mogelijks leiden tot de realisatie van multibit magnetisch
opslaggeheugen.

Naast de laterale geometrische randen van de ferromagneet, hebben we ook een
nieuw type van randen bestudeerd, namelijk de grenzen tussen gebieden met een
verschillende DMI sterkte in zogenaamde heterochirale magneten. DMI interfaces
beïnvloeden, gelijkaardig aan de geometrische randen, de magnetisatieconfiguratie
wat kan leiden tot opsluiting van magnetische structuren. Eerst hebben we aan-
getoond hoe de magnetisatie kantelt aan een DMI interface. Deze kanting neemt
toe met het verschil tussen de twee DMI sterktes. Vervolgens hebben we de opslui-
ting van cycloïdische en skyrmionische toestanden in gebieden met een sterke DMI
bestudeerd. Dit laat ons toe om aan te tonen dat een plaatsafhankelijk geconstru-
eerde DMI sterkte gebruikt kan worden om de vorm, de grootte, en de positie van
magnetische domeinen te controleren. Bijvoorbeeld, de opsluiting van een enkele
domeinmuur in een (mogelijks gebogen) strip met een sterke DMI kan dienst doen
als een robuuste magnetische golfgeleider. Verder hebben we ook aangetoond dat
de repulsie tussen een skyrmion en een DMI interface veel sterker is als de repulsie
tussen een skyrmion en een geometrische rand. Hieruit kunnen we concluderen
dat het gebruik van DMI interfaces, in plaats van geometrische randen, voordelen
biedt voor het realiseren van een skyrmiongebasseerde racebaangeheugen.

Inhomogene DMI heeft niet enkel invloed op de magnetisatieconfiguratie, maar
het beïnvloedt ook de voortbeweging van spingolven. De niet-reciproke dispersie-
relatie kan afgeschat worden met isofrequentie cirkels in de reciproke ruimte (de
k-ruimte). Dit leidt tot een intuïtieve geometrische interpretatie voor de propa-
gatie van de spingolven. Door gebruik te maken van deze benadering hebben we
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de wet van Snell gegeneraliseerd zodat het de refractie van spingolfpakketjes aan
DMI interfaces correct beschrijft. In tegenstelling tot de refractie beschreven door
de gewone wet van Snell, is de refractie van spingolven aan DMI randen niet sym-
metrisch aan beide kanten van de normaal van de interface. Bijgevolg zijn ook de
Brewsterhoeken aan beide kanten van de normaal verschillend. Dit laat toe om
een enkelrichting magnetische golfgeleider te ontwerpen. We vermoeden dat het
gebruik van heterochirale films ook veelbelovend is voor de realisatie van andere
spingolf toepassingen. Zo zou het bijvoorbeeld zeer interessant kunnen zijn om
niet-reciproke magnonische kristallen te creëren met een periodische DMI sterkte.

In het laatste hoofdstuk van deze thesis hebben we de micromagnetische be-
schrijving van de DMI energiedichtheid veralgemeend door niet enkel de asymme-
trische maar ook de symmetrische Lifshitzinvarianten in beschouwing te nemen.
Deze symmetrische DMI termen leiden tot een bijkomende chiraliteit in de mag-
netisatie aan de boven- en onderkant van de magnetische film. In dat hoofdstuk
hebben we de dunne film aanname laten wegvallen, en hebben we bestudeerd hoe
de magnetisatie varieert langsheen de diepte van de film. We hebben gezien hoe
de oppervlaktegeïnduceerde DMI een twist kan veroorzaken in de magnetisatie na-
bij het boven- en ondervlak van de film. Deze twists leiden tot een verbreding
en vernauwing van domeinmuren aan de tegenovergestelde oppervlakken van de
film. In een skyrmion leiden deze twists niet enkel tot een verbreding en vernau-
wing van de uitlijnende domeinmuur; we zien ook dat de skyrmion groter wordt
door de oppervlaktegeïnduceerde DMI sterkte. Deze vergroting wijst er op dat de
oppervlaktegeïnduceerde DMI bijdraagt tot de stabilisatie van skyrmionen.

Het onderzoek op materialen met een oppervlaktegeïnduceerde DMI is voor-
lopig slechts theoretisch. Het bestaan van dit type DMI moet nog experimenteel
bevestigd worden. De twists veroorzaakt door de oppervlaktegeïnduceerde DMI
kunnen mogelijks leiden tot niet-triviale excitaties van spingolven en een eigenaar-
dige dynamica van de magnetisatie wanneer een spingepolariseerde stroom lood-
recht wordt geïnjecteerd. Het experimenteel testen van deze typerende dynamica
kan mogelijks leiden tot een indirecte meetmethode voor de oppervlaktegeïndu-
ceerde DMI sterkte.

Kort samengevat, de magnetisatieconfiguratie van chirale ferromagnetische films
met een loodrechte magnetische anisotropie vertoont variaties op de nanometer-
schaal te wijten aan de DMI. In deze thesis hebben we aangetoond hoe deze con-
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figuraties verder gevormd worden door geometrische eigenschappen van de film
zoals de laterale randen en DMI interfaces. Bovendien hebben we aangetoond dat
DMI interfaces niet enkel magnetische texturen kunnen inperken en stabiliseren,
maar dat deze ook een sterke invloed hebben op de propagatie van magnetisatie-
golven. De magnetisatiegolven vertonen immers een niet-triviale breking aan een
DMI interface. We kunnen concluderen dat de combinatie van het chirale karakter,
veroorzaakt door de DMI, en de aanwezigheid van filmranden en/of DMI interfa-
ces leidt tot unieke fenomenen voor zowel de statische magnetisatieconfiguratie als
voor magnetisatiegolven.
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