Atom counting in HAADF STEM using a statistical model-based approach: Methodology, possibilities, and inherent limitations
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In the present paper, a statistical model-based method to count the number of atoms of monotype crystalline nanostructures from high resolution high-angle annular dark-field (HAADF) scanning transmission electron microscopy (STEM) images is discussed in detail together with a thorough study on the possibilities and inherent limitations. In order to count the number of atoms, it is assumed that the total scattered intensity scales with the number of atoms per atom column. These intensities are quantitatively determined using model-based statistical parameter estimation theory. The distribution describing the probability that intensity values are generated by atomic columns containing a specific number of atoms is inferred on the basis of the experimental scattered intensities. Finally, the number of atoms per atom column is quantified using this estimated probability distribution. The number of atom columns available in the observed STEM image, the number of components in the estimated probability distribution, the width of the components of the probability distribution, and the typical shape of a criterion to assess the number of components in the probability distribution directly affect the accuracy and precision with which the number of atoms in a particular atom column can be estimated. It is shown that single atom sensitivity is feasible taking the latter aspects into consideration.
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1. Introduction

The physical properties of nanostructures are controlled by the exact chemical and structural composition. Therefore, it is important to reliably quantify parameters, such as the position of the atoms, the type of the atoms, and the number of atoms, in order to completely understand the structure. In the last few years, atomic resolution high-angle annular dark-field (HAADF) scanning transmission electron microscopy (STEM) has become a popular technique for this type of analysis because it provides direct interpretable images. As generally known, the HAADF STEM image intensities show Z-contrast and are highly sensitive to the number of atoms in the atom columns [1–6].

In the past, different approaches have been proposed to count the number of atoms of a nanostructure in HAADF STEM. Erni et al. [5] attempted to count the number of atoms by measuring the absolute value of the differences in intensity of neighbouring atom columns. LeBeau et al. [6] proposed to solve the counting problem by comparing simulated atom column intensities with normalised experimentally measured atom column intensities [7–11]. Recently, Van Aert et al. [12] introduced a new statistical model-based approach to count the number of atoms from HAADF STEM images of a structure viewed along a zone-axis. This method may lead to promising results for the determination of the three-dimensional (3D) arrangement of atoms in crystalline nanoparticles [13–15]. By repeating the counting method for different viewing directions, the 3D atomic structure can be reconstructed using discrete tomography [16,17]. Moreover, this statistical model-based method promises counting results with single atom sensitivity for each atom column. In the present paper, the methodology presented in [12] to count atoms for structures containing one atom type will be discussed in detail together with a thorough study on the possibilities and inherent limitations imposed by unavoidable statistical uncertainties.

Although HAADF STEM images are highly sensitive to the number of projected atoms, it is impossible to directly count the atoms by means of visual interpretation only. Hence, the starting point of the method will be the use of statistical model-based estimation procedures to extract quantitative information from the HAADF STEM images. In order to detect individual atoms, it is assumed that the total scattered intensity per atom column in HAADF STEM images scales with the number of atoms in the column. This statistical model-based approach proceeds in two steps.

In the first step of the counting procedure, the HAADF STEM image will be considered as a data plane from which structure parameters have to be determined with the highest possible precision and accuracy [18]. Therefore, a parametric model is used which can be fitted to the experimental data using a criterion of goodness of fit, quantifying the similarity between the experimental
images and the model. The model parameters are estimated using an iterative optimisation scheme. In the past, this statistical parameter estimation approach has been applied to various electron microscopy data including TEM images [18–22], reconstructed exit waves [23–25], electron energy loss spectroscopy data [26,27], and STEM images [28,29]. For a quantitative analysis, an appropriate model that accurately describes all effects of the image formation, like dynamical electron diffraction effects and thermal diffuse scattering in HAADF STEM, should be employed. However, it would be very time consuming to use this type of models in an iterative optimisation scheme. As a result, an empirical incoherent imaging model, parametric in the width, the height, and the position of the atom columns will be used [29]. Estimates for the total scattered intensity per atom column can be obtained from the estimates of the parameters of this incoherent imaging model.

These estimates can be used as an input for the second step in the procedure to count the number of atoms per atom column. Therefore, the estimated total scattered intensities of all atom columns can be visualised in a histogram. Ideally, this histogram would consist of isolated components, where each component is generated by a set of columns having the same number of atoms projected on top of each other, that is in the direction perpendicular to the recorded image. In practice, however, the components are smeared out which makes a visual determination of their locations impossible. This is due to a combination of different effects, such as experimental detection noise, instabilities of the material under the electron beam, different vertical onset of columns of the same height, vacancies, relaxation at the boundaries, contamination, intensity transfer between columns, the influence of neighbouring columns of different heights. In order to solve this problem, the estimated total scattered intensities will be regarded as a statistical draw from an unknown probability distribution consisting of a superposition of Gaussian components. On the basis of the measured scattered intensities, the locations and the number of components of this distribution will be estimated. This will require a combination of an estimation procedure to determine the locations of the components and the use of order selection criteria to determine the number of statistically significant components. Once the distribution is known, the number of atoms in a particular projected column can be identified at atomic scale by assigning its scattered intensity to the component of the estimated probability distribution with the largest probability to generate this scattered intensity. As an example, the full method will be applied to a multislice simulation of an HAADF STEM image of a gold wedge.

By means of simulations the possibilities and inherent limitations of the method to estimate the number of atoms will be studied. For this purpose, the performance of different order selection criteria will be compared and the interpretation of the order selection criterion which performs best will be studied in more detail. Furthermore, the precision with which the number of atoms in a structure can be determined using this statistical model-based method will be investigated.

The remainder of this article will be organised as follows. In Section 2, the methodology to estimate the number of atoms of a nanostructure using statistical methods is described in detail. This is followed by an example in Section 3 illustrating the successive steps to count the number of atoms. In Section 4, the possibilities and inherent limitations of the method are investigated. Finally, in Section 5, conclusions are drawn.

2. Methodology

2.1. Model-based parameter estimation

The first step of the proposed method is to obtain precise and accurate measurements for the total intensity of the scattered electrons for each atom column from the HAADF STEM image. Therefore, use is made of statistical parameter estimation theory [18,30]. The details of this approach are described in [29]. This approach requires a model-based method, in which the HAADF STEM image is considered as a data plane from which unknown parameters have to be estimated in a statistical way. For a successful application, a parametric model describing the expectations of the pixel values of the HAADF STEM images should be available. Assuming a HAADF detector, an incoherent STEM image will be formed, which can be written as a convolution between an object function and the probe intensity [31–33]. The model describing the expectations of the image intensities at the pixels (k,l), corresponding to the STEM probe at position rkl=(xk,yk)T is given by the following incoherent expression:

\[ f_{kl}(\theta) = f(r_{kl}; \theta) = O(r_{kl}; \theta) \ast P(r_{kl}) \]  

with \( O(r; \theta) \) the object function depending on a set of unknown structure parameters \( \theta \) and \( P(r) \) the probe intensity depending on a set of probe parameters including the acceleration voltage, the objective aperture semi-angle, defocus, spherical aberration constant, and higher order aberration coefficients.

The object function contains information about the specimen scattering, which is related to the projected potential, and the HAADF detector [33]. This function is sharply peaked at the atom column positions and can therefore be modelled as a superposition of Gaussian peaks. Therefore, the expectation of the object function at the pixel (kl) at the position \( (x_k, y_k) \) of the HAADF STEM image can be described as

\[ O(r_{kl}; \theta) = \zeta + \sum_{n=1}^{N} \eta_n \exp \left( -\frac{(x_k-x_{n\theta})^2 + (y_k-y_{n\theta})^2}{2\rho^2} \right) \]  

where \( \zeta \) is a constant background, \( \rho \) is the width of the Gaussian peak, \( \eta_n \) is the height of the nth Gaussian peak, \( x_{n\theta} \) and \( y_{n\theta} \) are the x- and y-coordinate of the nth atom column, respectively, and \( N \) is the total number of analysed atom columns. The unknown parameters are thus given by the parameter vector \( \theta = (\beta_{1\theta}, \ldots, \beta_{N\theta}, \rho, \eta_1, \ldots, \eta_N, \zeta)^T \)  

From the parametrised object function the volume under a peak above the background can be calculated as follows:

\[ V_n = 2\pi \rho \eta_n^2 \]  

These numbers reflect the total intensity of electrons scattered toward the HAADF detector for every atom column and therefore correspond to scattering cross sections.

The unknown parameters \( \theta \) of the model are estimated in the least squares sense. The uniformly weighted least squares estimates \( \hat{\theta} \) are given by the values of \( t \) that minimise the uniformly weighted least squares criterion:

\[ \hat{t} = \arg \min \sum_{k=1}^{K} \sum_{l=1}^{L} (w_{kl} - f_{kl}(t))^2 \]  

with \( w_{kl} \) the value of the recorded HAADF STEM image at the pixel (kl) and the function \( f_{kl} \) given by Eq. (1). Estimates of the total scattered intensities \( V_n \) directly follow when using Eq. (4). In the next paragraph, it will be described how these estimates can be used to determine the number of atoms in each atom column.

2.2. Probability distribution of the estimated peak volumes

The estimated scattered intensities or peak volumes calculated using statistical parameter estimation can be visualised in a histogram. Ideally, this histogram would consist of isolated components, where each component is generated by a set of atom columns having the same number of atoms projected on top of each other. In practice, however, the components are smeared out
such that it is impossible to visually determine their locations. This is due to a combination of different effects, such as experimental detection noise, instabilities of the material under the electron beam, different vertical onset of columns of the same height, vacancies, relaxation at the boundaries, contamination, intensity transfer between columns, the influence of neighbouring columns of different heights. Therefore, instead of visually interpreting histograms, the location and the number of components of the unknown distribution underlying the histogram are estimated on the basis of the measured total scattered intensities. A combination of an algorithm to estimate the locations of the components and the use of order selection criteria to evaluate the number of statistically significant components is proposed [12,13,34]. This procedure, of which the result only depends on the values of the estimated peak volumes, leads to an accurate and precise estimate of the probability distribution as will be discussed in Section 4.

Another advantage is that the result is independent of the subjective choice of bins in the histogram. The estimated scattered intensities are regarded as independent statistical draws from a so-called Gaussian mixture model. In a sense, the assumption of independent statistical draws implies that cross-talk between neighbouring atomic columns is not a sense, the assumption of independent statistical draws from a so-called Gaussian mixture model. In another sense, the subjective choice of bins in the histogram.

The mixing proportions \( g \) of the Gaussian mixture model, Eq. (6), can be computed using the maximum likelihood estimator [34–37] for which the estimates are found by maximising the log likelihood function of the unknown parameter vector \( \Psi_C \), which is defined as

\[
\log L(\Psi_C) = \sum_{n=1}^{N} \log \left( \sum_{g=1}^{G} \sigma_g \phi_g(V_{n}; \mu_{g}, \sigma) \right)
\]

The maximum likelihood estimates of \( \Psi_C \) are computed by solving the likelihood equation:

\[
\frac{\partial \log L(\Psi_C)}{\partial \Psi_C} = 0
\]

This equation can only be solved iteratively. A very useful method is the so-called expectation maximisation algorithm [38]. Using this algorithm, a solution for the parameters \( \Psi_C \) can be obtained for a fixed number of \( G \) components. The algorithm proceeds in two steps: the E-step for expectation and the M-step for maximisation. In practice, the posterior probability that the \( n \)th peak volume with observed value \( V_n \) belongs to the \( g \)th component of the mixture is calculated in the E-step, i.e.

\[
r_g(V_{n}; \Psi_C^{(k)}) = \frac{\phi_g(V_{n}; \mu_{g}, \sigma_{g})}{\sum_{h=1}^{G} \phi_h(V_{n}; \mu_{h}, \sigma_{h})}
\]

for \( g = 1, \ldots, G \) and \( n = 1, \ldots, N \). The iteration step is denoted by \( k \).

The M-step calculates the updated estimate \( \Psi_C^{(k+1)} \). The updated estimates for the mixing proportions, \( \pi_g^{(k+1)} \), can be calculated as follows:

\[
\pi_g^{(k+1)} = \frac{\sum_{n=1}^{N} r_g(V_{n}, \Psi_C^{(k)})}{N}
\]

for \( g = 1, \ldots, G \). Updates for the unknown parameters \( \mu_{g}^{(k+1)} \) and \( \sigma_{g}^{(k+1)} \) of the component densities are given by

\[
\mu_g^{(k+1)} = \frac{\sum_{n=1}^{N} r_g(V_{n}, \Psi_C^{(k)}) V_{n}}{\sum_{n=1}^{N} r_g(V_{n}, \Psi_C^{(k)})}
\]

\[
\sigma_g^{(k+1)} = \frac{\sum_{n=1}^{N} r_g(V_{n}, \Psi_C^{(k)}) (V_{n} - \mu_g^{(k+1)})^2}{\sum_{n=1}^{N} r_g(V_{n}, \Psi_C^{(k)})}
\]

By means of simulations of which the design is discussed in Section 4.3, it has been found that unbiased estimates for the parameters of the mixture model are obtained with following input values for the algorithm. Reliable starting values for the mixing proportions \( \pi_g \) are given by equal probabilities:

\[
\pi_g^{(0)} = \frac{1}{G}
\]

The starting value for the variance \( \sigma \) of the components can be chosen as

\[
\sigma^{(0)} = \frac{\max(V) - \min(V)}{2 \cdot G}
\]

For the starting values of the locations, different sets are used with the locations ranging between the minimum and maximum of the data set. The E- and M-step are iterated until convergence is obtained and estimates are obtained for each set of starting parameters. The estimates \( \Psi_C \) of the parameters in the mixture model are then given by the set of estimated parameters having the maximal log likelihood value. For the true number of components \( G \), the obtained locations \( \mu_g \) of the components correspond to the average total scattered intensities for sets of atom columns having the same number of atoms.

However, so far, only estimation of the probability distribution of the scattered intensities is considered assuming a specific number of components. Section 2.3 deals with determining the number of components \( G \) in a mixture model using order selection criteria.

2.3. Assessing the number of components in the mixture model using order selection criteria

In Section 2.2, it is explained how we can obtain the probability density for a mixture model assuming a certain number of components in the mixture model. However, determining the
order of a mixture model, i.e. the number of components in the distribution of the total scattered intensities using so-called order selection criteria, is a difficult task. Different approaches are available to assess the number of components in a mixture model. A brief overview is given here. For other approaches and references, we refer to McLachlan and Peel [34].

The information criteria for model selection calculate a measure for the goodness of fit taking the complexity of the model into account. Therefore, the criteria include a criterion specific penalty term which increases with the number of parameters in the Gaussian mixture model, i.e. with the number of components in the distribution. As such, a good tradeoff between the goodness of fit and the complexity of the model arises. The general expression for information criteria is twice the negative penalised log likelihood criterion:

$$-2 \log L(\hat{\Psi}) + 2d$$

where the first term accounts for the lack of fit and the second term for the complexity of the model. The model that minimises the negative penalised log likelihood is selected as the probability density describing the observed peak volumes. In practice, the values of the criterion will be plotted as a function of the number of components. In the ideal case, the values of the criterion will show a sharp minimum for the true number of components of the underlying probability density function.

Different criteria which all account for the complexity of the model in a different way have been proposed in the literature.

In Akaike’s Information Criterion (AIC) [39], the penalty term simply equals the total number of parameters of the model:

$$AIC(G) = -2 \log L(\hat{\Psi}) + 2d$$

with d the number of parameters in the mixture model where d = 2G assuming Eq. (6). A very similar criterion is the Generalised Information Criterion (GIC) [40], where the contribution of the penalty term can be modified by the parameter r:

$$GIC(G) = -2 \log L(\hat{\Psi}) + r \cdot d$$

In the present paper the parameter r for the GIC is chosen equal to 3 [41], penalising more heavily for the complexity of the model as compared to AIC.

Another criterion considered here is the Bayesian Information Criterion (BIC) [42]:

$$BIC(G) = -2 \log L(\hat{\Psi}) + d \log (N)$$

Here, the penalty term depends on the sample size N. If the sample size N > 8, then BIC accounts more for the complexity of the model as compared to AIC.

In the Classification Likelihood information Criterion (CLC) [43], the entropy EN(\hat{r}) associated to the model with G components is used as the term that penalises the complexity of the model:

$$CLC(G) = -2 \log L(\hat{\Psi}) + 2EN(\hat{r})$$

The entropy associated to the model with G components is given by

$$EN(\hat{r}) = -\sum_{g=1}^{G} \sum_{n=1}^{N} r_{g}(\hat{V}_n; \hat{\Psi}) \log r_{g}(\hat{V}_n; \hat{\Psi})$$

where \( r_{g}(\hat{V}_n; \hat{\Psi}) \) is given by expression (11). The entropy of the model expresses how well the components of the mixture model are separated, i.e. how many overlap there is between neighbouring components. If the components are well separated, then \( EN(\hat{r}) \) is close to zero. In other words, the separation of the components in the mixture model defines how drastically the log likelihood is penalised.

The Approximate Weight of Evidence criterion (AWE) depends on this entropy term, the number of parameters and the sample size N [44]:

$$AWE(G) = -2 \log L(\hat{\Psi}) + 2EN(\hat{r}) + 2d(3/2 + \log N)$$

If the components are well separated, the performance of the AWE criterion resembles BIC.

Since BIC and CLC tend to underestimate and overestimate the number of components of the probability distribution respectively [45,46], the Integrated Classification Likelihood criterion (ICL) is introduced to overcome these shortcomings [47]:

$$ICL(G) = -2 \log L(\hat{\Psi}) + 2EN(\hat{r}) + d\log N$$

In Section 4.1, the performance of these criteria is compared by means of simulations.

### 3. Counting atoms based on a simulated Au wedge

An example illustrating the procedure to count the number of atoms is worked out in this section. The STEMsim software [48] has been used to simulate a HAADF STEM image of a Au wedge. The parameters of the multislice simulation are listed in Table 1. The input structure for the STEM simulation is shown in Fig. 1(a). The noise in the simulated image, shown in Fig. 1(b), has been assumed to be Poisson distributed. First, estimates for the unknown object parameters are obtained from the simulated image in the least squares sense using the expectation model given by Eq. (1). The thus obtained model for the HAADF STEM image evaluated at the estimated parameters is shown in Fig. 1(c).

In Section 4.1, the performance of these criteria is compared by means of simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slice thickness</td>
<td>( z_{slice} ) (Å)</td>
<td>2.04</td>
</tr>
<tr>
<td>Debye-Waller factor</td>
<td>( B ) (Å(^2))</td>
<td>0.6373</td>
</tr>
<tr>
<td>Acceleration voltage</td>
<td>( V_{sc} ) (kV)</td>
<td>300</td>
</tr>
<tr>
<td>Defocus</td>
<td>( \varepsilon ) (Å)</td>
<td>~83.01</td>
</tr>
<tr>
<td>Spherical aberration</td>
<td>C (mm)</td>
<td>0.035</td>
</tr>
<tr>
<td>Spherical aberration of 5th order</td>
<td>C(_{5}) (mm)</td>
<td>0</td>
</tr>
<tr>
<td>Convergence angle</td>
<td>( \alpha ) (mrad)</td>
<td>21.7881</td>
</tr>
<tr>
<td>FWHM of the source image</td>
<td>FWHM(_{s}) (Å)</td>
<td>0.7</td>
</tr>
<tr>
<td>Pixel size</td>
<td>( \Delta x = \Delta y ) (Å)</td>
<td>0.09955</td>
</tr>
<tr>
<td>Number of pixels x-direction</td>
<td>( N_{x} )</td>
<td>320</td>
</tr>
<tr>
<td>Number of pixels y-direction</td>
<td>( N_{y} )</td>
<td>170</td>
</tr>
<tr>
<td>Total number of incident electrons</td>
<td>( N_{i} )</td>
<td>( 8.3 \times 10^6 )</td>
</tr>
</tbody>
</table>
columns assigned to the first component equals one. Finally, based on the analysis shown in Fig. 2(a) and (b), a figure can be constructed that shows the number of atoms per atom column by assigning each total scattered intensity to the component of the estimated probability distribution with the largest probability for this scattered intensity. This counting result equals the original input used for the STEMsim simulation shown in Fig. 1(a). The total number of atoms in the Au wedge equals 448.

4. Possibilities and inherent limitations

In Sections 2 and 3, it is described and shown how values for the total scattered intensities per atom column can be obtained from HAADF STEM images and next how the distribution of these scattered intensities is analysed to determine the number of atoms per atom column using statistical model-based methods. Other experimental examples including counting results for an embedded nanoparticle [13], a free-standing core-shell nanocrystal [14], ultrasmall clusters [15] and a larger Au nanorod [12] have been described elsewhere. In this section, we will discuss the possibilities and inherent limitations of this statistical model-based atom counting method.

The ultimate goal is to determine the number of atoms in an atom column with the highest possible accuracy and precision. However, modelling errors in the Gaussian mixture model for the probability distribution limit the accuracy resulting in systematic errors for the number of atoms. In Sections 4.1 and 4.2 it is studied under which conditions unbiased measurements can be obtained for the number of atoms in an atom column by using information criteria to assess the order of the mixture model. On the other hand, the precision on the estimated number of atoms is limited due to the unavoidable presence of noise in the estimated scattered intensities. In Sections 4.3 and 4.4, the variance on the parameters of the Gaussian mixture model and subsequently the precision with which the number of atoms can be determined is analysed.

4.1. Performance of the order selection criteria

In Section 2.3, different order selection criteria which are present in the literature are briefly discussed. In this section, the performance of these criteria is studied by simulating random draws from probability distributions as a function of the relative width of the Gaussian components. This relative width expresses the ratio between the width $\sigma$ of the Gaussian components and the increment $\delta$ between successive components. The histograms are simulated using realistic input values based on experimental images. The locations of the different components in the histogram are equidistantly chosen as it is assumed that the peak volumes almost linearly increase with the number of atoms in a column for thin specimens. Histograms with 16 components
12.5. The largest value of the components. The average number of data points per component distribution given by Eq. (6). The relative width $\sigma/\delta$ of the components equals 12.5. The largest value $\sigma/\delta$, for which a percentage above 50 is still observed, is highlighted for each criterion.

<table>
<thead>
<tr>
<th>$\sigma/\delta$</th>
<th>CLC</th>
<th>AIC</th>
<th>GIC</th>
<th>AWE</th>
<th>BIC</th>
<th>ICL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>77</td>
<td>81</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>0.05</td>
<td>45</td>
<td>45</td>
<td>80</td>
<td>100</td>
<td>97</td>
<td>98</td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>10</td>
<td>60</td>
<td>100</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>0.15</td>
<td>19</td>
<td>27</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td>0.20</td>
<td>27</td>
<td>38</td>
<td>74</td>
<td>0</td>
<td>68</td>
<td>99</td>
</tr>
<tr>
<td>0.25</td>
<td>8</td>
<td>45</td>
<td>44</td>
<td>0</td>
<td>0</td>
<td>78</td>
</tr>
<tr>
<td>0.30</td>
<td>1</td>
<td>30</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N/\delta$</th>
<th>CLC</th>
<th>AIC</th>
<th>GIC</th>
<th>AWE</th>
<th>BIC</th>
<th>ICL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>77</td>
<td>81</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>0.05</td>
<td>45</td>
<td>45</td>
<td>80</td>
<td>100</td>
<td>97</td>
<td>98</td>
</tr>
<tr>
<td>0.10</td>
<td>10</td>
<td>10</td>
<td>60</td>
<td>100</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>0.15</td>
<td>19</td>
<td>27</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td>0.20</td>
<td>27</td>
<td>38</td>
<td>74</td>
<td>0</td>
<td>68</td>
<td>99</td>
</tr>
<tr>
<td>0.25</td>
<td>8</td>
<td>45</td>
<td>44</td>
<td>0</td>
<td>0</td>
<td>78</td>
</tr>
<tr>
<td>0.30</td>
<td>1</td>
<td>30</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
</tbody>
</table>

located at $\mu=1,2, ..., 16$ are simulated using the probability distribution given by Eq. (6). The relative width $\sigma/\delta$ of these components is varied between 0.01 $\sigma/\delta \leq 0.30$ and describes how well the different components in the histogram are separated. The proportions $x_i$ for the different components are multinomially distributed with equal probability of 1/16. The number of observations $N$, i.e. the number of atom columns, equals 200. For each value of the relative width $\sigma/\delta$, 100 random draws from the Gaussian mixture model are simulated. An example of such a random draw of a probability distribution is shown in Fig. 3. The information criteria, which are discussed in Section 2.3., are evaluated for these simulated random draws from the distributions assuming that the number of components may vary between 5 and a maximum value of 30. This minimum of 5 is set based on the characteristic shape of the criterion discussed in more detail in Section 4.2. In Table 2, the performance of different order selection criteria is shown in terms of the percentage of correctly determined number of components as a function of the relative width of the Gaussian components. The number of components is chosen based on the minimum of the criterion without visual inspection of the criterion. From the results in Table 2, it can be concluded that the ICL outperforms the other information criteria for assessing the number of components in a Gaussian mixture model for atom counting applications. In combination with visual inspection of the criterion and a higher number of peak volumes $N$, it is expected that the percentage of correctly determined number of components will increase. Consequently also more reliable results will be possible for higher relative widths $\sigma/\delta$, as will be shown in Section 4.2.

4.2. Interpretation of the Integration Classification Likelihood criterion

The purpose of this paragraph is to get more insight in the ICL since it turns out that this criterion has optimal properties. When evaluating ICL as a function of the number of components of the Gaussian mixture model, it has been observed that the true number of components often corresponds to a local optimum. This knowledge may help interpreting ICL in a correct way and may improve the reliability of the selected number of components. Fig. 4 shows the shape of ICL for an underlying distribution consisting of 8 and 16 components as a function of an increasing number of observations corresponding to the number of atom columns $N$. The random draws from the distributions are simulated under the same conditions as described in Section 4.1. The relative width of the components equals $\sigma/\delta = 0.25$. Two main conclusions can be drawn from Fig. 4. First, it is observed that the shape of the criterion is comparable for the different cases. It appears that ICL is relatively small for a small number of components and shows an extra minimum at the correct number of components, especially when the number of observations is smaller. This behavior hampers finding the correct number of components of the underlying distribution by using ICL without visual inspection and explains the sudden drop down in the performance of the ICL in Table 2. Therefore, small values corresponding to a small number of components are neglected during visual interpretation as it can be assumed that in the atom counting analysis at least a certain number of components will be available in the distribution of estimated peak volumes. This number can be determined based on some prior knowledge about the size of the particle under study. It should be noticed that if the number of components of the underlying distribution is small, no local minima are found for a higher number of components in ICL. Secondly, it has been observed from Fig. 4 that the minimum of interest in the ICL criterion corresponding to the correct number of components becomes more pronounced if the number of observations $N$ increases. In addition, if the underlying distribution consists of many components, the number of observations $N$ should be larger than for a distribution with a small number of components to determine the correct order of the mixture model. This conclusion follows from Fig. 4 where a minimum in ICL for $G=16$ components for $N=50$ and $N=100$ is rather unclear whereas a more pronounced minimum for $G=8$ components is already observed for $N=50$. This means that the quality of the ICL increases for an increasing ratio of $N/G$. While the number of observations corresponds to the number of atom columns in an experimental image when a single image is recorded, this number can be increased by analysing larger fields of view, if experimental conditions are favourable.

Based on these conclusions, the number of observations, i.e. atom columns, needed to obtain reliable results from the evaluation of ICL can be derived as a function of the number of components in the probability distribution. Therefore, simulations similar to those discussed in Section 4.1 are used. The relative width of the components equals $\sigma/\delta = 0.25$. The percentage of correctly determined number of components is calculated for random draws from probability distributions consisting of a certain number of observations and components. This calculation is repeated increasing the number of observations till this percentage equals 95. The results of this analysis are shown in Fig. 5. From this figure, it can be concluded that the necessary number of observations increases almost linearly with the number of components of the underlying Gaussian mixture model. It should be
mentioned that the results in Fig. 5 are obtained without any visual inspection of ICL. This means that the necessary number of observations needed to obtain reliable results can slightly be reduced when accompanying this analysis with a visual inspection of the ICL criterion.

Since the necessary number of observations increases almost linearly with the number of components, the number of observations per component $N/G$ can be considered as a measure to extend this analysis for higher relative widths. Then, the reliability of the ICL can be derived more generally as a function of the relative width $\sigma/\delta$. The results of these simulations are shown in Fig. 6 for relative widths $\sigma/\delta$ between 0.2 and 0.4. For these simulations, probability distributions with 10 components were used under the same simulation conditions as those of Section 4.1. The ICL is evaluated from 8 to 12 components. From the figure, it can be concluded that the number of observations per component $N/G$ should be increased for higher relative widths $\sigma/\delta$ in order to retain the high reliability of the ICL. A reliability of 50% is still possible for high overlap between neighbouring components.

In general, it can be concluded that the use of the ICL criterion leads to unbiased measurements for the number of components in a mixture model provided that enough observations are available. Since the number of components determines the number of atoms that will be assigned to each column, the analysis also reflects the accuracy of the method to count the number of atoms. In Section 4.3, it will be mentioned that unbiased estimates for the parameters of the probability distribution are obtained which are also required for accurate atom counting results. The precision of the atom counting method will be discussed in Sections 4.3 and 4.4.

It has experimentally been confirmed that the ICL criterion leads to unbiased measurements. For a Au nanorod which has been discussed in [12] where the average $\sigma/\delta$ equals 0.38 and the average $N/G$ equals 87, the number of atoms has been counted and the accuracy of the counting result has been tested by means of a comparison with detailed STEM image simulations. For this nanorod an excellent match of the experimental and simulated intensities within the expected 5–10% error range has been found which validates the accuracy of the counting procedure.

4.3. Precision of the estimated parameters of the Gaussian mixture model

The precision of the number of atoms is mainly determined by the width $\sigma$ of the Gaussian components in the mixture model, and the precision of the locations $\mu_g$ of the components in the

\begin{figure}[h]
\begin{center}
\includegraphics[width=\textwidth]{fig4}
\caption{ICL as a function of an increasing number of atom columns $N$ for $G=8$ components at the left side and $G=16$ components at the right side.}
\end{center}
\end{figure}

\begin{figure}[h]
\begin{center}
\includegraphics[width=\textwidth]{fig5}
\caption{The number of atom columns needed to obtain reliable results from the ICL criterion for a given number of components. Different levels have been chosen to express the reliability in terms of the percentage of correctly assigned number of components. The black, dark grey and light grey dots correspond to 50%, 80% and 95% respectively.}
\end{center}
\end{figure}
Gaussian mixture model. The parameter $\mu_g$ can be estimated by maximising the likelihood function using the expectation maximisation algorithm discussed in Section 2.2. Statistical parameter estimation theory provides an expression for the highest precision, or in other words, the minimum variance, with which the parameters of the Gaussian mixture model can be determined. This is the so-called Cramér–Rao lower bound (CRLB) [18,30,49], which is a theoretical lower bound on the variance of any unbiased estimator of unknown model parameters. One of the properties of the maximum likelihood estimator is that it achieves the Cramér–Rao lower bound asymptotically, i.e. for an infinite number of observations. Consequently, if the Cramér–Rao lower bound is attained using the expectation maximisation algorithm, the Cramér–Rao lower bound provides a useful measure for the error bar on the estimated parameters of the Gaussian mixture model. In Appendix A, it is summarised how the Cramér–Rao lower bound is computed for the estimated parameters of the Gaussian mixture model.

In this paragraph, it is investigated if the lower bound on the variance of the estimated parameters is attained by means of simulations. Therefore, 100 different noise realisations of a Gaussian mixture model with 5 components are simulated. The values for the true parameters in the simulation are set as follows: the proportions are the same for each component, i.e. $\pi_2 = 0.2$, and the relative width equals $\sigma / \delta = 0.25$. The number of observations $N$ equals 100. In this analysis unbiased estimates have been obtained for the parameters of the Gaussian mixture model, which is fundamental for obtaining an accurate estimate for the number of atoms. The results for the attainability of the Cramér–Rao lower bound on the variance of the estimated parameters of the mixture model are presented in Table 3. This table shows the computed value for the lower bound on the variance of a particular parameter in the second column. The third column shows the sample variance obtained from the parameter estimates from the 100 noise realisations using the expectation maximisation algorithm; in the last column the corresponding 95% confidence intervals on the sample variances are given. Since the 95% confidence interval of the sample variance encloses the Cramér–Rao lower bound, it can be concluded from Table 3 that the Cramér–Rao lower bound on the variance of the parameters of the Gaussian mixture model is attained using the expectation maximisation algorithm. This means that the Cramér–Rao lower bound can be used as a measure for the variance on the estimated parameters of the Gaussian mixture model. This variance will be used to determine the precision with which the number of atoms in a particular atom column can be estimated and will be the subject of the following paragraph.

### 4.4. Single atom sensitivity

The number of atoms in a particular atom column is determined by assigning each estimated total scattered intensity to the component of the estimated probability distribution with the largest probability to generate this scattered intensity. In this way, the precision of the number of atoms is mainly defined by the overlap between neighbouring components in the Gaussian mixture model. This concept has been used in [12] to experimentally illustrate that this statistical atom counting procedure enables us to count atoms with single atom sensitivity. Single atom sensitivity is defined as an error bar of $\pm 0$ atoms: if there is no overlap between neighbouring components in the Gaussian mixture model single atom sensitivity is attained as in this case an estimated total scattered intensity can unambiguously be assigned to a certain location $\mu_g$. However, overlap between neighbouring components in the Gaussian mixture model is unavoidable and is given by a combination of the precision with which the location parameter $\mu_g$ in the Gaussian mixture model can be determined, the width $\sigma$ and the proportions $\pi_g$ of the components in the Gaussian mixture model. Nevertheless, the probability to assign the correct number of atoms, i.e. the fraction of the analysed atom columns measured without error, can be computed.

The precision of the location parameter $\mu_g$ can be quantified using the Cramér–Rao lower bound on the variance of the estimated parameters of the Gaussian mixture model as discussed in Section 4.3 and will be denoted as $\text{CRLB}_g$. The width $\sigma$ of the components is non-zero due to a combination of experimental detection noise and instabilities. These two parts define an effective width $\sigma_{\text{eff}}$ for the normal components:

$$\sigma_{\text{eff}} = \sqrt{\text{CRLB}_g + \sigma^2}$$  \hspace{1cm} (25)

The amount of overlap between neighbouring components is furthermore influenced by the proportions $\pi_g$ and is also used to define the probability to assign the correct number of atoms to a specific component. This procedure on how to compute these probabilities is illustrated in Fig. 7. The component shown in colour will be used for this purpose and will be referred to as component $j$. This distribution $j$ will be generated by a set of atom
columns having the same number of atoms in it. Atom columns having scattered intensities belonging to the central dark grey part, interval \( l_s \), of this component will be assigned to component \( j \). This central part \( l_s \) is bounded by the intersections of component \( j \) with \( j-1 \), and \( j+1 \) with \( j+1 \). The location of these intersections can be expressed as a function of \( \sigma_{eff} \), \( \mu_g \), and \( \mu_s \):

\[
S_{ij+1} = \frac{2\sigma_{eff} \ln \left( \frac{\mu_j}{\mu_{j+1}} \right) - \mu_j^2 + \mu_{j+1}^2}{2(\mu_{j+1} - \mu_j)}
\]

(26)

Using these locations of the intersections which define the interval \( l_s \), the posterior probability with which an intensity belonging to component \( j \) resides in \( l_s \) can be computed as follows:

\[
p(l_s|C_j) = F(S_{ij+1}, \mu_j, \sigma_{eff}) - F(S_{ij-1}, \mu_j, \sigma_{eff})
\]

(27)

where \( F(S, \mu, \sigma) \) corresponds to the cumulative distribution function of the normal distribution at location \( \mu \) having a width \( \sigma \). The posterior probability that an intensity belonging to the central dark grey part stems from component \( j \) is then given by Bayes’ rule:

\[
p(C_j|l_s) = \frac{p(l_s|C_j) \cdot p(C_j)}{p(l_s)}
\]

(28)

where \( p(C_j) \) equals the mixing proportion \( x_j \) of the \( j \)th component and \( p(l_s) \) corresponds to the area below the Gaussian mixture model between \( S_{ij-1} \) and \( S_{ij+1} \), hatched in Fig. 7:

\[
p(l_s) = \int_{S_{ij-1}}^{S_{ij+1}} \int_{\text{max}(V, \Psi)} dV
\]

(29)

Formula (28) expresses the probability that a total scattered intensity of interval \( l_s \) originates from the correct component \( j \) and thus identifies the percentage of atom columns that has been determined with single atom sensitivity. For the whole structure of interest, the probability to count the number of atoms in a column without error can then be obtained by averaging the probabilities of Eq. (28) for all the components in the Gaussian mixture model.

Similarly, the probability to miscount the number of atoms with \( \pm 1 \) can be computed. This probability is related to the outermost light grey parts in Fig. 7. Atom column intensities whose intensities belong to these parts will be assigned to component \( j-1 \) or \( j+1 \). In practice, the probability to miscount the number of atoms with \( \pm 2 \) will generally equal zero, but can be computed in the same way taking the overlap of distribution \( j \) with second neighbouring components into account.

If equal proportions are assumed for the components in the Gaussian mixture model, the intersection between neighbouring components is located in the middle between the locations \( \mu_g \) of the considered components. The probability of counting the number of atoms correctly, i.e. with an error of \( \pm 0 \) atoms, is then defined only by \( \sigma \) and \( CRLB_\mu \). In order to illustrate how this probability relates to the latter parameters, tolerance levels for single atom sensitivity are drawn on a plot of \( CRLB_\mu \), as a function of the relative width \( \sigma/\delta \) in Fig. 8. For this figure, the Cramér–Rao lower bound on the variance of the location parameter \( \mu_g \) has been calculated for different values of the parameters \( \sigma_g \), \( \mu_2 \), and \( \sigma \) of the Gaussian mixture model based on the formulae in Appendix A. In addition, the number of components \( G \) and the number of observations \( N \) have been varied. Based on the computed values, it was observed that the value of \( CRLB_\mu \) is determined by the relative width \( \sigma/\delta \) of the components and the number of observations per component \( N/G \). Therefore, \( CRLB_\mu \) has been calculated for the central component of a probability distribution with equal proportions for different values of \( \sigma/\delta \) and \( N/G \). The values of \( CRLB_\mu \) increase for a decreasing ratio of \( N/G \) and an increasing relative width \( \sigma/\delta \). Based on formula (27), lines are drawn in Fig. 8 for the 68% and 95% tolerance levels. These lines show that the precision with which the number of atoms can be counted in a particular atom column is limited by the relative width of the components. Indeed, if the relative width goes beyond a certain value, then neighbouring components will strongly overlap. Fig. 8 can be used to give an indication of the probability to count the correct number of atoms for a specific case.

The precision with which the number of atoms is determined in the example of the Au wedge described in Section 3 can be derived using formula (27). For this example, it can be concluded that single atom sensitivity is attained for 99.9% of the analysed atom columns. The fact that this probability is larger than 95% can also be derived from Fig. 8, since the number of observations per component \( N/G \) equals 16 and the average relative width \( \sigma/\delta \) equals 0.15.

5. Discussion and conclusions

In the present paper, the method introduced in [13] to count the number of atoms in a nanostructure containing one atom type from HAADF STEM images has been explained in detail together with a thorough study on the possibilities and inherent limitations imposed by unavoidable statistical uncertainties. The method largely proceeds in two steps. First, an empirical incoherent imaging model is fitted to the experimental HAADF STEM images.
to extract quantitative values for the total scattered intensity per atom column. These values can be used to determine the number of atoms per atom column, if it is assumed that the total scattered intensity per atom column scales with the number of atoms. In the second step, the number of atoms per atom column is determined by fitting a Gaussian finite mixture model to the probability distribution of the estimated total scattered intensities using the expectation maximisation algorithm. This probability distribution consists of components of sets of atom columns having the same number of atoms. The number of components in the probability distribution is determined by the use of an order selection criterion.

By means of simulations, the possibilities and inherent limitations of this atom counting method have been investigated. The performance of different order selection criteria has been investigated. It turns out that the integrated classification likelihood criterion (ICL) outperforms other selection criteria when one is evaluating probability distributions for counting the number of atoms in a nanostructure. In addition, it has been shown that different aspects need to be taken into account for a correct interpretation of the ICL criterion. The number of observations, the number of components in the probability distribution, the width of the components, and the typical shape of the criterion directly affect the accuracy with which the number of atoms can be determined. Also the precision with which the number of atoms in a particular atom column can be estimated has been studied. It has been shown that the variance of the expectation maximisation estimates for the parameters of the Gaussian mixture model attains the Cramér–Rao lower bound, i.e. the highest precision or in other words the minimum variance with which a parameter can be estimated unbiasedly. An expression can be derived for the lower bound on the variance and this lower bound is called the Cramér–Rao lower bound. The concept of Fisher information is a measure to quantitatively express the amount of information on the unknown parameters included in the observations. This Fisher information matrix is defined as

$$ F_\Psi = -E \left( \frac{\partial^2 \ln p(V, \Psi)}{\partial \Psi \partial \Psi^T} \right) $$

In practice, the following integral is numerically evaluated:

$$ F_\Psi = N \int_{-\infty}^{\infty} \frac{\partial^2 \ln f_{\text{max}}(V; \Psi)}{\partial \Psi^2} f_{\text{max}}(V; \Psi) \, dV $$

Using the concept of Fisher information, it is possible to determine the attainable precision, i.e. the lowest variance with which a parameter can be estimated unbiasedly. An expression can be derived for the lower bound on the variance and this lower bound is called the Cramér–Rao lower bound. This lower bound is independent of the estimation method, but depends on the statistical properties of the observations and mostly on the hypothetical true values of the parameters. The Cramér–Rao inequality, with $\Psi$ an unbiased estimator of $\Psi$, states

$$ \text{cov}(\hat{\Psi}, \Psi) \geq F_\Psi^{-1} $$

The matrix $F_\Psi^{-1}$ is the Cramér–Rao lower bound on the variance of $\Psi$.

This inequality expresses that the difference between the covariance matrix of any unbiased estimator and the Cramér–Rao lower bound is positive semi-definite. A property of a positive semi-definite matrix is that its diagonal elements cannot be negative. This means that the diagonal elements of $\text{cov}(\hat{\Psi}, \Psi)$ will always be larger than or equal to the corresponding diagonal elements of the inverse of the Fisher information matrix. Therefore, the diagonal elements of $F_\Psi$ define lower bounds on the variances of the elements of $\Psi$:

$$ \text{var}(\Psi_k) \geq [F_\Psi^{-1}]_{k,k} $$

$\Psi_k$ is the $k$th element of $\Psi$, and $[F_\Psi^{-1}]_{k,k}$ is the $(k,k)$th element of the inverse of the Fisher information matrix.
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