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Abstract 

This study attempts to clarify the effects of varying testing conditions on creative 

performance in divergent thinking and product-based tasks. Two meta-analyses, one for time 

limits (short vs. long) and one for instructions (standard vs. explicit), were conducted. 

Moderator analyses were performed to examine whether the effects of time limits and 

instructions differ by measurement method, domain of creative performance, gender, study’s 

country of origin, educational level, study quality, and scoring method of originality. It was 

also investigated whether the effects of time limits vary depending on whether long time 

condition is timed or untimed, and whether the effects of instructions vary under timed versus 

untimed conditions. A total of 57 effect sizes (12 studies) for time limits and 165 effect sizes 

(38 studies) for instructions were analyzed using a meta-analytic three-level model. The time 

limits meta-analysis showed that long time limits (vs. short time limits) significantly enhanced 

creative performance, with smaller effects in studies from the USA (vs. non-USA). Analyses 

on divergent thinking indicators showed that long time limits (vs. short time limits) yielded 

higher originality scores, with no significant differences for fluency or flexibility. Long time 

limits showed greater effects on fluency and flexibility in timed (vs. untimed) long conditions. 

The instructions meta-analysis revealed that explicit (vs. standard) instructions significantly 

enhanced creative performance. An examination of divergent thinking indicators showed that 

explicit (vs. standard) instructions resulted in higher originality scores, with no significant 

differences for fluency or flexibility. Explicit instructions demonstrated larger effects on 

originality in non-college (vs. college) subjects, as well as in untimed (vs. timed) conditions. 

Keywords: creative performance, divergent thinking, creative product, testing 

conditions, time limits, instructions, meta-analysis 
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Testing Conditions and Creative Performance: Meta-Analyses of the impact of Time 

Limits and Instructions 

The measurement of creativity has received great interest in recent years, mainly due to 

the increasing value attributed to creative individuals and their novel ideas in the modern 

technological society (Bart, Hokanson, Sahin, & Abdelsamea, 2015; Plucker & Makel, 2010; 

Rietzschel, Nijstad, & Stroebe, 2014). Multiple methods have been employed for measuring 

different aspects of the creativity construct, from personal to contextual factors (Belcher, 

Rubovits, & Di Meo, 1981; Park, Chun, & Lee, 2016; Said-Metwaly, Kyndt, & Van den 

Noortgate, 2017a).  

Divergent thinking assessment has been commonly used to evaluate an important aspect 

of creative potential (Said-Metwaly, Kyndt, & Van den Noortgate, 2017a; Zeng, Proctor, & 

Salvendy, 2011). In his structure of intellect model, Guilford (1967, 1975) proposed that 

creativity mainly depends on divergent production, in which a broad search process is used to 

generate logical alternatives. Divergent thinking tests, such as the Wallach-Kogan Creativity 

Tests (Wallach & Kogan, 1965) and the Torrance Tests of Creative Thinking (Torrance, 1966), 

require individuals to generate as many responses as they can to open-ended tasks (e.g., 

alternative uses for common objects, consequences of hypothetical events, or picture 

construction). The resulting responses are scored with respect to different indicators, typically 

including: fluency (the total number of responses generated), flexibility (the number of the 

categories into which the responses fall), and originality (often operationalized by the number 

of uncommon or infrequent responses) (e.g., Said-Metwaly, Fernández-Castilla, Kyndt, & Van 

den Noortgate, 2018). Another method to measure creativity is to use product-based 

assessment. This method mainly focuses on tangible products or outcomes rather than inferred 

cognitive processes. Product-based assessment, such as Amabile’s (1982) consensual 

assessment technique (CAT), typically requires subjects to create an actual product (e.g., a 
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story, a poem, a collage, or a musical composition), and the creativity of these products is then 

judged by experts in relevant areas (Hennessey, Amabile & Mueller, 2011). 

One major issue in creativity research concerned the effect of testing conditions on the 

assessment of creativity (Busse, Blum, & Gutride, 1972; Plucker & Makel, 2010; Said-

Metwaly, Kyndt, & Van den Noortgate, 2017b). Previous work in this area has primarily 

explored how various testing conditions influence performance on divergent thinking and 

product-based tasks (Said-Metwaly, Kyndt, & Van den Noortgate, 2017b). Runco and Albert 

(1985) stated that creative performance is easily affected by the conditions under which such 

performance is measured (e.g., test-like vs. game-like atmosphere, individual vs. group 

setting, varying instructions, and different scoring methods of originality). They also 

suggested that creative performance in one testing condition is not necessarily informative of 

creative performance in another condition (Runco & Albert, 1985). There has been a great 

deal of research devoted to identifying the optimal conditions for measuring creativity 

(Barron & Harrington, 1981; Ezzat, Agogué, Masson, & Weil, 2016; Hattie, 1980). This 

research has mostly focused on how to create ideal testing conditions to maximize creativity 

scores or to yield distinct patterns of correlations between creativity and other cognitive 

constructs (Barron & Harrington, 1981; Treffinger, Renzulli, & Feldhusen, 1971). Based on a 

review of the literature, Wallach and Kogan (1965) came to the conclusion that the 

inconsistency in reported results pertaining to the convergent validity of creativity measures 

and the relationship between creativity and intelligence might be attributable to the different 

testing conditions used in measuring creativity. Several subsequent studies showed that the 

psychometric properties of creativity measures (including reliability, construct, discriminant, 

and predictive validity) could be dependent on testing conditions (e.g., Benedek, Mühlmann, 

Jauk, & Neubauer, 2013; Chand & Runco, 1993; Forthmann, Lips, Szardenings, Scharfen, & 

Holling, 2018; Harrington, 1975; Nusbaum, Silvia, & Beaty, 2014).  
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 One theoretical paradigm that has guided the research on external influences and 

creativity is Amabile’s (1983, 1996) componential model of creativity. Besides expertise and 

skills inherent in individuals, Amabile went further to propose how situational factors could 

enhance or hamper creativity. Generally, it has been suggested that situational factors might 

affect individuals’ intrinsic motivation to engage in a task or activity, and subsequently their 

creative performance (Hennessey & Amabile, 2010). According to Amabile (1983), the 

higher the individuals’ sense of external constraints on a given task, the lower the level of 

their intrinsic motivation, and hence the less likely they are to think creatively. In this regard, 

Andrews and Smith (1996) pointed out that generating creative responses often depends on 

analytic processing that requires a great deal of cognitive effort. Thus, individuals should be 

motivated to make an effort to engage in such analytic processing (Andrews & Smith, 1996). 

However, externally imposed constraints might result in a loss of motivation and engagement 

in mere surface-level thinking, ending up with creativity being killed (Amabile, Hadley, & 

Kramer, 2002; Rosso, 2014). Additionally, as proposed by the controlled-attention theory of 

creativity, creative performance is affected by executive functions including working memory 

capacity, inhibition, and fluid intelligence (Benedek et al., 2014). These functions are 

suggested to be responsible for supplying top-down control over attention during task 

performance through actively maintaining a task goal in memory, inhibiting stereotypical but 

not original ideas, adopting effective cognitive search strategies, and judging and refining 

generated ideas (Beaty & Silvia, 2012; Benedek et al., 2014). On that account, it is not 

excluded that varying testing conditions could affect the capacity of these executive functions 

to direct an individual’s attentional and motivational resources to task targets, which might, in 

turn, be associated with change in performance on creativity tasks. 

A number of external testing-related factors that potentially affect creative 

performance could be identified in the literature. Among these, time limits and test 
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instructions have received considerable attention in creativity research (Johns & Morse, 1997; 

Morse, Morse, & Johns, 2001; Plucker & Makel, 2010; Sajjadi-Bafhgi, 1986). However, there 

is an ongoing debate regarding the effects of these two factors on creative performance (Baer, 

1994; Hong, O’Neil, & Peng, 2016; Morse et al., 2001). 

Setting time limits on creativity tasks has been the subject of many studies examining 

its impact on measured creative performance (Morse et al., 2001; Sajjadi-Bafhgi, 1986; 

Treffinger et al., 1971). Many creativity tasks are administered under a specific time limit 

(Morse et al., 2001). However, experience of time pressure might arouse stress that could 

force individuals to pull their attention away from the task at hand and instead monitor 

progress over time, leading to exhaustion of mental resources involved in that task (Roskes, 

Elliot, Nijstad, & De Dreu, 2013). Moreover, Amabile et al. (2002) stated that creativity 

essentially relies on a combinatorial process in which multiple associations between concepts 

are shaped and then evaluated in an individual’s mind, thus trying to find the most interesting 

and useful associations. Yet, a successful combinatorial process depends on having enough 

time for exploring concepts and playing with ideas (Amabile et al., 2002). Consequently, the 

presence of time constraints could severely undermine creativity through inhibiting 

exploration and reinforcing the maintenance of status quo approaches of thinking (Rosso, 

2014). In this regard, Wallach and Kogan (1965) recommended allowing participants as much 

time as they desire on creativity tasks. On the other hand, Hattie (1977) pointed out that 

standardizing testing conditions would be difficult to attain without imposing time limits. 

Furthermore, Guilford (1971) indicated that when creativity tasks are given under liberal time, 

participants might invent strategies that would overly affect their performances. This, in turn, 

might lead to a change in what tasks claim to be measuring (Christensen & Guilford, 1963; 

Guilford, 1971). The empirical work that investigated the effect of time limits on creative 

performance yielded a rather equivocal picture (Baer, 1994; Lemons, 2011; Said-Metwaly, 
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Kyndt, & Van den Noortgate, 2017b). Some researchers reported that creativity tasks 

produced higher scores when they were given under longer amounts of time (e.g., Johns & 

Morse, 1997; Khatena, 1971; Preckel, Wermer, & Spinath, 2011; Roskes et al., 2013), other 

researchers reported contradictory results (e.g., Johns, Morse, & Morse, 2000; Khatena, 1972; 

Madjar & Oldham, 2002; Morse et al., 2001; Sajjadi-Bafhgi, 1986; Sajjadi-Bafhgi & Khatena, 

1985). 

Task instructions given to participants are also likely to affect their creative 

performance (Chen et al., 2005; Ezzat et al., 2016; Hong et al., 2016; Hung, Chen, & Chen, 

2012; Lemons, 2011). Variations in instructions wording might influence test takers’ 

perception of the task, choice of processing strategies, and consequently performance (Chand 

& Runco, 1993; Di Mascio, Kalyuga, & Sweller, 2016; Runco, Illies, & Eisenman, 2005). 

Two types of instructions have dominated creativity research over the last several decades: 

standard instructions and explicit instructions to “be creative”. Researchers have made use of 

goal setting theories to interpret the effect of these instructions on creative performance (Niu 

& Liu, 2009). It has been theorized that goals regulate individuals’ effort through shifting 

their attention toward noteworthy aspects of the task and effective strategies that may conduce 

to the achievement of the assigned goals (Madjar & Shalley, 2008). As a result, when 

individuals are given creativity oriented instructions, they are more likely to maintain a “be 

creative” goal in mind, which would direct them to filter ideas generated in favor of creative 

ones (Beaty & Silvia, 2012; Chen et al., 2005; Chua & Iyengar, 2008; Katz & Poag, 1979; 

Paulus, Kohn, & Arditti, 2011). Conversely, without explicit creativity instructions, 

individuals might direct their attention and effort toward idiosyncratic goals and care less 

about the level of creativity of the ideas generated, as long as they are relevant (Chua & 

Iyengar, 2008; Nusbaum et al., 2014). Consistent with this view, Ward (1994) hypothesized 

that when engaging in a creativity task, individuals tend to adopt the path of least resistance 
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and move toward easily obtainable ideas, and then quit when it becomes challenging to 

generate ideas. Unfortunately, the easily obtainable ideas are most likely to be the least 

creative ones (Rietzschel et al., 2014; Ward, Patterson, Sifonis, Dodds, & Saunders, 2002). In 

this manner, motivating individuals to brush the path of least resistance aside and put much 

effort to attain predetermined creativity goals might increase the possibility of creative ideas 

(Rietzschel et al., 2014; Ward, 1994). Results of previous studies that looked at the effect of 

test instructions on rated creativity are inconsistent (Hong et al., 2016; Morse et al., 2001; 

O’Hara & Sternberg, 2000-2001; Said-Metwaly, Kyndt, & Van den Noortgate, 2017b). Some 

studies revealed that better performance on creativity tasks was achieved under explicit 

instructions than under standard instructions (e.g., Christensen, Guilford, & Wilson, 1957; 

Evans & Forbach, 1983; Gerlach, Schutz, Baker, & Mazer, 1964; Katz & Poag, 1979; Madjar 

& Shalley, 2008; Niu & Sternberg, 2001). Other studies indicated that the effect of explicit 

instructions was limited to some aspects of creative performance such as the quality of 

responses (e.g., Bartis, Szymanski, & Harkins, 1988; Gilchrist & Taft, 1972; Harrington, 

1975; Hong et al., 2016; Runco & Okuda, 1991) or was not significant overall (e.g., Chua & 

Iyengar, 2008; Datta, 1963; Johns & Morse, 1997; Niu & Liu, 2009; Ward, Saunders, & 

Dodds, 1999). 

The Present Study 

Accurate measurement of creativity should be based on maximum performance of 

individuals (Harrington, 1975). However, this performance is not only a function of the tasks 

used to measure creativity, but also of testing conditions (Trentham, 1979; Van Mondfrans, 

Feldhusen, Treffinger, & Ferris, 1971). As indicated earlier, there is conflicting evidence 

regarding the influence of testing conditions on creative performance. In a recent systematic 

review of methodological issues relative to the measurement of creativity, Said-Metwaly, 

Kyndt, and Van den Noortgate (2017b) concluded that there is a clear indication that different 
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testing conditions yield varied performance on creativity tasks, yet what remains unsettled is 

the most probable outcome under each condition and the causes of these variations. They also 

emphasized the need for further studies that take the characteristics of the individual and the 

task into account to arrive at a clear picture of the variations in creative performance due to 

testing conditions (Said-Metwaly, Kyndt, and Van den Noortgate, 2017b). Thus, the main aim 

of this study is to undertake a meta-analysis of studies that addressed the effects of testing 

conditions on creative performance. Specifically, this study aims to clarify the effects of 

varying time limits and instructions on performance on divergent thinking and product-based 

tasks and examine potential moderator variables of these effects. Following this aim, this 

study seeks to answer the following research questions: (1) Does the manipulation of time 

limits (short vs. long) affect creative performance measured using divergent thinking or 

product-based tasks? (2) Does the manipulation of instructions (standard vs. explicit) affect 

creative performance measured using divergent thinking or product-based tasks? (3) Are there 

moderator variables that explain the variability in the effect sizes? By answering these 

questions, this study helps to resolve inconsistencies found across previous studies concerning 

the influence of testing conditions on creative performance. Moreover, this meta-analysis 

takes possible effects into consideration and identifies factors accounting for variations 

between individual studies. As such, this meta-analysis allows to study the generalizability of 

the conclusions, in contrast to individual studies investigating particular tests or populations. 

Method 

Study Variables 

Dependent variable. The dependent variable of interest is creative performance, 

measured in terms of either divergent thinking indicators (e.g., fluency, flexibility, or 

originality) or product-based assessment (e.g., CAT). Creative performance was defined in 

this study as a person’s ability to solve problems, or shape ideas, perceptions, procedures, or 
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products in a novel and task-appropriate way (Gardner, 1993; Oldham & Cummings, 1996; 

Vernon, 1989). 

Independent variables. Time limits and instructions are the independent variables of 

this study. Generally, the time limits variable has not been clearly defined in past literature; 

instead it has been operationally specified as a definite period of time (Sajjadi-Bafhgi & 

Khatena, 1985). Considering that different tasks were used to measure creativity in previous 

studies and some tasks were administered under untimed conditions, expressing the time 

limits variable in definite units or intervals of time (e.g., minutes) seemed to make little sense. 

Hence, we coded this variable into two categories, short and long. In the short time condition, 

study participants were given a short time limit to complete the assigned task; in the long time 

condition, participants from the same study were allowed either longer or no time limit to 

complete the same task. On the contrary, the instructions variable has been operationalized in 

different ways in previous research. Accordingly, we defined explicit instructions as those 

emphasizing the production of only responses other than the common ones (e.g., creative, 

original, unusual, ingenious, clever, good, unexpected, or different) through using the two-

word “be creative” or the synonyms of the word “creative” (e.g., original, novel, inventive, 

flexible, or imaginative) (Chen et al., 2005; Di Mascio et al., 2016; Evans & Forbach, 1983; 

O’Hara & Sternberg, 2000-2001; Runco & Okuda, 1991). Conversely, standard instructions 

were defined as those that do not address creativity or qualitative criteria explicitly (Chen et 

al., 2005; Evans & Forbach, 1983; Harrington, 1975). 

Moderator variables. Drawing upon previous literature, the potential moderating role 

of the following variables in the effects of time limits and instructions were studied: 

measurement method of creative performance, domain of creative performance, gender, 

study’s country of origin, educational level, and study quality, in addition to long time setting 
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(for time limits), time limits (for instructions), and scoring method of originality (for 

originality indicator). Each of these variables is discussed below. 

Measurement method of creative performance. Creativity measures are grounded on 

different conceptions and might account in part for the inconsistencies in creativity research 

(Barron & Harrington, 1981; Batey, 2012; Simonton, 2012). So far, it is unclear whether and 

how the measurement method used moderates the effects of testing conditions on creative 

performance. We thus sought to shed light on this potential moderating effect. For this study, 

measurement method was classified into two types: divergent thinking and product-based 

measures. We also distinguished between different indicators of creative performance (e.g., 

fluency, flexibility, quality, appropriateness, or total) when reported in the studies. 

Domain of creative performance. The conflicting findings on the effects of testing 

conditions might be due to the different domains of creativity tasks (Chen et al., 2005; Kogan 

& Morgan, 1969). Previous research indicated that the effects of testing conditions varied 

across domains of creative performance (Chen et al., 2005; Van Mondfrans et al., 1971). We 

therefore investigated if the effects of testing conditions could be domain-dependent. Domain 

of creative performance was included as a categorical variable representing the domain of the 

tasks used to measure creativity in each study. Two categories for domain were used: verbal 

creativity (generating solutions to verbal problems or writing something such as essays, 

stories, or poems) and figural creativity (generating solutions to figural problems or drawing 

or designing something such as lines or collages). The reason for this is that the vast majority 

of the tasks employed in the relevant studies fall into those two categories. Studies employing 

tasks that do not fall into these categories were not included in this moderator analysis. 

Gender. Gender might be another moderator variable of the effects of testing 

conditions. Baer and Kaufman (2008) suggested that there might be differences in the ways 

males and females respond to various testing conditions due to differences in intrinsic and 
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extrinsic motivation. Although limited, previous studies found gender differences in the 

effects of testing conditions (e.g., Evans & Forbach, 1983; Katz & Poag, 1979). Hence, we 

conducted a moderator analysis to examine whether the effect sizes might vary systematically 

across male and female subjects. The proportion of males in each sample was included as a 

continuous moderator variable. 

Study’s country of origin. The effects of testing conditions might also differ as a 

function of study’s country of origin. Research findings on this issue are however limited and 

inconclusive. While Niu and Sternberg (2001) found that the effects of testing conditions 

varied by country, Chen and colleagues (2002, 2005) found no evidence of cross-country 

variations. Given this, we sought to investigate if country of origin moderates the effects of 

testing conditions on creative performance. Study’s country of origin was included as a 

categorical variable reflecting the country where the study was conducted. 

Educational level. Conflicting results from previous studies might also be due to the 

educational level of the participants in each study. Research regarding this moderator is 

largely lacking. However, previous research has reported that creativity tends to show an 

irregular trajectory across age, as there are one or more periods along this trajectory wherein 

significant drops in creativity ratings take place (Barbot, Lubart, & Besançon, 2016; 

Gralewski, Lebuda, Gajda, Jankowska, & Wiśniewska, 2016). We thus conducted a 

moderator analysis of educational level to test whether the effect sizes might vary 

systematically across educational levels. Educational level was included as a categorical 

variable indicating the educational level of each sample. When participants’ educational level 

is not explicitly indicated in a study, a decision was made based on participants’ age. 

Study quality. The information obtained from quality assessment has great 

significance when evaluating the results and conclusions of studies (Greco, Zangrillo, Biondi-

Zoccai, & Landoni, 2013). Moher et al. (1998) indicated that this information needs to be 
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taken into account to avoid or minimize bias. The quality of the studies included in this meta-

analysis was assessed using EPHPP, a quality assessment tool for quantitative studies, 

developed by Thomas, Ciliska, Dobbins, and Micucci (2004). The EPHPP covers the 

following components of quality: selection bias, study design, confounders, blinding, data 

collection, and withdrawals. The EPHPP rates the studies from strong quality (if four or more 

components are rated as strong with no weak ratings), moderate quality (if there are less than 

four strong ratings and one weak rating), to weak quality (if there are more than one weak 

rating). This tool was selected for this study because it: (a) encompasses a wide range of 

quality assessment components, (b) has a detailed dictionary to clarify the criteria for rating 

each of these components, (c) has been proven to be valid and reliable (Thomas et al., 2004), 

and (d) has been widely used in previous studies (e.g., Armijo-Olivo, Stiles, Hagen, Biondo, 

& Cummings, 2010; Farina, Rusted, & Tabet, 2014). 

Long time setting. Previous studies on the effects of time limits compared either short 

time with long time or timed with untimed conditions. It is possible that the presence of time 

as a factor in testing situation arouses stress and negatively affects creative performance. On 

the other hand, Van Mondfrans et al. (1971) claimed that time constraints might be necessary 

to maintain focused attention during task performance. Therefore, we examined if the effects 

of time limits differ depending on whether long time condition is timed or untimed. 

Time limits. Time limits and instructions might potentially interact to affect creative 

performance (Christensen et al., 1957; Johns, Morse, & Morse, 2001). Thus, 

we examined whether the effects of instructions differ as a function of time limits. For studies 

on the effects of instructions, time limit was included as a categorical moderator variable and 

was binary-coded as timed or untimed. 

Scoring method of originality. There are many different methods for scoring original 

responses in divergent thinking tasks (Benedek et al., 2013; Forthmann, Holling, Çelik, 
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Storme, & Lubart, 2017; Plucker, Qian, & Wang, 2011; Silvia, Martin, &, Nusbaum, 2009). 

This scoring variation might play a moderating role in the effects of testing conditions. 

Scoring method was included as a categorical variable indicating the method used for scoring 

originality in divergent thinking tasks: uniqueness scoring (statistical infrequency), subjective 

scoring (subjective ratings of each response), snapshot scoring (holistic ratings), top scoring 

(ratings of a predefined number of top-responses), or ratio scoring (originality divided by 

fluency). 

Selection of Studies 

The papers included in this study were identified by searching creativity literature 

published up to May 31st, 2017. The search process consisted of the following steps: first, we 

searched the following databases: ERIC, JSTOR, PsycARTICLES, and Web of Science. On 

searching, we used the string (“creativity” OR “creative performance” OR “creative thinking” 

OR “creative ability” OR “creativity test” OR “divergent thinking” OR “creative product” OR 

“creative production”) AND (“time limits” OR “time press” OR “time pressure” OR “time 

interval”) to identify time limits studies, and the string (“creativity” OR “creative 

performance” OR “creative thinking” OR “creative ability” OR “creativity test” OR 

“divergent thinking” OR “creative product” OR “creative production”) AND (“instructions”) 

to identify instructions studies. Second, we reviewed the reference lists of the papers 

identified in the first step for additional papers (i.e., “backward search”). Third, we retrieved 

more recent references through searching databases for papers that referred to the previously 

identified papers in steps 1 and 2 in their citations (i.e., “forward search”). Fourth, we 

manually searched the tables of content of the following key journals of creativity: Creativity 

Research Journal; Psychology of Aesthetics, Creativity, and the Arts; The Journal of Creative 

Behavior; and Thinking Skills and Creativity. Finally, we contacted authors of relevant 

publications for additional published or unpublished papers. 
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The papers identified using the search process were first screened for their relevance 

based on their titles and abstracts. In the case that the title and abstract of a paper were 

insufficient to make a trustworthy decision, the full text was reviewed to permit further 

evaluation. The retained papers were read in detail, and were included in our meta-analysis if 

they met the following criteria: the paper (1) reports on an original, empirical, and 

quantitative study (reviews and qualitative studies were excluded), (2) addresses the effect of 

time limits (short vs. long) and/or instructions (standard vs. explicit) on creative performance 

in divergent thinking or product-based tasks, (3) identifies the method used to measure 

creativity, and (4) reports the statistics needed to calculate the effect size (e.g., descriptive 

statistics like means and standard deviations; test statistics like t or F; or effect size measures 

like Cohen’s d). Moreover, we only included (5) journal articles, conference papers, or 

dissertations that (6) were written in English (due to practical reasons including the need for 

language skills to allow proper interpretation of the research reported), and for which (7) the 

full text was available. When a study reported comparisons between multiple time limits (e.g., 

Khatena, 1971, 1972, 1973), only data for the longest and shortest ones were included as 

discrepancies might be seen most clearly between these two conditions. Also, in the case of 

studies that compared multiple types of instructions (e.g., Niu & Sternberg, 2003; Di Mascio 

et al., 2016), only data for standard and explicit instructions were selected. When a study 

compared originality and flexibility instructions with standard instructions (e.g., Runco & 

Okuda, 1991), originality instructions were considered as explicit ones. 

Coding of Studies 

Along with outcome statistics, method, sample characteristics, and information on the 

potential moderator variables were extracted from each of the eligible studies. In addition, a 

number of descriptive characteristics were reported for each study, including publication year, 

sample size, and sample age. The studies were coded for the moderator variables indicated 
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earlier. Data were extracted by the first author. To assess inter-rater agreement, for both meta-

analyses 20% of the studies (3 studies/16 effect sizes for time limits and 10 studies/34 effect 

sizes for instructions) were randomly selected and recoded independently by the second 

author. The percentage of agreement and Cohen’s kappa were used to calculate the inter-rater 

agreement. The percentage of agreement ranged between 85-100% for time limits and 

between 82-100% for instructions. Cohen’s kappa varied between .83-1.00 for time limits and 

between .75-1.00 for instructions, indicating a sufficient level of agreement (Landis & Koch, 

1977). Disagreements were resolved through subsequent discussion. 

Analyses 

Two meta-analyses were conducted, one for the effects of time limits on creative 

performance and one for the effects of instructions. For studies comparing two groups (short 

time vs. long time or standard instructions vs. explicit instructions), we calculated Cohen’s d, 

the mean difference between two groups divided by the pooled (within-groups) standard 

deviation (Borenstein, 2009). For studies with matched groups, formulas of Morris and 

DeShon (2002) were used to calculate a standardized mean difference that is comparable to 

Cohen’s d. Calculating the sampling variance for the matched groups effect size requires a 

correlation value between creativity scores under different conditions (Morris & DeShon, 

2002). However, in almost all cases, this correlation value was not reported. Therefore, we 

performed three meta-analyses for those data sets, using correlation values of .2, .5, and .8 

respectively, in order to study to what extent the conclusions depend on the imputed 

correlation. It should be noted here that the correlation of .2 is the most conservative test in 

this case. If means and standard deviations were not provided, the effect size was computed 

from t or F values using Borenstein’s (2009) formulas. Since Cohen’s d tends to overestimate 

the population effect size, particularly for small samples, effect sizes were corrected for bias 
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by converting d to Hedges’ g (Hedges, 1981). A positive effect size reflects a higher creative 

performance in either long time or explicit instructions conditions. 

The resulting corrected effect sizes and their sampling variances were then combined 

across studies using a random effects model. Overall effect sizes, weighted by the inverse of 

their variances, and corresponding confidence intervals were calculated. Given that the 

majority of studies in both meta-analyses reported more than one effect size, using traditional 

random effects models might yield flawed statistical inferences as a result of neglecting 

statistical dependence of these effects (Becker, 2000). Hence, we employed a meta-analytic 

three-level model to account for dependence within studies (Van den Noortgate, López-

López, Marín-Martínez, & Sánchez-Meca, 2013, 2014). With this model, we differentiate 

three sources of variance: between-study variance (𝜎𝑉
2) (differences among studies in effect 

size estimates over outcomes), within-outcome variance (𝜎𝑈
2 ) (differences within studies in 

effect size estimates across multiple outcomes), and sampling variance (𝜎𝐸
2) (differences in 

effect size estimates due to sampling error) (Cheung, 2014; Van den Noortgate et al., 2013). 

By using a meta-analytic three level model, effect sizes within studies are not required to be 

aggregated, and accordingly we would gain insight into variations in effect sizes within 

studies besides variations among studies and could further test for the effects of within-study 

moderator variables (Rapp, Van den Noortgate, Broekaert, & Vanderplasschen, 2014). To 

further explore the degree of variation in effect sizes caused by heterogeneity, a likelihood 

ratio test comparing models with and without between-study variance and also models with 

and without within-study variance was used. Significant results of the likelihood ratio test 

indicate that effect sizes are heterogeneous, and thus moderators of these effect sizes are more 

likely to exist (Van den Bussche, Van den Noortgate, & Reynvoet, 2009). When conducting 

moderator analyses, the expected effect size for each category of a moderator variable was 
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tested using a Wald test (versus a null hypothesis of no effect), and differences between 

categories were tested using Type III F-tests. 

To investigate the impact of outliers, we ran a sensitivity analysis through excluding 

extreme effect sizes (2 SD above and below the mean) one by one and estimating the 

corresponding overall effect sizes. Finally, for exploring potential publication bias, we relied 

on the visual inspection of the symmetry of funnel plots (Light & Pillemer, 1984), followed 

by a three-level extension of Egger’s regression intercept test (Egger, Smith, Schneider, & 

Minder, 1997) to account for dependency among effect sizes. The analyses were carried out 

using metafor package in R (Viechtbauer, 2010). 

Results 

Time Limits 

Papers meeting the inclusion criteria. A total of 4,221 papers were initially resulted 

from the search process. From these, 20 potentially relevant papers were identified after the 

titles and abstracts were screened. Next, eight papers were excluded for the following reasons: 

six did not include sufficient information necessary for effect sizes calculation (Beaty & 

Silvia, 2012; Christensen et al., 1957; Johns et al., 2001; Sajjadi-Bafhgi, 1986; Sajjadi-Bafhgi 

& Khatena, 1985; Van Mondfrans et al., 1971), one focused on convergent thinking (Roskes 

et al., 2013), and one compared timed condition with untimed, take home condition 

(Torrance, 1969). Thus, the final number of time limits studies selected for this meta-analysis 

was twelve. These studies were published between 1971 and 2015. Ten (83.34%) of these 

were carried out in the USA, and one (8.33%) each in Canada and Germany. Sample sizes 

ranged from 20 to 261, with varying proportions of males (16% to 55.17%). Participants 

ranged in mean age from 14.15 to 46.32 years and were mainly college students (53.85%). 

Eleven (91.67%) studies used divergent thinking measures and one (8.33%) used product-

based measures. Verbal tasks (73.33%) were used in most of these studies. Five (41.67%) 

studies were of moderate quality and seven (58.33%) were of weak quality. Nine (75%) 
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studies used untimed long conditions and three (25%) used timed long conditions. Among 

divergent thinking studies, five (45.45%) used uniqueness scoring, one (9.10%) used top 

scoring, and five (45.45%) did not report data for originality.  

The twelve studies reported 57 effects; many individual studies provided more than 

one effect size from multiple measures or from independent subgroups. The values of the 

extracted effect sizes ranged from -0.91 to 3.74. Among these, 47 were positive favoring long 

time limit, three were equal to zero, and seven were negative favoring short time limit. Table 

1 provides descriptive information and effect sizes for the twelve studies selected for the time 

limits meta-analysis. A forest plot of these studies is presented in Figure 1. 

Overall analyses. Table 2 summarizes the results of the time limits meta-analysis. For 

the effect of time limits on creative performance, an initial three-level analysis incorporating 

all 57 effect sizes was conducted. This analysis revealed an overall mean effect size of 0.81 (p 

= .01) (creative performance is 0.81 SD higher under long time limits compared to short time 

limits), which is rather large according to the rules of thumb of Cohen (1988). The between-

study variance estimate was rather large: about 69% of the total variance in observed effect 

sizes was systematic variance between studies, 24% systematic variance within studies, and 

7% sampling variance. The likelihood ratio test revealed that both systematic variances were 

statistically significant (𝜒² = 30.2 and 80.2, respectively, df = 1, p < .0001), suggesting that 

the size of the effect might be affected by moderator variables. 

To gain a more nuanced understanding of the effects of time limits, further analyses 

were performed to independently examine the mean effect size for each indicator of creative 

performance. Analyses on indicators were conducted by pooling data across studies for each 

indicator. Given that only one of the included studies used product-based measures, 

subsequent analyses were restricted to divergent thinking indicators. Only three divergent 

thinking indicators (fluency, originality, and flexibility) were reported in many of the included 



TESTING CONDITIONS AND CREATIVE PERFORMANCE                                                     20 
 

studies. As can be seen in Table 2, all the three effect sizes were rather large, but only the 

mean effect size for originality was statistically significant (0.89, p = .01). The mean effect 

sizes for fluency (1.02, p = .16) and flexibility (0.74, p = .22) were not significant. Although 

the mean effect size estimates for the three indicators were comparable, only the mean effect 

size for originality reached statistical significance, because it was based on a larger number 

and more homogeneous effect sizes. This finding suggests that long time limits enhance 

originality scores, but there is no convincing evidence of an effect on fluency or flexibility 

scores. The likelihood ratio test showed significant between-study variance for fluency (𝜒² = 

12, df = 1, p = .0005) and originality (𝜒² = 16.2, df = 1, p < .0001), but not for flexibility (𝜒² = 

2.3, df = 1, p = .13). Within-study variance was found to be significant for fluency (𝜒² = 24.4, 

df = 1, p < .0001), and not significant for flexibility (𝜒² = 0, df = 1, p = 1) and originality (𝜒² 

= 3.7, df = 1, p = .054).  

Sensitivity analyses. We found that the choice of the correlation coefficient between 

matched groups (.2, .5, or .8) did not affect the statistical significance of the resulting effect 

sizes, in addition the estimates of the effect sizes and their standard errors were still 

comparable. Therefore, we present the results when using a correlation of .5 for the 

corresponding data sets. Regarding the impact of outliers, by removing three potential outliers 

(all belonging to Preckel et al., 2011) one by one, the overall effect size ranged between 0.78 

(95% CI [0.25, 1.32]; p = .008) and 0.80 (95% CI [0.24, 1.36]; p = .009). No outliers were 

identified for any of the indicators. Indeed, the three outliers identified in the overall analysis 

were located in fluency, however the large standard deviation of this indicator allowed the 

range of non-extreme values to spread far from the mean. The findings of the sensitivity 

analysis indicate that the estimates obtained were fairly robust.  

Publication bias. Figure 2 shows the funnel plots for the overall and each indicator 

analysis in the time limits meta-analysis. A visual examination of the overall analysis plot 
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shows that although the effect sizes are somewhat evenly dispersed around the overall mean 

effect size, there are three extreme effect sizes (all belonging to Preckel et al., 2011) on the 

right-hand side that do not have counterparts on the opposite side. The same three extreme 

effect sizes emerged in the funnel plot of fluency. This might cause some publication bias for 

the overall analysis and fluency. The funnel plots of flexibility and originality are somewhat 

symmetrical around the mean effect size. This was confirmed by the Egger’s test that showed 

that publication bias was significant for the overall analysis (t = 3.02, df = 55, p = .004) and 

fluency (t = 4.78, df = 9.53, p = .0009), but not for flexibility (t = 3.89, df = 1, p = .16) and 

originality (t = 1.22, df = 20, p = .24). This suggests that the true mean effect size for the 

overall analysis and fluency might be overestimated. As indicated earlier, the asymmetry 

found for the overall analysis and fluency might have been caused by the three extreme effect 

sizes from Preckel et al.’s (2011) study. Therefore, it is possible that there is no publication 

bias, but rather that the effects in this study are larger than those in other studies. 

Moderator analyses. The effect of each of the potential moderator variables was 

tested in an overall moderator analysis incorporating all effect sizes and in separate moderator 

analyses for each indicator separately. Measurement method of creative performance 

moderator was only tested for the overall analysis. For study’s country of origin and 

educational level moderators, the studies were divided into only two categories because of the 

limited number of effect sizes for some categories. Regarding study’s country of origin, most 

of the studies in our sample were conducted in the USA, with few studies conducted outside 

the USA. Accordingly, we divided the studies according to country into two categories: USA 

and non-USA. Similarly, for educational level, most of the studies were conducted on college 

students, and only a few targeted either elementary or high school students. Therefore, the 

studies were classified according to educational level into two categories: college (including 

undergraduate and postgraduate students) and non-college (including elementary and high 
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school students). With regard to study quality, all the studies were rated as either moderate or 

weak; none was rated as strong. Additionally, there were insufficient data available to carry 

out the moderator analyses on domain of creative performance for both fluency and flexibility 

and also on country for flexibility. It should also be noted that there was a high association 

between measurement method and domain of creative performance moderators (see 

Supplementary Table S1 for the associations between the moderator variables in the time 

limits meta-analysis). Table 3 reports the results of the analyses of the moderator variables. 

The categories of each categorical variable are ordered by coding values. As Table 3 shows, 

only study’s country of origin was significant for the overall analysis (p = .003). The obtained 

mean effect size was higher for the non-USA studies (2.40, p = .0002) than for the USA 

studies (0.55, p = .02). This moderator explained 47.33% of the between-study variance for 

the overall analysis. In addition, long time setting was found to be significant for fluency (p = 

.04) and originality (p = .03). Regarding fluency, studies using timed long periods had 

significantly higher mean effect size (2.25, p = .03) relative to those using untimed long 

periods (0.10, p = .83). Similarly, for flexibility, studies using timed long periods (1.53, p = 

.004) yielded significantly higher mean effect size than those using untimed long periods (.33, 

p = .25). Long time setting moderator was able to explain 100% of the between-study 

variance for fluency and flexibility, and 49.23% of the within-study variance for flexibility. 

Instructions 

Papers meeting the inclusion criteria. The search process resulted in 1,331 papers. 

Screening titles and abstracts of these papers yielded 55 papers as potentially relevant to our 

study. Out of these 55 papers, 17 papers were excluded. The reasons for the exclusions of 

these papers were that (a) one was not written in English (Lizarraga & Baquedano, 2008); (b) 

twelve did not report sufficient statistical information to calculate effect sizes (Amabile, 

1979; Buyer, 1988; Chen, Himsel, Kasof, Greenberger, & Dmitrieva, 2006; Donnelly, 2013; 
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Johns et al., 2001; Madjar & Shalley, 2008; Maltzman, Bogartz, & Breger, 1958; O’Hara & 

Sternberg, 2000-2001; Rosen, Kim, Mirman, & Kounios, 2017; Shalley, 1991; Trentham, 

1979; Van Mondfrans et al., 1971); (c) one compared explicit instructions with instructions 

emphasizing the production of practical solutions to problems (Goncalo & Staw, 2006) and 

one compared standard instructions with strategy plus explicit instructions (Forthmann, 

Wilken, Doebler, & Holling, 2016); and (d) one addressed preferences associated with 

creativity (Oziel, Oziel, & Cohen, 1972) and one addressed creative idea selection 

(Rietzschel, Nijstad, & Stroebe, 2010), instead of creative performance or production. At last, 

the overall number of instructions studies retained for analysis was 38. These studies were 

published between 1957 and 2016. Twenty seven (71.05%) studies were conducted in the 

USA, three (7.90%) in China, three (7.90%) in both the USA and China, two (5.26%) in 

Australia, and one (2.63%) each in Canada, Germany, and Netherlands. The number of 

participants ranged from 28 to 303, with varying proportions of males (16% to 100%). 

Participants ranged in mean age from 13.83 to 25.4 years and were mainly college students 

(80%). Thirty (78.95%) studies used divergent thinking measures, seven (18.42%) used 

product-based measures, and one (2.63%) used both. Verbal tasks (75.56%) were employed in 

most of these studies. Regarding quality, 25 (65.79%) were weak, 11 (28.95%) were 

moderate, and two (5.26%) were strong. Twenty nine (76.32%) studies used timed conditions 

and nine (23.68%) used untimed conditions. Among divergent thinking studies, 14 (46.67%) 

used subjective scoring, seven (23.33%) used uniqueness scoring, two (6.67%) used ratio 

scoring, one (3.33%) used snapshot scoring, and six (20%) did not report data for originality. 

The 38 studies reported 165 effect sizes. The values of the extracted effect sizes 

ranged from -8.68 to 9.69. Among these, 114 were positive favoring explicit instructions, five 

were equal to zero, and 46 were negative favoring standard instructions. Table 4 provides 
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descriptive information and effect sizes for the studies included in the instructions meta-

analysis. A forest plot of these studies is shown in Figure 3. 

Overall analyses. A summary of the results of the instructions meta-analysis is 

provided in Table 2. For the effect of instructions on creative performance, an initial analysis 

incorporating all 165 effect sizes was conducted. This analysis yielded a rather small effect 

size of 0.26 (p = .03) in favor of explicit instructions. About 98% of the total variance in 

observed effect sizes was systematic variance within studies, 2% sampling variance, with no 

systematic variance between studies. The likelihood ratio test showed that systematic variance 

within studies was significant (𝜒² = 1352.5, df = 1, p < .0001), whereas systematic variance 

between studies was not significant (𝜒² = 0, df = 1, p = 1). 

Analyses on the indicators of creative performance were also conducted. For divergent 

thinking measures, fluency, originality, and flexibility indicators were reported in many of the 

included studies, while an aggregate creativity rating was mostly reported in the case of 

product-based measures. Thus, subsequent analyses were restricted to divergent thinking 

indicators. The resulting mean effect sizes for divergent thinking indicators followed the same 

trend that was observed for those of time limits. The mean effect size was significant for 

originality (0.83, p = .007), but not for fluency (0.02, p = .94) or flexibility (-0.85, p = .37). 

The likelihood ratio test revealed that both between-study variance and within-study variance 

were significant for fluency (𝜒² = 16.8 and 61.7, respectively, df = 1, p < .0001), flexibility (𝜒² 

= 16.7, df = 1, p < .0001; 𝜒² = 8.4, df = 1, p = .004, respectively), and originality (𝜒² = 23.2 

and 55.9, respectively, df = 1, p < .0001).  

Sensitivity analyses. Neither the resulting effect sizes nor their standard errors 

significantly changed under the different correlation values, thus, a correlation of .5 was used 

for the presentation and discussion of the results. For the impact of outliers, after removing 

seven potential outliers (six from Runco (1986) and one from Runco and Okuda (1991)) one 
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by one, the overall effect size ranged between 0.25 (95% [-0.02, 0.52]; p = .07) and 0.29 (95% 

[0.08, 0.50]; p = .008). For fluency, after removing two potential outliers (Runco, 1986), the 

mean effect size varied from 0.02 (95% [-0.48, 0.52]; p = .94) to 0.10 (95% [-0.30, 0.49]; p = 

.61). For flexibility, removing one potential outlier (Runco, 1986) yielded a mean effect size 

of -0.85 (95% [-2.95, 1.26]; p = .37). For originality, after removing three potential outliers 

(two from Runco (1986) and one from Runco and Okuda (1991)), the mean effect size varied 

from 0.70 (95% [0.18, 1.22]; p = .01) to 0.74 (95% [0.27, 1.20]; p = .004). On that account, 

the adjusted mean effect sizes remain comparable to the initial ones with all effect sizes 

included, suggesting that the estimates obtained were fairly robust and not significantly 

dependent upon any particular study. 

Publication bias. Figure 4 shows the funnel plots for the overall analysis and each 

sub-analysis in the instructions meta-analysis. A visual examination of the overall analysis 

plot shows that effect sizes are rather symmetrically distributed around the overall mean effect 

size. Regarding the indicators, the funnel plot of fluency is somewhat symmetrical; however, 

the funnel plots of flexibility and originality appear asymmetric, suggesting that publication 

bias might be present. This was confirmed by the Egger’s test that indicated that publication 

bias was not significant for the overall analysis (t = 0.33, df = 58.2, p = .74) and fluency (t = 

1.64, df = 41, p = .11), but was significant for flexibility (t = -4.75, df = 15, p = .0003) and 

originality (t = 8.81, df = 49, p < .0001). This indicates that the true mean effect size for 

flexibility and originality might be biased. It is worth mentioning here that the three extreme 

effect sizes in the case of flexibility were obtained from Runco’s (1986) study. Moreover, two 

of the extreme effect sizes of originality were related to the same study (Runco, 1986). 

Therefore, we cannot rule out the possibility that the asymmetric pattern for either flexibility 

or originality can be explained by a larger population effect in this study. 
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Moderator analyses. For domain of creative performance, there were insufficient data 

available to undertake the moderator analyses for divergent thinking indicators because 

figural tasks were only employed in product studies, not in divergent thinking studies. Thus, 

this moderator variable was only tested for the overall analysis. Furthermore, except for 

quality, we reduced the number of categories for each moderator to two categories due to the 

insufficient data for some categories. It should also be mentioned that there was a high 

association between measurement method and domain of creative performance moderators 

(see Supplementary Table S2 for the associations between the moderator variables in the 

instructions meta-analysis). Table 3 reports the results of the analyses of the moderator 

variables. Among the tested moderator variables, only educational level and time limits were 

significant for originality (p = .007 and .03, respectively). For educational level, the mean 

effect size obtained for non-college subjects (2.47, p = .0005) was significantly higher 

compared with that of college subjects (0.50, p = .07). For time limits moderator, the mean 

effect size was greater for untimed conditions (1.84, p = .002) than for timed conditions (0.49, 

p = .11). Educational level and time limits moderators explained 29.60% and 17.76% 

respectively of the between-study variance for originality. 

Discussion 

The aim of the current study was to clear up the somewhat mixed results of previous 

research regarding the effects of testing conditions on creative performance. Specifically, we 

sought to meta-analyze the impact of variant time limits (short vs. long) and instructions 

(standard vs. explicit) on creative performance in divergent thinking and product-based tasks 

and to explore possible sources of heterogeneity. For time limits, 12 studies were analyzed, 

resulting in a rather large overall effect size in favor of long time limits. This matches 

Amabile et al.’s (2002) premise that having enough time could enhance individuals’ 

involvement in an extensive combinatorial process that could improve their creative 
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performance. On the other hand, the detrimental effect of short time limits might be attributed 

to the increasing stress that could consume part of one’s mental resources for the sake of 

monitoring progress over time, decreasing one’s cognitive capacity to process the task at hand 

(Roskes et al., 2013). 

Analyses on divergent thinking indicators showed that the effect of time limits was 

only significant for originality. In particular, we found that long time limits were associated 

with higher originality scores compared to short time limits. This finding is in line with the 

“serial order effect”, that is more original responses tend to appear later in one’s series of 

responses (Christensen et al., 1957; Parnes, 1961). It seems possible that subjects initiate their 

creative production with more common responses as they more easily and quickly come to 

mind (Parnes, 1961; Ward et al., 2002). As time passes, subjects might find themselves 

completely exhausted of common responses, and would then start searching for unique or 

original ones (Parnes, 1961). Therefore, one could expect that the longer the time given to 

subjects, the greater the possibility that they might care for original responses, leaving out 

other aspects of creative performance. This could be seen in line with Beaty and Silvia’s 

(2012) study which showed that while originality rate went up with time, fluency rate reached 

its highest point in the first few minutes and rapidly dropped. 

For instructions, 38 studies were analyzed, resulting in a rather small effect size in 

favor of explicit instructions. An examination of the subscales of creative performance 

showed that only the mean effect size for originality was significant. Specifically, giving 

explicit instructions was found to lead to increased originality, without significant effects on 

fluency or flexibility. The explicit instructions promoting effect on originality could be 

interpreted as being a result of a reorientation of one’s achievement goal toward the given 

task. By having a creativity goal, an individual might be more likely to abandon easier or less 

clever paths and engage in an extended exploration strategy because the goal here is to reach a 



TESTING CONDITIONS AND CREATIVE PERFORMANCE                                                     28 
 

response that is not only relevant but also unique (Chua & Iyengar, 2008; Ward, 1994). In 

other words, explicit instructions direct an individual’s attention from common responses 

toward original ones (Chen et al., 2005). On the contrary, without a creativity goal, 

individuals might become less concerned about the originality of the responses, as long as 

they work well for the task at hand (Chua & Iyengar, 2008). In this way, it can be contended 

that explicit instructions might not influence the quantity (i.e., fluency and flexibility) of the 

responses, but instead act upon the strategies adopted to generate these responses, leading to a 

remarkable improvement in their quality (i.e., originality). 

It is worth mentioning here that the differential effects of testing conditions (time 

limits or instructions) on the indicators of creative performance might have resulted from the 

dissimilar executive functions and mechanisms underlying these indicators. Benedek, Franz, 

Heene, and Neubauer (2012) revealed that both fluency and flexibility were primarily driven 

by cognitive inhibition, while originality was primarily driven by intelligence. Besides, it was 

suggested that particular brain regions were more associated with originality than fluency or 

flexibility (Chávez-Eakle, Graff-Guerrero, García-Reyna, Vaugier, & Cruz-Fuentes, 2007; 

Fink, Graif, & Neubauer, 2009). As a result, they might act differently when affected by 

external factors such as testing conditions. This interpretation, however, still awaits 

investigation. 

The results of the moderator analyses for time limits revealed that only study’s country 

of origin was found to be significant for the overall analysis. A significantly lower mean 

effect size was found for studies from the USA than for studies from other countries. 

However, this finding may need to be viewed with caution because there were few studies 

conducted outside the USA. Moreover, long time setting was significant for fluency and 

originality indicators. The mean effect size for fluency and flexibility was greater for studies 

using timed long periods than those using untimed long periods. This finding is in accordance 



TESTING CONDITIONS AND CREATIVE PERFORMANCE                                                     29 
 

with the proposition by Van Mondfrans et al. (1971) that experience of time pressure might be 

necessary to keep subjects more focused and actively engaged in creativity tasks. It is also 

probably that the presence of time constraints arouses stress and spurs subjects to act more 

quickly. As a result, they are more likely to limit the act of refining generated responses and 

rely mainly on stereotypical or ordinary responses, which can lead to gains in fluency or 

flexibility. Further research could shed light on this matter.  

For instructions, only educational level and time limits did significantly moderate the 

effects of instructions on originality. With regard to educational level, non-college subjects 

had a significantly larger mean effect size than college subjects. Probably, this finding is due 

to stresses and demands that characterize pre-college educational contexts against autonomy 

in college contexts. It is possible that pressure to conformity in pre-college contexts in 

addition to individuals’ greater care at this age about social rules and their need for acceptance 

would force them to provide responses that exactly meet assigned norms or expectations. 

Drawing on this argument, when non-college subjects are instructed to be creative, they 

would be predominantly concerned with unique responses that meet the given task 

requirements. This might result in more original responses compared to college subjects. 

Regarding time limits moderator, untimed conditions were found to have a significantly larger 

mean effect size than timed conditions. Probably, timed conditions elicit anxiety that can 

place limits on cognitive exploration and increase reliance on simple processing strategies, 

thereby undermining the production of original responses (Amabile et al., 2002; Byron, 

Khazanchi, & Nazarian, 2010; Moore & Tenney, 2012). This finding provides further support 

to the “serial order effect” as individuals under untimed conditions are more likely to attain 

more original responses emerging later in the order of flow. Lastly, failure to obtain 

significance for the majority of the moderator analyses in this study might be due to the small 
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number of studies at each of the contrasting categories, which weakens the statistical power of 

these analyses. 

Implications 

The findings of our study add to the growing body of literature on creativity 

measurement. First, these findings inform the ongoing debate regarding the optimal 

conditions for administering performance-based measures of creativity, with a particular 

emphasis on time limits and instructions. Second, the findings of our study suggest that both 

the time limits and instructions of creativity tasks matter in measuring creativity. This might 

have significant implications for researchers and educators interested in measuring creativity. 

In addition, these findings, in agreement with Runco and Albert’s (1985) suggestion, highlight 

that the results obtained from creativity measures in a particular condition might not 

necessarily be indicative of the results of these measures under another condition. With this in 

mind, it could be argued that variations in testing conditions used by different researchers 

might account for inconsistent results in creativity literature. Researchers thus need to pay 

close attention to variations in testing conditions when comparing results from different 

studies. Finally, the meta-analytic three level model used in our study made it possible to 

estimate variance at both the study and outcome level, and to explore how this variance could 

be interpreted by conducting moderator analyses. On that account, this model enabled us to 

take into account a larger scope of variations across and within studies. 

Limitations 

The findings of our study should be read in light of some limitations. First, our search 

process for both meta-analyses was limited to studies written in English, which might have 

resulted in cultural bias. This was readily apparent in the results of the search process as most 

of the eligible studies were conducted in the USA. Second, both meta-analyses only included 

published journal articles, and the findings therefore might be affected by publication bias 
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because statistically significant findings might be more likely to be published than non-

significant findings (Greenhouse & Iyengar, 2009). Although we searched the gray literature 

(dissertations, conference papers, and reports), we failed to find unpublished studies that met 

the inclusion criteria. Third, as no high quality studies were identified in the time limits meta-

analysis and only two in the instructions meta-analysis, one cannot fully discard the 

possibility that our findings might be biased in one direction or the other. Finally, our 

findings, especially for the time limits meta-analysis, are limited by the relatively small 

number of studies or by the incomplete reporting of method and sample characteristics, which 

either hampered testing the effects of all potential moderator variables or reduced the 

statistical power of some of these analyses. For instance, in the moderator analyses of 

educational level, we had to divide the studies into only two categories (college vs. non-

college). However, previous studies (Barbot et al., 2016; Gralewski et al., 2016) have 

indicated that there are several periods in which creativity shows serious drops, particularly 

during elementary school. In our moderator analyses, subjects under college age were 

combined together into one broad category, which might not have been sufficiently sensitive 

to reveal the moderator effect of educational level. Similarly, as a result of the small number 

of studies, only two categories were involved to test the moderator effects of study’s country 

of origin. Therefore, it might be risky to draw comprehensive conclusions regarding the 

effects of these moderator variables. 

Future Research 

Based on our study findings, some guidelines for future research can be proposed. 

First, many studies were excluded from our study or were not involved in particular 

moderator analyses due to not reporting sufficient statistics or relevant information. 

Therefore, we advise future researchers to report all required data on the study’s method and 

results that could support future relevant meta-analyses. Second, considering the limited 
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amount of available data for some of the tested moderator variables, and accordingly the weak 

statistical power, we might not have been able to find out the moderator effects that actually 

exist. Hence, there is a need for future studies to reinvestigate the effects of these variables 

with further data. Third, there might be other moderator variables that could account for the 

differences in the effects of testing conditions among studies. For instance, previous research 

(e.g., Khatena, 1972, 1973) found that the effect of time limits on creative performance relies 

upon the creativity level (i.e., high, moderate, and low creatives). Also, the effect of 

instructions on creative performance was found to be dependent upon the intellectual ability 

(Runco, 1986). However, we did not have sufficient data to test these variables. Therefore, it 

would be interesting for future research to consider other potential moderator variables that 

were not included in our study. Fourth, significant moderating effects observed for time limits 

or instructions in our study await confirmation in future studies. Fifth, only three divergent 

thinking indicators (i.e., fluency, flexibility, and originality) were mostly reported in previous 

studies on testing conditions. Thus, more research is required to investigate the effects of 

testing conditions with regard to other indictors of creative performance. Finally, most studies 

in this area have been conducted on college subjects, with a limited number of studies on 

children. Given the importance of identifying children for gifted programs, further studies on 

school age children are needed. 

In conclusion, our findings suggest that time limits and instructions given to subjects 

could significantly affect their creative performance. On that account, these testing conditions 

should be taken into account when measuring creativity or drawing comparisons across the 

results of different studies. Furthermore, future efforts should attempt to clarify these effects 

by exploring further moderator variables to enhance our understanding about when and how 

these testing conditions could affect creative performance. 
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Table 1  

Studies Included in the Time Limits Meta-analysis 
No. Study Year Country n (Male%) Age range 

(n/SD) 
Grade Measurement 

method 
Domain Quality Scoring 

method 
Long time 

setting 
Indicator g νg 

1 Khatena 1971 USA 142 / 10th-12th Divergent 

thinking 

Verbal Moderate Uniqueness Untimed Originality 1.59 0.05 

            Originality 1.54 0.05 
            Originality 1.29 0.04 

2 Cropley 1972 Canada 115 (51.30%) (17.25) 12th Divergent 

thinking 

Figural Weak Uniqueness Untimed Originality 
1.55 

0.02 
3 Khatena 1972 USA 87 (55.17%) 8-11 Elementary 

school 

Divergent 

thinking 

Verbal Moderate Uniqueness Untimed Originality 0.50 0.08 

            Originality 0.15 0.09 
            Originality 0.38 0.08 

            Originality 0.98 0.15 

            Originality 0.00 0.07 
            Originality -0.03 0.09 

4 Khatena 1973 USA 90 (31.11%) / Undergraduate Divergent 

thinking 

Verbal Moderate Uniqueness Untimed Originality 1.08 0.23 

            Originality 0.73 0.07 

            Originality 0.71 0.20 

            Originality 1.29 0.10 
            Originality 1.69 0.46 

            Originality 1.00 0.08 

5 Johns & 
Morse 

1997 USA 76 (25.32%) / Undergraduate Divergent 
thinking 

Verbal Moderate  Untimed Fluency 0.51 0.05 

            Flexibility 0.48 0.05 

6 Johns et al. 2000 USA Study 1: 22 
 

12-17 
(14.15/1.18) 

 

Non-college 
 

Divergent 
thinking 

Verbal Weak  Untimed Fluency 0.27 0.05 

    Study 2: 20 12-18 
(14.35/1.60) 

Non-college 
 

Divergent 
thinking 

Verbal Weak  Untimed Flexibility 0.16 0.06 

7 Morse et al. 2001 USA 50 (16%) 18-38 (21/4) Undergraduate Divergent 

thinking 

Verbal Weak Uniqueness Timed Fluency 1.80 0.11 

            Flexibility 1.93 0.11 

            Originality 1.07 0.09 

            Fluency 1.39 0.10 
            Flexibility 1.53 0.10 

            Originality 0.98 0.09 

            Fluency 1.29 0.09 
            Flexibility 1.20 0.09 

            Originality 0.31 0.08 
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Table 1 (Continued) 
No. Study Year Country n (Male%) Age range 

(n/SD) 

Grade Measurement 

method 

Domain Quality Scoring 

method 

Long time 

setting 

Indicator G νg 

8 Foos & 
Boone 

2008 USA 120 (37.50%) (46.32) College Divergent 
thinking 

Verbal Weak  Untimed Total 0.82 0.07 

            Total 0.83 0.07 

            Total 0.12 0.07 
            Total 1.75 0.09 

            Total 0.75 0.07 

            Total -0.65 0.07 
            Total 0.16 0.07 

            Total -0.91 0.07 

            Total 1.79 0.09 
            Total 0.00 0.06 

9 Barrett, 

Vessey, & 
Mumford 

2011 USA 193 (38.86%) (18.7) Undergraduate 

 

Divergent 

thinking 

Verbal Weak  Untimed Total -0.44 0.02 

10 Preckel et al. 2011 Germany 261 (42.53%) (14.84/.58) 9th Grade Divergent 

thinking 

Verbal, 

figural, and 
numerical 

Moderate  Timed Fluency 3.13 0.10 

            Fluency 1.78 0.05 

            Fluency 3.74 0.12 
            Fluency 3.42 0.11 

11 Tsenn, 

Atilola, 
McAdams, & 

Linsey 

2014 USA 39 / Undergraduate Product Figural Weak  Timed Quantity 1.07 0.12 

            Quality 0.06 0.10 

            Novelty 0.00 0.10 
            Variety 0.62 0.11 

            Quality 0.36 0.10 

            Novelty 0.08 0.10 

12 Hass 2015 USA 73 (46.29%) 18-31 Undergraduate Divergent 

thinking 

Verbal Weak Top Untimed Fluency 0.39 0.06 

            Fluency -0.56 0.06 
            Fluency -0.52 0.06 

            Fluency -0.38 0.06 

            Originality 0.35 0.05 
            Originality 0.03 0.05 

            Originality 0.54 0.06 

Note. n = number of participants; g = Hedges’ g effect size; νg = variance of the effect size estimate. A slash (/) indicates not reported information. 
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Table 2  

A summary of the Results of Time Limits and Instructions Meta-analyses 

Meta-

analysis 

Level Effect 

size 

SE 95% CI  p-value 𝜎𝑉
2  𝜎𝑈

2  𝜎𝐸
2  

Time-limits Overall 0.81 0.26 [0.24, 1.38] .01 0.70 0.25 0.07 

Fluency 1.02 0.59 [-0.58, 2.63] .16 1.57 0.30 0.02 

Flexibility 0.74 0.42 [-1.04, 2.52] .22 0.47 0.02 0.03 

Originality 0.89 0.22 [0.32, 1.47] .01 0.28 0.006 0.03 

Instructions Overall 0.26 0.11 [0.03, 0.49] .03 0.00 1.87 0.04 

Fluency 0.02 0.24 [-0.48, 0.51] .94 0.87 0.40 0.04 

Flexibility -0.85 0.87 [-2.95, 1.26] .37 4.86 0.57 0.07 

Originality 0.83 0.28 [0.25, 1.41] .007 1.49 0.45 0.05 

Note. SE = standard error of the effect size; CI = confidence interval; 𝜎𝑉
2  = between-study variance; 𝜎𝑈

2  = within-

study variance; 𝜎𝐸
2  = typical sampling variance (calculated using Higgins and Thompson’s (2002) formula).  
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Table 3  

Results of Moderator Analyses for Time Limits and Instructions Meta-analyses 

Analysis 
Moderator 

variable 

Time limits  Instructions 

k n N F df p k n N F df p 

Overall              

 Measurement method    0.27 1, 8.9 .61     0.27 1, 8.9 .61 
      Divergent thinking 51 1189 27     139 3288 44    

      Product 6 39 1     26 1400 11    

 Domain     0.26 1, 9.3 .62     3.36 1, 124 .07 
      Verbal 46 813 22     140 3814 45    

      Figural 7 154 2     18 1283 10    

 Gender 46 1005 22 0.01 1, 44 .93  107 3132 32 0.52 1, 32.3 .48 
 Country    13.96 1, 11.4 .003     1.32 1, 121 .25 

      USA 52 852 23     107 2811 41    
      Non-USA 5 376 5     47 1073 12    

 Educational level    2.75 1, 10.1 .13     1.59 1, 133 .21 

      Non-college 16 647 16     38 1599 16    
      College 41 581 12     125 3061 38    

 Quality    2.48 1, 9.56 .15     2.32 2, 130 .10 

      Weak 36 572 8     106 2553 36    
      Moderate 21 656 20     50 1985 16    

      Strong 0 0 0     9 170 3    

 Long time setting    3.08 1, 8.93 .11        
      Timed 19 350 6           

      Untimed 38 878 22           

 Time limits           1.36 1, 132 .25 
      Timed        126 3218 43    

      Untimed        39 1470 12    

Fluency              
 Domain     - - -     - - - 

      Verbal 9 221 4     45 2449 31    

      Figural 0 0 0     0 0 0    
 Gender 12 460 7 0.00 1, 2.02 .95  31 1369 17 2.55 1, 29 .12 

 Country    7.79 1, 2.88 .07     1.50 1, 17.5 .24 

      USA 9 221 4     30 1705 24    
      Non-USA 4 261 4     16 744 7    

 Educational level    0.9 1, 3.02 .41     2.83 1, 18.9 .11 

      Non-college 5 283 5     12 1088 12    
      College 8 199 3     34 1361 19    

 Quality    1.37 1, 3.03 .33     0.91 2, 19.9 .42 

      Weak 8 464 3     32 1524 20    
      Moderate 5 337 5     13 853 10    

      Strong 0 0 0     1 72 1    

 Long time setting    9.82 1, 3.15 .04        
      Timed 7 311 5           

      Untimed 6 171 3           

 Time limits           2.17 1, 18.8 .16 
      Timed        34 1384 22    

      Untimed        12 1065 9    

Flexibility              

 Domain     - - -     - - - 

      Verbal 5 146 3     16 1227 14    

      Figural 0 0 0     0 0 0    
 Gender 4 126 2 6.68 1, 1.76 .14  5 429 3 1.54 1, 2.09 .34 

 Country    - - -     0.12 1, 5.38 .74 

      USA 5 146 3     16 924 13    
      Non-USA 0 0 0     1 303 1    

 Educational level    0.88 1, 1.05 .51     0.98 1, 5.12 .37 

      Non-college 1 20 1     11 1016 11    
      College 4 126 2     6 211 3    

 Quality    0.10 1, 1.02 .80     0.93 1, 5.06 .38 

      Weak 4 70 2     11 586 9    
      Moderate 1 76 1     6 641 5    

      Strong 0 0 0     0 0 0    
 Long time setting    20.89 1, 2.47 .03        

      Timed 3 50 1           

      Untimed 2 96 2           
 Time limits           0.77 1, 4.09 .43 

      Timed        10 330 8    

      Untimed        7 897 6    
Originality              

 Domain     2.01 1, 4.15 .23     - - - 

     Verbal 21 442 17     50 2730 35    
     Figural 1 115 1     0 0 0    

 Gender 19 415 15 0.00 1, 17 .97  30 1483 17 0.03 1, 8.97 .87 
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Table 3 (continued) 

Analysis 
Moderator 

variable 

Time limits  Instructions 

k n N F df p  k n N F df p 

 Country    2.01 1, 4.15 .23     0.15 1, 18.2 .70 

     USA 21 442 17     33 1884 26    
     Non-USA 1 115 1     18 846 9    

 Educational level    0.77 1, 4.08 .43     9.11 1, 21 .007 

     Non-college 10 344 10     11 1016 11    
     College 12 213 8     40 1714 24    

 Quality    0.01 1, 4.04 .94     0.13 1, 19.2 .72 

     Weak 7 238 3     36 1710 24    
     Moderate 15 319 15     15 1020 11    

     Strong  0 0 0     0 0 0    

 Long time setting    0.05 1, 4.19 .84        
     Timed 3 50 1           

     Untimed 19 507 17           

 Time limits           5.14 1, 20.3 .03 
     Timed        40 1665 26    

     Untimed        11 1065 9    

 Scoring method    1.49 1, 4.03 .29     0.94 3, 17.7 .44 
     Uniqueness 19 484 17     19 1182 15    

     Subjective 0 0 0     19 1228 16    

     Snapshot 0 0 0     8 249 1    
     Ratio 0 0 0     5 71 3    

     Top scoring 3 73 1     0 0 0    

Note. k = number of effect sizes; n = number of participants; N = number of samples. A dash (-) indicates 

insufficient data to carry out the analysis.   
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Table 4  

Studies Included in the Instructions Meta-analysis 

No. Study Year Country n 

(Male%) 

Age range 

(M/SD) 

Grade Measurement 

method 

Domain Quality Scoring Time 

limits 

Indicator g νg 

1 Christensen et 

al. 

1957 USA 52 / College Divergent 

thinking 

Verbal Weak Subjective Timed Originality 1.36 0.09 

            Originality 0.70 0.08 
2 Meadow, 

Parnes, & 

Reese 

1959 USA 32 / College Divergent 

thinking 
Verbal Weak Subjective Timed Originality -1.31 0.06 

3 Parnes & 

Meadow  

1959 USA 52 / Undergraduate Divergent 

thinking 
Verbal Moderate Subjective Timed Originality -0.27 0.08 

            Originality -1.08 0.09 
4 Torrance 1961 USA 204 / 1st-3rd Divergent 

thinking 

Verbal Weak Uniqueness Timed Fluency 0.25 0.12 

            Flexibility -0.07 0.12 
            Originality 0.21 0.12 

            Fluency 0.03 0.11 

            Flexibility 0.14 0.11 
            Originality 0.18 0.11 

            Fluency 0.83 0.11 

            Flexibility 0.65 0.11 

            Originality 0.96 0.12 

            Fluency 0.28 0.10 
            Flexibility 0.27 0.10 

            Originality 0.38 0.10 

            Fluency 0.73 0.15 
            Flexibility 0.85 0.15 

            Originality 0.53 0.14 

            Fluency -0.27 0.12 
            Flexibility 0.05 0.12 

            Originality -0.37 0.13 

5 Datta 1963 USA 31 / Postgraduate Divergent 
thinking 

Verbal Moderate Subjective Timed Originality 0.47 0.13 

6 Gerlach et al.  1964 USA 39 / Postgraduate Divergent 

thinking 

Verbal Weak Subjective Timed Fluency -0.47 0.10 

            Originality 0.76 0.11 

7 Ridley & 

Birney 

1967 USA 159 

(100%) 

/ Undergraduate Divergent 

thinking 

Verbal Moderate Uniqueness Timed Originality 0.39 0.04 

            Originality 0.45 0.04 

            Total 0.00 0.04 

            Total 0.19 0.04 
8 Manske & 

Davis 

1968 USA 30 

(26.67%) 

/ Undergraduate Divergent 

thinking 

Verbal Weak Subjective Timed Originality 1.02 0.07 

            Practicality -1.01 1.99 
            Fluency -1.01 2.97 
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Table 4 (continued) 

No. Study Year Country n 
(Male%) 

Age range 
(M/SD) 

Grade Measurement 
method 

Domain Quality Scoring Time 
limits 

Indicator g νg 

9 Gilchrist & 
Taft 

1972 Australia 60 / College Divergent 
thinking 

Verbal Weak Uniqueness Timed Fluency 1.84 0.05 

            Originality 0.51 0.02 

10 Harris & 
Evans 

1974 USA 67 
(40.60) 

19-54 (25.4) College Divergent 
thinking 

Verbal Weak  Timed Total -0.86 0.06 

            Total 0.72 0.06 

11 Harrington  1975 USA 105 

(100%) 

/ Undergraduate Divergent 

thinking 

Verbal Moderate Subjective Timed Originality 0.44 0.04 

            Fluency -0.29 0.04 
            Uncreative uses -0.87 0.04 

12 Speller & 

Schumacher 

1975 USA 72  

(50%) 

10-17 5th and 12th Divergent 

thinking 

Verbal Strong  Timed Fluency 0.95 0.06 

13 Katz & Poag 1979 Canada 42 

(47.62%) 

/ College Divergent 

thinking 

Verbal Moderate Ratio Timed Fluency 1.58 0.25 

            Fluency -0.95 0.19 
            Fluency 0.98 0.21 

            Fluency 0.20 0.17 

            Originality 0.88 0.20 
            Originality 1.32 0.21 

            Originality 0.78 0.20 

            Originality -0.10 0.17 
14 Evans & 

Forbach  

1983 USA 65 

(46.21%) 

/ College Divergent 

thinking 

Verbal Moderate  Timed Fluency 0.43 0.13 

            Fluency 0.53 0.11 
15 Runco 1986 USA 240 / 5th to 8th Divergent 

thinking 

Verbal Moderate Uniqueness Untimed Fluency -6.47 0.24 

            Fluency -1.58 0.05 
            Fluency -3.03 0.07 

            Flexibility -8.68 0.42 

            Flexibility -4.15 0.20 
            Flexibility -5.41 0.18 

            Originality 2.73 0.05 

            Originality 5.54 0.34 
            Originality 9.69 0.56 

16 Bartis et al. 1988 USA 111 / Undergraduate Divergent 

thinking 

Verbal Weak Subjective Timed Fluency 0.93 0.04 

            Originality 0.77 0.04 

17 Runco & 

Okuda 

1991 USA 29 

(65.52%) 

15-17 Non-college Divergent 

thinking 

Verbal Weak Ratio Untimed Fluency -0.82 0.05 

            Flexibility -0.70 0.05 

            Originality 4.70 0.49 

18 Carson & 
Carson 

1993 USA 28 / / Divergent 
thinking 

Verbal Weak  Timed Total 0.36 0.14 

            Total 0.76 0.14 
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Table 4 (continued) 

No. Study Year Country n 
(Male%) 

Age range 
(M/SD) 

Grade Measurement 
method 

Domain Quality Scoring Time 
limits 

Indicator g νg 

19 Chand & 
Runco 

1993 USA 78 
(37.18%) 

/ College Divergent 
thinking 

Verbal Weak Uniqueness Untimed Fluency 0.15 0.05 

            Originality 0.73 0.05 

            Fluency -0.34 0.05 
            Originality -0.12 0.05 

            Fluency 0.21 0.05 

20 Shalley 1995 USA 136  

(48%) 

(22) Undergraduate Divergent 

thinking 

Verbal Weak  Timed Total 0.65 0.03 

            Total 0.49 0.03 
            Total 0.60 0.03 

            Total 0.54 0.03 

21 Johns & 
Morse 

1997 USA 76 
(26.32%) 

/ Undergraduate Divergent 
thinking 

Verbal Moderate  Timed Fluency 0.33 0.05 

            Flexibility 0.31 0.05 

22 Ward & 
Sifonis 

1997 USA 105 / Undergraduate Product Figural Weak  Untimed Originality 0.57 0.06 

23 Ward et al. 1999 USA Study 1: 

54 
 

(13.83) 

 

7th to 12th 

 

Product Figural Weak  Timed Originality 0.33 0.07 

    Study 2: 

100 

/ College Product Figural Weak  Timed Originality 0.51 0.04 

24 Morse et al. 2001 USA 50  

(16%) 

 

18-38 

(21/4) 

College Divergent 

thinking 

Verbal Weak Uniqueness Timed Fluency -0.28 0.08 

            Flexibility 0.00 0.08 

            Originality 0.00 0.08 

            Fluency -0.49 0.08 
            Flexibility -0.42 0.08 

            Originality -0.48 0.08 

            Fluency -0.22 0.08 
            Flexibility 0.00 0.08 

            Originality 0.00 0.08 

25 Niu & 
Sternberg 

2001 USA and 
China 

USA 76 
(28.95%) 

China 63 

(50.79%) 

USA  
(18.5) 

China 

(20.2) 

Undergraduate Product Figural Moderate  Untimed Total 0.30 0.01 

26 Chen et al.  2002 USA and 

China 

USA 50 

(50%) 

China 48 
(50%) 

USA 

(23.5) 

China 
(21.8) 

College Product Figural Strong  Timed Creativity 1.24 0.09 

            Creativity 1.12 0.09 

            Uniqueness 1.21 0.09 
            Uniqueness 1.21 0.10 

            Quality 1.15 0.09 

            Quality 0.69 0.09 
            Liking 1.19 0.09 
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Table 4 (continued) 

No. Study Year Country n 
(Male%) 

Age range 
(M/SD) 

Grade Measurement 
method 

Domain Quality Scoring Time 
limits 

Indicator g νg 

            Liking 0.86 0.09 
27 Niu & 

Sternberg 

2003 China 62 / High School Product Figural Weak  Untimed Total 2.81 0.13 

28 Chen et al. 2005 USA and 
China 

USA 248 
(25%) 

China 278       

(31%) 

USA 
(22.05) 

China 

(21.69) 

Undergraduate Product Verbal Moderate  Timed Total 0.18 0.01 

        Verbal    Total 0.38 0.01 

        Verbal    Total 0.32 0.01 
        Verbal    Total 0.24 0.01 

        Verbal    Total 0.22 0.01 

        Figural    Total 1.27 0.01 
        Figural    Total 0.42 0.01 

        Figural    Total 0.18 0.01 

        Mathematical    Total 0.99 0.01 
        Mathematical    Total 0.65 0.01 

29 Runco et al. 2005 USA 85 / Undergraduate Divergent 

thinking 

Verbal and 

figural 

Moderate Uniqueness Untimed Fluency 0.30 0.05 

        Verbal and 

figural 
   Flexibility 0.14 0.05 

        Verbal and 
figural 

   Originality 0.20 0.05 

        Verbal and 

figural 
   Appropriateness 0.39 0.05 

        Verbal    Fluency 0.26 0.05 

        Verbal    Flexibility 0.40 0.05 

        Verbal    Originality 0.16 0.05 
        Verbal    Appropriateness 0.18 0.05 

30 Chua & 

Iyengar 

2008 USA Study 1: 

100 (38%) 
 

/ 

 

College Product 

 

Figural 

 

Weak  Timed Total -0.24 0.08 

            Total 0.38 0.08 

    Study 2: 
114 (48%) 

(23) College Divergent 
thinking 

Verbal Weak  Timed Total -0.11 0.08 

            Total 0.31 0.09 

31 Niu & Liu 2009 China 117 

(35.56%) 

(16.2/0.39) High School Product Verbal and 

Figural 

Weak  Timed Total -0.87 0.04 

32 Litchfield, 
Fan, & Brown  

2011 USA 101 / College Divergent 
thinking 

Verbal Weak Subjective Timed Fluency 0.05 0.04 

            Originality 0.21 0.04 

            Creativity 0.19 0.04 
            Effectiveness 0.17 0.04 

            Practicality 0.17 0.04 
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Table 4 (continued) 

No. Study Year Country n 
(Male%) 

Age range 
(M/SD) 

Grade Measurement 
method 

Domain Quality Scoring Time 
limits 

Indicator g νg 

33 Paulus et al. 2011 USA 39 
(26.92%) 

(21) Undergraduate Divergent 
thinking 

Verbal Weak Subjective Timed Fluency 0.85 0.11 

            Originality 2.49 0.18 

34 Nusbaum et al. 2014 USA 141 
(28%) 

(19.6/4.2) College Divergent 
thinking 

Verbal Weak Subjective Timed Fluency -0.24 0.03 

            Fluency -0.78 0.03 

            Originality 0.90 0.03 

            Originality 0.88 0.03 

35 Rietzschel et 
al. 

 

2014 Netherlands 102 
(25.49%) 

(21.1) Undergraduate Divergent 
thinking 

Verbal Weak Subjective Timed Originality 0.27 0.08 

            Originality 0.49 0.08 
            Feasibility -0.14 0.08 

            Feasibility -0.38 0.08 

36 Di Mascio et 
al. 

2016 Australia Study1: 
47 (40%) 

/ Undergraduate Divergent 
thinking 

Verbal Weak Subjective Untimed Fluency 1.18 0.10 

            Originality 0.97 0.09 

            Workability 0.29 0.08 
            Relevance -0.42 0.08 

    Study2: 

43 (62%) 

/ Undergraduate Divergent 

thinking 

Verbal Weak Subjective Untimed Fluency 0.86 0.10 

            Originality 0.91 0.10 

            Workability -0.11 0.09 

            Relevance 0.18 0.09 
37 Forthmann, 

Gerwig, 

Holling, Çelik, 
Storme, & 

Lubart 

2016 Germany 249 

(20.88%) 

18-60 

(23.48) 

 

Undergraduate Divergent 

thinking 

Verbal Weak Snapshot Timed Fluency -0.05 0.02 

            Fluency 0.15 0.02 
            Fluency -0.22 0.02 

            Fluency -0.42 0.02 

            Fluency -0.63 0.02 
            Fluency -0.52 0.02 

            Fluency -0.34 0.02 

            Fluency -0.52 0.02 
            Originality 1.24 0.02 

            Originality 0.42 0.02 

            Originality 0.92 0.02 
            Originality 0.93 0.02 

            Originality 1.28 0.02 

            Originality 0.68 0.02 
            Originality 0.78 0.02 

            Originality 0.48 0.02 
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Table 4 (continued) 

No. Study Year Country n 
(Male%) 

Age range 
(M/SD) 

Grade Measurement 
method 

Domain Quality Scoring Time 
limits 

Indicator g νg 

38 Hong et al. 2016 China 303 
(48.18%) 

/ High School Divergent 
thinking 

Verbal Weak Subjective Untimed Fluency 0.10 0.01 

            Flexibility -0.02 0.01 

            Originality 0.41 0.01 

Note. n = number of participants; g = Hedges’ g effect size; νg = variance of the effect size estimate. A slash (/) indicates not reported information. 
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Figure 1. Forest plot of the time limits meta-analysis. j = number of effect sizes for each 

study. The bold confidence interval represents the precision of a study, which depends on the 

sampling variance as well as on the number and variability of effect sizes within that study. 

The non-bold confidence interval represents the precision of an individual effect size within 

the study, which depends on the sampling variance only. 
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Figure 2. Funnel plots of the time limits meta-analysis 
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Figure 3. Forest plot of the instructions meta-analysis. j = number of effect sizes for each 

study. The bold confidence interval represents the precision of a study, which depends on the 

sampling variance as well as on the number and variability of effect sizes within that study. 

The non-bold confidence interval represents the precision of an individual effect size within 

the study, which depends on the sampling variance only. 
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Figure 4. Funnel plots of the instructions meta-analysis 
 

 


