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Abstract

This paper presents a Medium Access Control (MAC) proto-
col for broadband wireless LANs based on the ATM trans-
fer mode, together with the evaluation of its performance
in terms of throughput and access delay. Important char-
acteristics of the MAC protocol are the way information
between the Mobile Stations (MS) and Base Station (BS) is
exchanged and the algorithm used to allocate the bandwidth
in order to support the service categories. The performance
is heavily influenced by the way the BS is informed about the
bandwidth needs of the MSs. In order to obtain an efficient
system, a contention resolution scheme based on an Identi-
fier Splitting Algorithm combined with polling is proposed
for that purpose, in case no piggybacking can be used. A
detailed analytical evaluation, both on cell level and higher
layer packet level, is performed, leading to an assessment of
the efficiency and the access delay of the system.

1 Introduction

Broadband and mobile communications have become two
major issues in the telecommunications community. The
standardization of ATM, meant to be the technology for the
future Broadband Integrated Services Digital Network (B-
ISDN), and the widespread commercial success of wireless
standards such as GSM and DECT have both raised the
interest in a technology allowing a wireless (indoor) access to
the high-capacity integrated-services wired networks already
deployed.

The system we are considering in this paper has the fol-
lowing characteristics. Consider a cell in an ATM network
with a diameter of the order of 100m, consisting of a BS
serving a finite set of MSs by means of a shared radio chan-
nel. The number of MSs is variable, as new MSs may enter
the cell and others may leave it. The BS is connected to an
ATM switch which supports mobility, realizing access to the
wired ATM network. ATM PDUs arriving in the BS with
destination an MS are broadcasted downlink. ATM PDUs
originating from an MS share the uplink radio channel us-
ing a well defined access protocol. The netto bit rate of the

uplink and downlink channels is of the order of 25 Mbit/s
(a gross rate of 50 Mbit/s). The access technique is Time
Division Multiplexing Access (TDMA) and Frequency Divi-
sion Duplex (FDD). The BS attributes to each MS a MAC
address consisting of 2 bytes. In addition, the BS maintains
for each MS a table containing connection related informa-
tion: type of service category, traffic contract parameters,
etc.

The wireless MAC protocol considered in this paper was
introduced in [5]. A key element of the proposed MAC pro-
tocol is the Identifier Splitting Algorithm with Polling, the
contention resolution mechanism used to let an MS inform
the BS about its bandwidth needs when no piggybacking
is possible. We define an analytical model which allows
the computation of the corresponding delay bounds and
throughput results for ATM PDUs which have to rely on
this scheme using the results obtained in [4]. In addition
we consider traffic generated by higher layers in the MS and
propose an analytical model to compute the packet access
delay caused by the proposed MAC protocol. We investigate
the influence of the traffic characteristics on the efficiency of
the protocol and on the delay of upstream packets.

Section 2 introduces the MAC protocol together with
the Identifier Splitting Algorithm with Polling. In Section
3, the performance critical part of the protocol, namely the
ISA scheme with Polling is evaluated and the impact of sys-
tem parameters on the delay and the throughput are in-
vestigated. Section 4 proposes a queueing model to derive
packet level performance measures. In particular, the an-
alytical model leads to an assessment, using the results of
Section 3, of the delay a packet of a higher layer experiences
due to the access protocol. Also the efficiency to the proto-
col is evaluated. This model is used in Section 5 to illustrate
the influence of the parameters of the packet arrival process
on the performance of the protocol. Conclusions are drawn
in Section 6.

2 The MAC Protocol Description

2.1 Information Exchange between MS and BS and Frame
Structure

In this section we describe the information exchange between
an MS and the BS. Assuming there is a MAC protocol with
centralized controller located in the BS, each MS must be
able to inform the BS about its bandwidth needs (requests)
and the BS should be able to inform the MS about the re-
ceived bandwidth (permits). A more detailed description is
found in [5].



2.1.1 Permits

In order to be allowed to use the uplink channel, the MS has
to receive a permit from the BS. A permit (4 bytes) contains:
the address of the permit’s destination MS (2 bytes), the
service category of the connection receiving the permit (2
bits) and an indication of the instant the MS can send an
upstream PDU (i.e. the sequence number of the slot in the
next upstream frame) (14 bits).

2.1.2 Requests

The MS declares its bandwidth needs to the BS by means
of requests. A request (8 bytes) contains: the address of
the MS that is issuing the request (2 bytes) and, per type
of service category (VBR, ABR, UBR), the number of cells
that are waiting in the respective queues (3 times 2 bytes).
There are two different mechanisms to send requests: either
by piggybacking or by using the contention resolution pro-
tocol (in which case a slightly different format is used, see
Section 2.2.1). Depending on the service category, a combi-
nation of these mechanisms is used to declare the bandwidth
needs of the MS.

2.2  Frame Structure
2.2.1 Uplink Frame Structure

The uplink frame contains two types of slots, each having
a length of 106 bytes. The total number of such slots in a
frame is set to 80, resulting in a constant frame length of
8480 bytes.

U1 slot (106 bytes): this slot is used to transmit an uplink
ATM cell (53 bytes), together with a piggybacked request
(8 bytes). A physical layer overhead of 45 bytes is used
for error detection, a safe guard time and sufficient training
sequences.

U2 slot (106 bytes): a U2 slot is used to allow bursty
VBR, ABR and UBR connections to inform the BS about
the need for a permit. It consists of 4 minislots used by
one or possibly more stations during a contention cycle. A
minislot consists of the address of the MS using the minislot
(2 bytes), an indication of the ATM service category the
permit is needed for (VBR, ABR, UBR: 2 bits), a queue
length indication of 6 bits for this service category, while the
remaining 188 bits (848 / 4 - 16 - 8) are used to implement a
safe guard time, some training sequences and the necessary
error control bits. We limit the number of U2 slots to 8,
leading to a maximum of 32 minislots (or contention slots)
per frame.

2.2.2 Downlink Frame Structure

The downlink frame contains five kinds of information. The
D1 slots contain the downstream ATM cells while the other
four types of slots are used for control and feedback informa-
tion. These slots are grouped together and will be treated
together with respect to training sequence and error correc-
tion.

D1 slot (88 bytes): this slot contains a downstream ATM
cell (53 bytes), accompanied by the necessary physical layer
overhead (training sequence, error detection: 35 bytes). Each
downlink frame contains 80 D1 slots.

D2 slot (160 bytes): this slot is sent before the first D1
slot in a frame and it is used to specify the addresses of the
destination MSs of the D1 slots of that frame, leading to an
important power consumption reduction.

D3 slot: this slot is used to inform the MS about the
permission to transmit a cell in the next upstream frame. It
contains a variable number of permits, between 72 and 80.
Each permit requires 4 bytes, hence the length of a D3 slot
takes a value between 316 bytes and 288 bytes.

D/ slot (2 bytes): this slot informs the MS which slots in
the next upstream frame are declared as U2 slots, i.e. can
be used for contention resolution. The offset of the start is
specified by means of 13 bits, while the number of slots used
is coded in 3 bits.

D5 slot (4 bytes): this slot contains the feedback informa-
tion for the MS about the result of the contention resolution
in the previous uplink frame. For each contention minislot
that was available in the previous uplink frame, an indi-
cation is given whether there was a collision or not. Since
each participating MS knows which minislot it has used, this
indication is sufficient for the MS to know whether it was
successful or not.

The control and feedback slots (D2, D3, D4, D5) together
are protected by an error correction code. Moreover they
also contain training sequences. A part of the remaining 958
bytes is used for this purpose, the rest is used for signaling
channels (synchronization, paging and others). The total
downlink frame length is then 8480 bytes, which is exactly
the same as the uplink frame length. Choosing equal lengths
solves a number of synchronization problems, in particular
with respect to the provided feedback (D5) and permit (D3)
information.

2.3 The Request Mechanism
2.3.1 Request Mechanism for CBR Traffic

In view of the regular arrival instants of PDUs in the MS
of a CBR connection, and in order to reduce the overhead
introduced by the request mechanism, a polling scheme is
used without explicitly sending requests. The Permit Dis-
tribution Algorithm (see Section 2.3) generates at regular
instants (i.e. according to the Peak Emission Interval agreed
at call setup for a CBR connection and maintained in a table
in the BS) permits for each MS with a CBR connection.

2.3.2 Request Mechanism for VBR Traffic

Due to the variability of the cell rate, we can not use the
above scheme any longer. In principle a piggybacking scheme
is proposed for this type of services as this introduces a min-
imal overhead. However, this scheme fails in case the last
upstream cell leaves behind empty buffers and the VBR, con-
nection is still active (i.e. it will generate a cell in the future).
In particular the first cell of a new burst needs a mechanism
to inform the BS about its presence. For this we propose a
combination of a contention resolution and polling scheme,
called the Identifier Splitting Algorithm with Polling.

The Identifier Splitting Algorithm (ISA) with Polling The
ISA protocol was introduced by Petras in [3]. It is a dynamic
collision resolution algorithm that belongs to the class of the
tree algorithms but where the splitting is based on the MAC
addresses of the MSs instead of the more common coin flip
procedure. A contention cycle (CC) consists of a number of
consecutive upstream frames during which the contention is
solved for all requests that want to make use of this scheme
at the beginning of the cycle. Requests generated by an
MS during a CC intending to use the contention resolution
scheme have to wait for participation until the start of the



next CC. In the first frame of a cycle four contention min-
islots are available (one entire slot), which can be used for
contention resolution (we start at level 2 of the tree since
we have 2° minislots). The MS uses the first two bits of
its MAC address to decide which minislot it will use. The
BS checks which transmissions have been successful and in-
forms the MSs that were involved in the scheme in the next
downstream frame using a feedback field.

Two situations are possible: either an MS sending in slot
k, 1 <k < 4, was successful and will eventually be granted
a permit by the BS to send an upstream cell, or there will
be a new attempt in the next (second) frame of the CC.
This frame provides 2 x [ minislots if there where I minislots
0 < I < 4, with collisions. The involved MSs apply the
same scheme again and each time the next bit of the MAC
address is used to decide which of the two minislots is used
to resolve the collision. Due to the delayed feedback, as
an MS can only retransmit the request in the next frame
since it must wait for the feedback, the tree is traversed in
a breadth-first manner.

The BS obtains more and more knowledge about the ad-
dress ranges of the MSs that are still competing. Therefore,
if the remaining address space is small enough (< N,) the
contention protocol can decide to switch to polling. The
value N, that triggers this polling mechanism is assumed to
be predefined. Using the feedback information, every MS by
itself can perform the necessary calculation(s), to find out
whether the polling starts and which minislot to use.

Let us now consider the ISA scheme when a number of
levels is skipped (i.e. more than 4 minislots are provided
for the first attempt). At first the starting level is fixed at
a predefined value S;. It is expected that this has a posi-
tive impact on the delay. Apart from that, the throughput
might improve in case of high loads. Unfortunately, as will
be shown in the numerical results in Section 3.2, this re-
sults in some extra throughput losses during silent periods.
Therefore, we propose a scheme that changes the starting
level S; dynamically, between level S,,i,, and S;,q., depend-
ing on the length of the previous contention cycle. To make
this decision, the system load p is not taken into account,
as this value is hard to measure or predict in real systems.

2.3.3 Request Mechanism for ABR and UBR

Again a piggybacking mechanism is preferable, but when not
possible (see the conditions in 2.2.2) the Identifier Splitting
Algorithm (with or without polling) can be used to allow
these connections to declare their bandwidth needs.

2.4 The Bandwidth Allocation Algorithm

The bandwidth allocation algorithm has to distribute per-
mits among the active connections based on: the service
class the connection belongs to, the individual contract pa-
rameters of the connection and the current state of the dif-
ferent queues in the MS (i.e. the bandwidth requirement
the MS has for each service category), see also [2].

CBR connections. The permits for CBR traffic are gener-
ated according to 2.2.1 and put in a "CBR/rt-VBR FIFO”
queue. For each MS (with an active CBR connection), the
central controller maintains a real valued counter, the CBR
Count Down Counter (CBR_CDC), which is set initially to
a value CBR_CDC(Init) equal to the number of slots cor-
responding to the Peak Emission Interval (PEI) of the CBR
connection. At each slot it is count down by 1 until zero (or

below). When the value reaches zero (or below), a permit
is generated for that CBR connection and the counter is in-
cremented by CBR_CDC(Init). The CBR/rt-VBR. queue
is emptied with the highest priority: when determining the
contents of the D3 slot, the CBR/rt-VBR FIFO queue is
checked and if not empty, permits are added to the list of
permits in the D3 slot on a FIFO basis.

rt-VBR connections. The requests that are received ac-
cording to 2.2.2 for rt-VBR traffic are converted into per-
mits, and are put into the CBR/rt-VBR FIFO queue at the
PCR of that connection, but taking into account the Sus-
tainable Cell Rate (SCR) and Maximum Burst Size (MBS)
by using a GCRA algorithm (token pool leaky bucket) (this
can be implemented by means of one counter). In more de-
tail, the BS maintains three real valued counters for every rt-
VBR connection: a Count Down Counter rt-VBR_CDC, a
Request Counter rt-V BR_RE(Q and a Leaky Bucket Counter
rt-VBR_LBC.

The rt-VBR_CDC is initialized at V BR_.C DC (Init) equal
to the number of slots corresponding to the Peak Emission
Interval (PEI) of the rt-VBR connection. At the end of each
slot it is count down by one. When the value reaches zero
(or below), the value of the rt-VBR_REQ is checked (we
use real values for the counters to support connections with
a fractional PEI).

e If the rt-VBR_REQ is zero the Count Down process
is put on a hold.

e Otherwise a permit is generated if it is conform to the
traffic contract. To check the conformance the rt-VBR_LBC
is maintained. If the permit is not conform its generation
is postponed until a conform time instance and the Count
Down process was put on a hold.

For the analytical model it is assumed that the Maximum
Burst Size (MBS) is not exceeded and therefore the influence
of the rt-VBR_LBC is not taken into account.

When a permit is generated the rt-VBR_REQ is de-
creased by one, while the rt-VBR_CDC is increased with
VBR_CDC(Init) and if necessary the Count Down process
is reactivated (i.e. starts counting down again).

The rt-VBR_REQ reflects the number of waiting cells
at the MS and is updated every time a request arrives. If,
during an update, the old value of the rt-VBR_REQ is zero
and if the Count Down process is put on a hold, the Count
Down Process is reactivated.

In the CBR/rt-VBR FIFO queue the permits for rt-VBR
traffic compete (among each other and with the CBR per-
mits) on a FIFO basis.

nrt-VBR connections. For nrt-VBR connections we use
the same method as for rt-VBR connections, except that
the permits are forwarded to the "nrt-VBR FIFO” permit
queue. This queue has the second priority.

ABR and UBR connections. The requests that are received
according to 2.2.3 for ABR traffic are first stored per MS into
an ABR-REQ Counter maintaining the number of permits
to be granted for ABR cells to that MS. The requests from
the ABR-REQ counter are then converted into permits by
writing them to the ”ABR FIFO” queue at the agreed PCR
of that ABR connection. The ABR FIFO queue obtains
the third priority. The requests that are received according
to 2.2.3 for UBR traffic are treated in a similar way as the
ABR requests, but written to a UBR FIFO queue (fourth
priority).



3 Performance Evaluation of the ISA scheme with Polling

3.1 System Description

An analytical model to compute the delay distribution and
the throughput when using the ISA with polling has been
developed in [4] and is presented briefly in what follows.

The Address Space. For this analysis we assume that each
MS has, at most, one connection of each traffic class. We
define n as the size of the MAC-addresses (in bits). When
an MS connects to the BS, possibly due to a handover, a
unique MAC address is assigned in a random way similar
to the procedure to generate the flow label in IPv6. For
the analysis we assume that there are 2" MSs within the
observed cell (i.e. all MAC addresses are used).

The Input Traffic. 'We assume that the MSs generate Pois-
son traffic with a mean of A requests per frame. As the
number of MSs is finite and equals 2", the probability mass
lying beyond the value of 2" is added to that of 2" to make
the distribution finite. Although in reality there exists a de-
pendency between the addresses that compete during con-
secutive collision resolution cycles (CCs), we assume that
this is not the case. Thus the addresses of the MSs taking
part in the scheme at the beginning of a collision resolution
cycle are uniformly distributed over the complete address
space.

The Number of Slots. To make the model more tractable,
we assume that a frame can allocate enough U2 slots to sup-
port a full level of the tree. Thus if the tree is resolved at
level i we need i + 1 — S; frames for that purpose, where
S; is the starting level. In order to make a fair comparison
between the ISA protocol with and without polling we as-
sume that the polling will only be done if all the remaining
addresses can be dealt with within one frame. The size of
the remaining address space that triggers the polling mech-
anism is denoted N,. To find this value, the BS just needs
to count the number of collisions N¢. Depending on the
result of this counting process it switches to polling or not.

The Starting Level. Suppose that at some point in time
the starting level equals S; and L is the length of this CC.
Then the new starting level S; obeys the following equation

max(S; — 1, Smin) L < B
min(S; + 1, Smax) L > Bn,

where B; and B,, are two predefined values.

3.2 Numerical Results

In this section we study the impact of the offered traffic load
A, the trigger value IV, the starting level S; and related val-
ues B, and B,,, on the mean delay, the delay density func-
tion and the throughput of the traffic using the contention
resolution scheme. The system parameters are set as follows:
the number of mobiles is 128, the arrival rate A of the gen-
erated traffic varies between 0.1 and 6 per frame, the three
values studied for IV, are 0, 20 and 40, the starting level S;
varies from level 2 to 4, corresponding to 4 to 16 minislots
(or 1 to 4 slots) and when studying a system with a dynamic
starting level, B, and B,, are set to 1 and 4 respectively. The
boundary values are Sy,in = 2 and Spa. = 4.
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Figure 2: The impact of Polling on the throughput

3.2.1 The Influence of the Polling Threshold

Figures 1 and 2 show the influence of the polling feature
of the ISA protocol on the mean delay and the through-
put. As expected we observe a tradeoff between the delay
and throughput characteristics: the sooner the ISA proto-
col switches to polling, the shorter the mean delay, but the
lower the throughput. This tradeoff depends upon the value
of Np.

3.2.2 The Influence of Skipping Levels

Figures 3 and 4 illustrate the impact of S; on the average
delay and the throughput. From these results, we may con-
clude that a higher starting level has a positive impact on
the delay especially for larger values of A. Unfortunately
a high price is paid for this in terms of throughput if X is
small. Figures 3 and 4 show (for IV, = 20) that the dynamic
scheme as proposed in Section 2.2.2. solves this problem.
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4 Packet Level Performance Characteristics

4.1 System Description

We assume that the traffic offered by the higher layer pro-
tocols (above ATM/AAL) is in the form of packets. These
packets are segmented at the AAL layer in a number of ATM
cells. In general this type of traffic is very well suited for a
piggybacking scheme, because a single request suffices to no-
tify the BS of the presence of all the ATM PDUs belonging
to a packet. Clearly there are two possibilities to transmit
this request. First it could be that the packet is generated
before the last PDU(s) of the previous packet(s) are trans-
mitted, in which case piggybacking is used. Otherwise the
request has to be delivered to the BS using the contention
channel, for which the ISA protocol combined with polling
is employed. Moreover, the following assumptions are made:

e The real time permit queue, containing the CBR and
rt-VBR permits, cannot be congested. This is easily guar-
anteed by making sure that the sum of the peak cell rates
of all the real time connections is less than the link rate.
Congestion is allowed in all permit queues other than the
CBR/rt-VBR permit queue.

e In the protocol definition the frame length is fixed,
while the number of U1 (U2) slots in such a frame is variable
and determined by the ISA protocol. For the analysis, we
assume that the number of U1 slots is fixed to F', while the
number of U2 slots is still determined by ISA, resulting in
a slightly varying frame length. As frames contain mostly
U1 slots (the number of U1 slots is between 72 and 80), this
assumption should hardly have any influence on the results.

The system described above is modeled using a single
server discrete time queue. The queue is fed by fixed length
packets, although it is easy to incorporate any type of dis-
tribution for the packet lengths. The service process of this
queue maintains a counter. This counter is incremented by
one every time unit and is reset to zero when it reaches a
value of F'. Clearly it corresponds to the position within one
frame in terms of U1 slots.

Furthermore, the discrete time process that governs the
packet arrivals has a different time scale as the service pro-
cess has. One time unit for the arrival process corresponds
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20.

to @ time units for the service process, with ) a divisor of F'.
Therefore packet arrivals can only occur if the counter value
of the service process is divisible by Q). Ideally @) equals one,
meaning that arrivals can occur at any time instance.

Finally, the service time of a single packet depends upon:
the packet length L, the PCR of the rt-VBR connection, the
delay distribution W of the contention channel, the remain-
ing service time of the preceding packets and the counter
value of the service process. The first three values are the
same for all packets.

For the system to be analytically tractable, the packets
generated at the MS must be sufficiently large such that the
time in-between the generation of the first and last permit
destined for a packet of length L, i.e. ;5}1?, is at least one
frame time.

4.2 The Packet Arrival Process

The arrival process in an MS is a discrete-time Markov
process belonging to the class of D-MAPs; very similar to
the Markov Modulated Bernoulli Processes (MMBP). An
m-state arrival process that belongs to this class is char-
acterized by a rate vector (B1,...,03m), that contains the
mean arrival rate associated with each of the m states, and
an m X m transition matrix D that governs the transition
probabilities between states. The matrix D can be written
as the sum of two matrices Dg and D;:

e (Do);,; equals the probability that no arrival occurs
and a transition from state i to state j takes place.

¢ (D,);,; equals the probability that an arrival does occur
and a transition from state i to j takes place.

As opposed to the MMBPs, transitions between states
are only allowed at arrival times. Therefore Dy is a diagonal
matrix diag(1 — 31,...,1 — m). Next we denote (D), ;
as the probability that a transition occurs from state i to
j under the condition that an arrival occured. Thus we

have the following relation (D1);; = % Finally the
m X m matrices Agn) contain the probabilities of having

i arrivals during n time units of the arrival process. By
only allowing state transitions at arrival times we get the



following distribution for I, the interarrival time:

(1-8)""4
: : (2)
(1 - ﬁm)k71ﬁm

where @; is the left stochastic steady state vector of ]31.
What makes this arrival process interesting is that we can
change the correlation between consecutive interarrival pe-
riods in a systematic way without changing the distribution
I. By definition this correlation equals
o Bllalasi] = B{LE[L] .
V/VAR[IL]\/VAR[I,11]

The mean value p = E[I,] = E[l,+1] and the variation
0” = VAR[I,] = VAR[I, 4] are found in a straightforward
way, while E[I,I,41] is found using the partial derivatives
of the joint generating function f(z1,22) = ZZ Zi P[I, =

iN It = j]zi2). Hence,
1/
ElloLosi] = @ diag(1/67,...,1/62) Dy |
1/Brm
To obtain this result we made use of the following identity
Dy i(Do)' " = diag(1/p1, ..., 1/B7).

We now show how to change the correlation in a system-

atic way without changing the distribution I. We define an
infinite set of arrival processes A(r),r > 1 with the same
rate vector (B1,...,0Bm). The matrices Do, Dy and D cor-
responding to the process A(r) are denoted by Dg,r, D1,

and ]ADM. The matrix Dy, is the same diagonal matrix for
all these processes. D1, is defined as

(D1,)ij = 7( 1:) ! iFj
(Di,r)ii =0 — Z(Dw)i,j-
i

Thus, all arrival processes A(r), r > 1, are determined by
the choice of A(1). It is easy to show that the interarrival
distribution I(r) is the same for all the processes A(r). On
the other hand, the correlation between successive interar-
rival periods increases with increasing r.

The sustainable cell rate SCR and the peak cell rate
PCR for this arrival process are chosen as SCR = L/(uQ)
and PCR = Lmax; 3;/Q, where L equals the packet length
and p is the mean packet interarrival time. Clearly both
these values are expressed in time units of the server process.

4.3 The Service Time

The analysis is performed on a packet level, as we are only
interested in the service time of packets and not in the ser-
vice time of individual ATM PDUs.

From the definition of the traffic scheduler in the BS, the
permits for the different cells belonging to the same packet
are placed in the CBR/rt-VBR permit queue according to
the PCR of the connection. From here on the CBR/rt-VBR
permit queue is simply called the permit queue, except when
stated otherwise. The presence of the permit queue intro-
duces some jitter into the distance between permits belong-
ing to the same packet. As a result their corresponding cells
are not exactly transmitted at the PCR.

As we observe the queue on a packet level, we are not in-
terested in the interdeparture times of consecutive cells of a
packet, but only in the interdepature time of the first and the
last cell of a packet. As we assumed that the permit queue
is never congested, we can approximate this interdeparture
time by the time in-between the placing of the correspond-
ing permits in the permit queue (which is especially true for
longer packets).

To find the service time of a packet, the following two
observations must be made:

e Piggybacking is possible if a packet finds a non empty
transmission queue upon arrival, otherwise the MS makes
use of the contention channel.

e During frame n, the BS schedules the uplink transmis-
sions for frame n + 1. Therefore once the BS is notified of
a cell arrival at the MS; at least a full frame length passes
before the actual transmission can occur.

Therefore, we distinguish three scenarios:

Scenario 1: The packet finds the transmission queue empty
upon arrival. Piggybacking is no longer an option and the
contention channel is used. Once the request is successfully
transmitted, at least one frame time will elapse before the
first cell is transmitted (see 2). Therefore, the service time
S is chosen as follows: S; = R+W +F+ [;5}12. The random
variable R denotes the remaining time until the counter of
the service process reaches zero again, W is the delay suf-
fered on the contention channel (a multiple of F), F is a
fixed value that corresponds with one frame, L is the packet
length and PCR the peak cell rate of the connection.

Scenario 2: The packet arrives in a non-empty transmis-
sion queue but the remaining service time of the preceding
packet(s) is smaller than one frame time. Due to the as-
sumption on the packet length L, this scenario can never
occur if more than one packet is backlogged at the MS.
Taking observation 2 into account, all preceding cells are
scheduled for transmission by the BS. Thus the service time
Sy of this packet depends on the remaining service time Rgs

of the preceding packet and is defined as S» = F—Rgs+ %.

Scenario 3: The packet arrives in a non-empty transmis-
sion queue and the remaining service time for the packet(s)
in front is at least a frame time. Therefore, not all pre-
ceding cells have been scheduled for transmission, otherwise
the remaining service time would be less than a frame time.
Also due to the assumption on the packet length L (4= is

PCR
bigger than F) we define the service time S3 by Sz = =

PCR"

4.4 Solving the Queueing Model

By observing the system at the time instants O,, that corre-
spond with the transmission epochs of the first cell of packet
n, we can describe the system by the vector (N, Pp,qn),
where N, denotes the number of backlogged packets (the
one being served is not accounted for), g, is the phase of
the arrival process (1 < g < m) and P, is the value of the
counter associated with the service process at time O,. To
further reduce the state space P, is rounded to the nearest
multiple of @) and therefore can be denoted as a value be-
tween 0 and F/Q) — 1 (again the most accurate results are
obtained with @ = 1). Furthermore, due to the approxi-
mations made in section 4.1 to 4.3, a Markov chain of the
M/G/1-type [1] can be obtained. Solving this Markov chain
results in the stationary probability vector of the process



at these epochs O,. Next, we calculate the queue length
distribution at the service completion times as follows:

L-—1

o (IpsrT) o
PQ=k= Y Y #P)ATTE

where 7;(P) is a row vector of length m that contains the
stationary probabilities of being in the states (i, P, j)7.; and
€ is a column vector of size m with elements equal to 1.
This is a consequence of the fact that the remaining service
time at the observed epochs O,, equals %. Clearly, with
probability P(Q = 0) a packet needs to make use of the
uplink contention channel.

Moreover, one can show that for an infinite capacity
FCFS stationary discrete time queue with no simultaneous
departures or arrivals, both the queue length distribution
at the departure times and the arrival times are identical.
Thus P(Q = k) is also the probability that a packet finds k
customers (packets) in front upon arrival.

5 Numerical Results

In this section we study the influence of the SCR, the PCR
and the correlation of the lengths between consecutive in-
terarrival periods on a number of performance measures of
an MS holding a single rt-VBR connection. The system pa-
rameters for the ISA protocol are set as follows (see [4]): the
number of mobile stations considered is 128, the aggregated
arrival process of all the MSs on the contention channel is
Poisson with a mean of A = 1 request per frame, the starting
level S is static and equal to two, the value N, that triggers
the polling mechanism is 20 and a single instance of the ISA
protocol is used.

To find the delay distribution W we refer to [4]. Apart
from the piggybacking probability we define the following
two performance measures:

5o L/PCR
~ P.L/PCR+ Py(L/PCR + E[W])
D = PRE[W]+P.,E[Q—1|Q>0]L/PCR,

with P, = P(Q = 0) and P, = P(Q > 0). The first E is a
measure for the efficiency of the scheme, the second D is a
measure of the delay experienced by packets in the MS.

The system parameter F' is fixed at 72. Ideally the pa-
rameter ) should be set at 1, meaning that arrivals can
occur at any time instance and the frame position P is repre-
sented by its true identity (and is not rounded to the nearest
multiple of @). On the other hand, the smaller Q becomes
the bigger the block matrices Q.,,» become and the more
of them are different from zero making the analytical model
less attractive. Therefore, we set () = 8 to improve the effi-
ciency of the model. Numerical investigations (not reported
here) have shown that the results for smaller values of @ are
very well approximated by the model with () = 8.

5.1 The Influence of the SCR and the PCR

The packet length L in figure 5 is set to 20, the rate vector
(# and the transition matrix D are the following:

2zy 2zy

B=(y zy) D=<1?y"’ 1"@) (4)

with 1/10 < y < 1/200 and z = 5/6,2/3,1/2 and 1/2.7272.
When z is fixed and y changes the SCR and the PCR are
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Figure 6: The impact of the SCR and the PCR on E

varied proportionally, thus the ratio f,gg is fixed. However,

varying = with a fixed y results in a fixed PCR but a variable
SCR.
Figures 5 and 6 show that for a fixed SCR more piggy-

backing and a better efficiency E is obtained as the ratio

% grows. Notice that this ratio is an indication of the

burstiness of the traffic source. Secondly, although rt-VBR
sources with a higher SCR achieve a higher piggybacking

percentage for fixed f,gg ratios (an effect that increases
SCR

S&5 ratios), their efficiency E is smaller. Figure
7 shows that better delays are achieved as the ratio %
decreases, a rather logical result as this ratio is a measure of
the load of the scheme. Secondly the delay decreases as the
SCR increases, because the workload is offered more gradu-

ally by higher bitrate sources.

with lower

5.2 The Influence of Correlation

In this section we study the influence of the correlation be-
tween the length of consecutive interarrival periods while
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keeping the interarrival distribution I fixed. In Section 4.1
we developed a framework that allows us to do so. In this
framework the arrival process A(1) is chosen as the one
that we used in Section 5.2 with z fixed at 1/2.7272 thus
% = g. We consider five different values for y resulting
in as many different SCRs. Although, in Figure 9 the pa-
rameter r is varied from 1 to infinity, the correlation does
not go to one when r approaches infinity because of the ge-

ometric nature of the arrival scheme.
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Figure 8 shows that this type of correlation is less im-
portant when studying the piggybacking capabilities or the
efficiency of an MS. However, in Figure 9 it is shown that
the correlation does have an important impact on the delay.
Indeed, more correlation leads to longer delays especially for
low bit rate traffic.
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Figure 9: The impact of the correlation on the delay D

6 Conclusions

A MAC protocol for a wireless ATM network using a variant
of the ISA algorithm to inform the BS about the bandwidth
needs of the MSs was proposed. Since the ISA scheme is
a key performance issue of this protocol, we evaluate its
performance in detail using an analytical model. We show
that the proposed scheme, enhanced by a mechanism of dy-
namically skipping the first levels, may lead to an optimal
trade-off between a low delay and a high throughput. A sec-
ond analysis is devoted to the evaluation of the influence of
the packet arrival process characteristics in the MSs on the
efficiency of the protocol and on the delay packets in the MS
experience to access the shared medium. In particular, the
impact of the following parameters on the packet access de-
lay and the protocol efficiency is investigated: the cell-level
ATM traffic parameters, PCR and SCR, and the correlation
between packet interarrival times.
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