
Performance Evaluation of a MAC Protocol for Wireless ATM NetworksSupporting the ATM Service CategoriesB. Van Houdt�, C. Blondia�, O. Casals#, J. Garcia# and D. Vazquez�� University of Antwerp, Dept. Mathematics and Computer Science,B 2610 Antwerp; Tel : +32-3-8202404, E-mail : fvanhoudt, blondia, dcortizog@uia.ua.ac.be# Polytechnic University of Catalunya, Computer Architecture Department,E 08034 Barcelona; Tel : +43-9-3-4016985, E-mail : folga,jorgeg@ac.upc.esAbstractThis paper presents a Medium Access Control (MAC) proto-col for broadband wireless LANs based on the ATM trans-fer mode, together with the evaluation of its performancein terms of throughput and access delay. Important char-acteristics of the MAC protocol are the way informationbetween the Mobile Stations (MS) and Base Station (BS) isexchanged and the algorithm used to allocate the bandwidthin order to support the service categories. The performanceis heavily in
uenced by the way the BS is informed about thebandwidth needs of the MSs. In order to obtain an e�cientsystem, a contention resolution scheme based on an Identi-�er Splitting Algorithm combined with polling is proposedfor that purpose, in case no piggybacking can be used. Adetailed analytical evaluation, both on cell level and higherlayer packet level, is performed, leading to an assessment ofthe e�ciency and the access delay of the system.1 IntroductionBroadband and mobile communications have become twomajor issues in the telecommunications community. Thestandardization of ATM, meant to be the technology for thefuture Broadband Integrated Services Digital Network (B-ISDN), and the widespread commercial success of wirelessstandards such as GSM and DECT have both raised theinterest in a technology allowing a wireless (indoor) access tothe high-capacity integrated-services wired networks alreadydeployed.The system we are considering in this paper has the fol-lowing characteristics. Consider a cell in an ATM networkwith a diameter of the order of 100m, consisting of a BSserving a �nite set of MSs by means of a shared radio chan-nel. The number of MSs is variable, as new MSs may enterthe cell and others may leave it. The BS is connected to anATM switch which supports mobility, realizing access to thewired ATM network. ATM PDUs arriving in the BS withdestination an MS are broadcasted downlink. ATM PDUsoriginating from an MS share the uplink radio channel us-ing a well de�ned access protocol. The netto bit rate of the

uplink and downlink channels is of the order of 25 Mbit/s(a gross rate of 50 Mbit/s). The access technique is TimeDivision Multiplexing Access (TDMA) and Frequency Divi-sion Duplex (FDD). The BS attributes to each MS a MACaddress consisting of 2 bytes. In addition, the BS maintainsfor each MS a table containing connection related informa-tion: type of service category, tra�c contract parameters,etc.The wireless MAC protocol considered in this paper wasintroduced in [5]. A key element of the proposed MAC pro-tocol is the Identi�er Splitting Algorithm with Polling, thecontention resolution mechanism used to let an MS informthe BS about its bandwidth needs when no piggybackingis possible. We de�ne an analytical model which allowsthe computation of the corresponding delay bounds andthroughput results for ATM PDUs which have to rely onthis scheme using the results obtained in [4]. In additionwe consider tra�c generated by higher layers in the MS andpropose an analytical model to compute the packet accessdelay caused by the proposed MAC protocol. We investigatethe in
uence of the tra�c characteristics on the e�ciency ofthe protocol and on the delay of upstream packets.Section 2 introduces the MAC protocol together withthe Identi�er Splitting Algorithm with Polling. In Section3, the performance critical part of the protocol, namely theISA scheme with Polling is evaluated and the impact of sys-tem parameters on the delay and the throughput are in-vestigated. Section 4 proposes a queueing model to derivepacket level performance measures. In particular, the an-alytical model leads to an assessment, using the results ofSection 3, of the delay a packet of a higher layer experiencesdue to the access protocol. Also the e�ciency to the proto-col is evaluated. This model is used in Section 5 to illustratethe in
uence of the parameters of the packet arrival processon the performance of the protocol. Conclusions are drawnin Section 6.2 The MAC Protocol Description2.1 Information Exchange between MS and BS and FrameStructureIn this section we describe the information exchange betweenan MS and the BS. Assuming there is a MAC protocol withcentralized controller located in the BS, each MS must beable to inform the BS about its bandwidth needs (requests)and the BS should be able to inform the MS about the re-ceived bandwidth (permits). A more detailed description isfound in [5].



2.1.1 PermitsIn order to be allowed to use the uplink channel, the MS hasto receive a permit from the BS. A permit (4 bytes) contains:the address of the permit's destination MS (2 bytes), theservice category of the connection receiving the permit (2bits) and an indication of the instant the MS can send anupstream PDU (i.e. the sequence number of the slot in thenext upstream frame) (14 bits).2.1.2 RequestsThe MS declares its bandwidth needs to the BS by meansof requests. A request (8 bytes) contains: the address ofthe MS that is issuing the request (2 bytes) and, per typeof service category (VBR, ABR, UBR), the number of cellsthat are waiting in the respective queues (3 times 2 bytes).There are two di�erent mechanisms to send requests: eitherby piggybacking or by using the contention resolution pro-tocol (in which case a slightly di�erent format is used, seeSection 2.2.1). Depending on the service category, a combi-nation of these mechanisms is used to declare the bandwidthneeds of the MS.2.2 Frame Structure2.2.1 Uplink Frame StructureThe uplink frame contains two types of slots, each havinga length of 106 bytes. The total number of such slots in aframe is set to 80, resulting in a constant frame length of8480 bytes.U1 slot (106 bytes): this slot is used to transmit an uplinkATM cell (53 bytes), together with a piggybacked request(8 bytes). A physical layer overhead of 45 bytes is usedfor error detection, a safe guard time and su�cient trainingsequences.U2 slot (106 bytes): a U2 slot is used to allow burstyVBR, ABR and UBR connections to inform the BS aboutthe need for a permit. It consists of 4 minislots used byone or possibly more stations during a contention cycle. Aminislot consists of the address of the MS using the minislot(2 bytes), an indication of the ATM service category thepermit is needed for (VBR, ABR, UBR: 2 bits), a queuelength indication of 6 bits for this service category, while theremaining 188 bits (848 / 4 - 16 - 8) are used to implement asafe guard time, some training sequences and the necessaryerror control bits. We limit the number of U2 slots to 8,leading to a maximum of 32 minislots (or contention slots)per frame.2.2.2 Downlink Frame StructureThe downlink frame contains �ve kinds of information. TheD1 slots contain the downstream ATM cells while the otherfour types of slots are used for control and feedback informa-tion. These slots are grouped together and will be treatedtogether with respect to training sequence and error correc-tion.D1 slot (88 bytes): this slot contains a downstream ATMcell (53 bytes), accompanied by the necessary physical layeroverhead (training sequence, error detection: 35 bytes). Eachdownlink frame contains 80 D1 slots.D2 slot (160 bytes): this slot is sent before the �rst D1slot in a frame and it is used to specify the addresses of thedestination MSs of the D1 slots of that frame, leading to animportant power consumption reduction.

D3 slot: this slot is used to inform the MS about thepermission to transmit a cell in the next upstream frame. Itcontains a variable number of permits, between 72 and 80.Each permit requires 4 bytes, hence the length of a D3 slottakes a value between 316 bytes and 288 bytes.D4 slot (2 bytes): this slot informs the MS which slots inthe next upstream frame are declared as U2 slots, i.e. canbe used for contention resolution. The o�set of the start isspeci�ed by means of 13 bits, while the number of slots usedis coded in 3 bits.D5 slot (4 bytes): this slot contains the feedback informa-tion for the MS about the result of the contention resolutionin the previous uplink frame. For each contention minislotthat was available in the previous uplink frame, an indi-cation is given whether there was a collision or not. Sinceeach participating MS knows which minislot it has used, thisindication is su�cient for the MS to know whether it wassuccessful or not.The control and feedback slots (D2, D3, D4, D5) togetherare protected by an error correction code. Moreover theyalso contain training sequences. A part of the remaining 958bytes is used for this purpose, the rest is used for signalingchannels (synchronization, paging and others). The totaldownlink frame length is then 8480 bytes, which is exactlythe same as the uplink frame length. Choosing equal lengthssolves a number of synchronization problems, in particularwith respect to the provided feedback (D5) and permit (D3)information.2.3 The Request Mechanism2.3.1 Request Mechanism for CBR Tra�cIn view of the regular arrival instants of PDUs in the MSof a CBR connection, and in order to reduce the overheadintroduced by the request mechanism, a polling scheme isused without explicitly sending requests. The Permit Dis-tribution Algorithm (see Section 2.3) generates at regularinstants (i.e. according to the Peak Emission Interval agreedat call setup for a CBR connection and maintained in a tablein the BS) permits for each MS with a CBR connection.2.3.2 Request Mechanism for VBR Tra�cDue to the variability of the cell rate, we can not use theabove scheme any longer. In principle a piggybacking schemeis proposed for this type of services as this introduces a min-imal overhead. However, this scheme fails in case the lastupstream cell leaves behind empty bu�ers and the VBR con-nection is still active (i.e. it will generate a cell in the future).In particular the �rst cell of a new burst needs a mechanismto inform the BS about its presence. For this we propose acombination of a contention resolution and polling scheme,called the Identi�er Splitting Algorithm with Polling.The Identi�er Splitting Algorithm (ISA) with Polling TheISA protocol was introduced by Petras in [3]. It is a dynamiccollision resolution algorithm that belongs to the class of thetree algorithms but where the splitting is based on the MACaddresses of the MSs instead of the more common coin 
ipprocedure. A contention cycle (CC) consists of a number ofconsecutive upstream frames during which the contention issolved for all requests that want to make use of this schemeat the beginning of the cycle. Requests generated by anMS during a CC intending to use the contention resolutionscheme have to wait for participation until the start of the



next CC. In the �rst frame of a cycle four contention min-islots are available (one entire slot), which can be used forcontention resolution (we start at level 2 of the tree sincewe have 22 minislots). The MS uses the �rst two bits ofits MAC address to decide which minislot it will use. TheBS checks which transmissions have been successful and in-forms the MSs that were involved in the scheme in the nextdownstream frame using a feedback �eld.Two situations are possible: either an MS sending in slotk, 1 � k � 4, was successful and will eventually be granteda permit by the BS to send an upstream cell, or there willbe a new attempt in the next (second) frame of the CC.This frame provides 2� l minislots if there where l minislots0 � l � 4, with collisions. The involved MSs apply thesame scheme again and each time the next bit of the MACaddress is used to decide which of the two minislots is usedto resolve the collision. Due to the delayed feedback, asan MS can only retransmit the request in the next framesince it must wait for the feedback, the tree is traversed ina breadth-�rst manner.The BS obtains more and more knowledge about the ad-dress ranges of the MSs that are still competing. Therefore,if the remaining address space is small enough (� Np) thecontention protocol can decide to switch to polling. Thevalue Np that triggers this polling mechanism is assumed tobe prede�ned. Using the feedback information, every MS byitself can perform the necessary calculation(s), to �nd outwhether the polling starts and which minislot to use.Let us now consider the ISA scheme when a number oflevels is skipped (i.e. more than 4 minislots are providedfor the �rst attempt). At �rst the starting level is �xed ata prede�ned value Sl. It is expected that this has a posi-tive impact on the delay. Apart from that, the throughputmight improve in case of high loads. Unfortunately, as willbe shown in the numerical results in Section 3.2, this re-sults in some extra throughput losses during silent periods.Therefore, we propose a scheme that changes the startinglevel Sl dynamically, between level Smin and Smax, depend-ing on the length of the previous contention cycle. To makethis decision, the system load � is not taken into account,as this value is hard to measure or predict in real systems.2.3.3 Request Mechanism for ABR and UBRAgain a piggybacking mechanism is preferable, but when notpossible (see the conditions in 2.2.2) the Identi�er SplittingAlgorithm (with or without polling) can be used to allowthese connections to declare their bandwidth needs.2.4 The Bandwidth Allocation AlgorithmThe bandwidth allocation algorithm has to distribute per-mits among the active connections based on: the serviceclass the connection belongs to, the individual contract pa-rameters of the connection and the current state of the dif-ferent queues in the MS (i.e. the bandwidth requirementthe MS has for each service category), see also [2].CBR connections. The permits for CBR tra�c are gener-ated according to 2.2.1 and put in a "CBR/rt-VBR FIFO"queue. For each MS (with an active CBR connection), thecentral controller maintains a real valued counter, the CBRCount Down Counter (CBR CDC), which is set initially toa value CBR CDC(Init) equal to the number of slots cor-responding to the Peak Emission Interval (PEI) of the CBRconnection. At each slot it is count down by 1 until zero (or

below). When the value reaches zero (or below), a permitis generated for that CBR connection and the counter is in-cremented by CBR CDC(Init). The CBR/rt-VBR queueis emptied with the highest priority: when determining thecontents of the D3 slot, the CBR/rt-VBR FIFO queue ischecked and if not empty, permits are added to the list ofpermits in the D3 slot on a FIFO basis.rt-VBR connections. The requests that are received ac-cording to 2.2.2 for rt-VBR tra�c are converted into per-mits, and are put into the CBR/rt-VBR FIFO queue at thePCR of that connection, but taking into account the Sus-tainable Cell Rate (SCR) and Maximum Burst Size (MBS)by using a GCRA algorithm (token pool leaky bucket) (thiscan be implemented by means of one counter). In more de-tail, the BS maintains three real valued counters for every rt-VBR connection: a Count Down Counter rt-V BR CDC, aRequest Counter rt-V BR REQ and a Leaky Bucket Counterrt-V BR LBC.The rt-V BR CDC is initialized at V BR CDC(Init) equalto the number of slots corresponding to the Peak EmissionInterval (PEI) of the rt-VBR connection. At the end of eachslot it is count down by one. When the value reaches zero(or below), the value of the rt-V BR REQ is checked (weuse real values for the counters to support connections witha fractional PEI).� If the rt-V BR REQ is zero the Count Down processis put on a hold.� Otherwise a permit is generated if it is conform to thetra�c contract. To check the conformance the rt-V BR LBCis maintained. If the permit is not conform its generationis postponed until a conform time instance and the CountDown process was put on a hold.For the analytical model it is assumed that the MaximumBurst Size (MBS) is not exceeded and therefore the in
uenceof the rt-V BR LBC is not taken into account.When a permit is generated the rt-V BR REQ is de-creased by one, while the rt-V BR CDC is increased withV BR CDC(Init) and if necessary the Count Down processis reactivated (i.e. starts counting down again).The rt-V BR REQ re
ects the number of waiting cellsat the MS and is updated every time a request arrives. If,during an update, the old value of the rt-V BR REQ is zeroand if the Count Down process is put on a hold, the CountDown Process is reactivated.In the CBR/rt-VBR FIFO queue the permits for rt-VBRtra�c compete (among each other and with the CBR per-mits) on a FIFO basis.nrt-VBR connections. For nrt-VBR connections we usethe same method as for rt-VBR connections, except thatthe permits are forwarded to the "nrt-VBR FIFO" permitqueue. This queue has the second priority.ABR and UBR connections. The requests that are receivedaccording to 2.2.3 for ABR tra�c are �rst stored per MS intoan ABR-REQ Counter maintaining the number of permitsto be granted for ABR cells to that MS. The requests fromthe ABR-REQ counter are then converted into permits bywriting them to the "ABR FIFO" queue at the agreed PCRof that ABR connection. The ABR FIFO queue obtainsthe third priority. The requests that are received accordingto 2.2.3 for UBR tra�c are treated in a similar way as theABR requests, but written to a UBR FIFO queue (fourthpriority).



3 Performance Evaluation of the ISA scheme with Polling3.1 System DescriptionAn analytical model to compute the delay distribution andthe throughput when using the ISA with polling has beendeveloped in [4] and is presented brie
y in what follows.The Address Space. For this analysis we assume that eachMS has, at most, one connection of each tra�c class. Wede�ne n as the size of the MAC-addresses (in bits). Whenan MS connects to the BS, possibly due to a handover, aunique MAC address is assigned in a random way similarto the procedure to generate the 
ow label in IPv6. Forthe analysis we assume that there are 2n MSs within theobserved cell (i.e. all MAC addresses are used).The Input Tra�c. We assume that the MSs generate Pois-son tra�c with a mean of � requests per frame. As thenumber of MSs is �nite and equals 2n, the probability masslying beyond the value of 2n is added to that of 2n to makethe distribution �nite. Although in reality there exists a de-pendency between the addresses that compete during con-secutive collision resolution cycles (CCs), we assume thatthis is not the case. Thus the addresses of the MSs takingpart in the scheme at the beginning of a collision resolutioncycle are uniformly distributed over the complete addressspace.The Number of Slots. To make the model more tractable,we assume that a frame can allocate enough U2 slots to sup-port a full level of the tree. Thus if the tree is resolved atlevel i we need i + 1 � Sl frames for that purpose, whereSl is the starting level. In order to make a fair comparisonbetween the ISA protocol with and without polling we as-sume that the polling will only be done if all the remainingaddresses can be dealt with within one frame. The size ofthe remaining address space that triggers the polling mech-anism is denoted Np. To �nd this value, the BS just needsto count the number of collisions NC . Depending on theresult of this counting process it switches to polling or not.The Starting Level. Suppose that at some point in timethe starting level equals Sl and L is the length of this CC.Then the new starting level S0l obeys the following equationS0l = ( max(Sl � 1; Smin) L � BlSl Bl < L < Bmmin(Sl + 1; Smax) L � Bm (1)where Bl and Bm are two prede�ned values.3.2 Numerical ResultsIn this section we study the impact of the o�ered tra�c load�, the trigger value Np, the starting level Sl and related val-ues Bl and Bm, on the mean delay, the delay density func-tion and the throughput of the tra�c using the contentionresolution scheme. The system parameters are set as follows:the number of mobiles is 128, the arrival rate � of the gen-erated tra�c varies between 0:1 and 6 per frame, the threevalues studied for Np are 0, 20 and 40, the starting level Slvaries from level 2 to 4, corresponding to 4 to 16 minislots(or 1 to 4 slots) and when studying a system with a dynamicstarting level, Bl and Bm are set to 1 and 4 respectively. Theboundary values are Smin = 2 and Smax = 4.
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Figure 1: The impact of Polling on the mean delay
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Figure 2: The impact of Polling on the throughput3.2.1 The In
uence of the Polling ThresholdFigures 1 and 2 show the in
uence of the polling featureof the ISA protocol on the mean delay and the through-put. As expected we observe a tradeo� between the delayand throughput characteristics: the sooner the ISA proto-col switches to polling, the shorter the mean delay, but thelower the throughput. This tradeo� depends upon the valueof Np.3.2.2 The In
uence of Skipping LevelsFigures 3 and 4 illustrate the impact of Sl on the averagedelay and the throughput. From these results, we may con-clude that a higher starting level has a positive impact onthe delay especially for larger values of �. Unfortunatelya high price is paid for this in terms of throughput if � issmall. Figures 3 and 4 show (for Np = 20) that the dynamicscheme as proposed in Section 2.2.2. solves this problem.
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Figure 3: The in
uence of skipping on the mean delay.4 Packet Level Performance Characteristics4.1 System DescriptionWe assume that the tra�c o�ered by the higher layer pro-tocols (above ATM/AAL) is in the form of packets. Thesepackets are segmented at the AAL layer in a number of ATMcells. In general this type of tra�c is very well suited for apiggybacking scheme, because a single request su�ces to no-tify the BS of the presence of all the ATM PDUs belongingto a packet. Clearly there are two possibilities to transmitthis request. First it could be that the packet is generatedbefore the last PDU(s) of the previous packet(s) are trans-mitted, in which case piggybacking is used. Otherwise therequest has to be delivered to the BS using the contentionchannel, for which the ISA protocol combined with pollingis employed. Moreover, the following assumptions are made:� The real time permit queue, containing the CBR andrt-VBR permits, cannot be congested. This is easily guar-anteed by making sure that the sum of the peak cell ratesof all the real time connections is less than the link rate.Congestion is allowed in all permit queues other than theCBR/rt-VBR permit queue.� In the protocol de�nition the frame length is �xed,while the number of U1 (U2) slots in such a frame is variableand determined by the ISA protocol. For the analysis, weassume that the number of U1 slots is �xed to F , while thenumber of U2 slots is still determined by ISA, resulting ina slightly varying frame length. As frames contain mostlyU1 slots (the number of U1 slots is between 72 and 80), thisassumption should hardly have any in
uence on the results.The system described above is modeled using a singleserver discrete time queue. The queue is fed by �xed lengthpackets, although it is easy to incorporate any type of dis-tribution for the packet lengths. The service process of thisqueue maintains a counter. This counter is incremented byone every time unit and is reset to zero when it reaches avalue of F . Clearly it corresponds to the position within oneframe in terms of U1 slots.Furthermore, the discrete time process that governs thepacket arrivals has a di�erent time scale as the service pro-cess has. One time unit for the arrival process corresponds
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uence on the throughput for Np = 0 and20.to Q time units for the service process, with Q a divisor of F .Therefore packet arrivals can only occur if the counter valueof the service process is divisible by Q. Ideally Q equals one,meaning that arrivals can occur at any time instance.Finally, the service time of a single packet depends upon:the packet length L, the PCR of the rt-VBR connection, thedelay distribution W of the contention channel, the remain-ing service time of the preceding packets and the countervalue of the service process. The �rst three values are thesame for all packets.For the system to be analytically tractable, the packetsgenerated at the MS must be su�ciently large such that thetime in-between the generation of the �rst and last permitdestined for a packet of length L, i.e. L�1PCR , is at least oneframe time.4.2 The Packet Arrival ProcessThe arrival process in an MS is a discrete-time Markovprocess belonging to the class of D-MAPs, very similar tothe Markov Modulated Bernoulli Processes (MMBP). Anm-state arrival process that belongs to this class is char-acterized by a rate vector (�1; : : : ; �m), that contains themean arrival rate associated with each of the m states, andan m �m transition matrix D that governs the transitionprobabilities between states. The matrix D can be writtenas the sum of two matrices D0 and D1:� (D0)i;j equals the probability that no arrival occursand a transition from state i to state j takes place.� (D1)i;j equals the probability that an arrival does occurand a transition from state i to j takes place.As opposed to the MMBPs, transitions between statesare only allowed at arrival times. Therefore D0 is a diagonalmatrix diag(1 � �1; : : : ; 1 � �m). Next we denote (D̂1)i;jas the probability that a transition occurs from state i toj under the condition that an arrival occured. Thus wehave the following relation (D̂1)i;j = (D1)i;j�i . Finally them � m matrices A(n)i contain the probabilities of havingi arrivals during n time units of the arrival process. Byonly allowing state transitions at arrival times we get the



following distribution for I, the interarrival time:P [I = k] = ~�10@ (1� �1)k�1�1...(1� �m)k�1�m 1A ; (2)where ~�1 is the left stochastic steady state vector of D̂1.What makes this arrival process interesting is that we canchange the correlation between consecutive interarrival pe-riods in a systematic way without changing the distributionI. By de�nition this correlation equalscorr = E[InIn+1]�E[In]E[In+1]pV AR[In]pV AR[In+1] : (3)The mean value � = E[In] = E[In+1] and the variation�2 = V AR[In] = V AR[In+1] are found in a straightforwardway, while E[InIn+1] is found using the partial derivativesof the joint generating function f(z1; z2) = PiPj P [In =i \ In+1 = j]zi1zj2. Hence,E[InIn+1] = ~�1 diag(1=�21 ; : : : ; 1=�2m) D1 0@ 1=�1...1=�m 1A :To obtain this result we made use of the following identityPi�1 i(D0)i�1 = diag(1=�21 ; : : : ; 1=�2m).We now show how to change the correlation in a system-atic way without changing the distribution I. We de�ne anin�nite set of arrival processes A(r); r � 1 with the samerate vector (�1; : : : ; �m). The matrices D0, D1 and D̂1 cor-responding to the process A(r) are denoted by D0;r, D1;rand D̂1;r. The matrix D0;r is the same diagonal matrix forall these processes. D1;r is de�ned as(D1;r)i;j = (D1;1)i;jr i 6= j(D1;r)i;i = �i �Xj 6=i (D1;r)i;j :Thus, all arrival processes A(r), r > 1, are determined bythe choice of A(1). It is easy to show that the interarrivaldistribution I(r) is the same for all the processes A(r). Onthe other hand, the correlation between successive interar-rival periods increases with increasing r.The sustainable cell rate SCR and the peak cell ratePCR for this arrival process are chosen as SCR = L=(�Q)and PCR = Lmaxi �i=Q, where L equals the packet lengthand � is the mean packet interarrival time. Clearly boththese values are expressed in time units of the server process.4.3 The Service TimeThe analysis is performed on a packet level, as we are onlyinterested in the service time of packets and not in the ser-vice time of individual ATM PDUs.From the de�nition of the tra�c scheduler in the BS, thepermits for the di�erent cells belonging to the same packetare placed in the CBR/rt-VBR permit queue according tothe PCR of the connection. From here on the CBR/rt-VBRpermit queue is simply called the permit queue, except whenstated otherwise. The presence of the permit queue intro-duces some jitter into the distance between permits belong-ing to the same packet. As a result their corresponding cellsare not exactly transmitted at the PCR.

As we observe the queue on a packet level, we are not in-terested in the interdeparture times of consecutive cells of apacket, but only in the interdepature time of the �rst and thelast cell of a packet. As we assumed that the permit queueis never congested, we can approximate this interdeparturetime by the time in-between the placing of the correspond-ing permits in the permit queue (which is especially true forlonger packets).To �nd the service time of a packet, the following twoobservations must be made:� Piggybacking is possible if a packet �nds a non emptytransmission queue upon arrival, otherwise the MS makesuse of the contention channel.� During frame n, the BS schedules the uplink transmis-sions for frame n + 1. Therefore once the BS is noti�ed ofa cell arrival at the MS, at least a full frame length passesbefore the actual transmission can occur.Therefore, we distinguish three scenarios:Scenario 1: The packet �nds the transmission queue emptyupon arrival. Piggybacking is no longer an option and thecontention channel is used. Once the request is successfullytransmitted, at least one frame time will elapse before the�rst cell is transmitted (see 2). Therefore, the service timeS1 is chosen as follows: S1 = R+W+F+ L�1PCR . The randomvariable R denotes the remaining time until the counter ofthe service process reaches zero again, W is the delay suf-fered on the contention channel (a multiple of F ), F is a�xed value that corresponds with one frame, L is the packetlength and PCR the peak cell rate of the connection.Scenario 2: The packet arrives in a non-empty transmis-sion queue but the remaining service time of the precedingpacket(s) is smaller than one frame time. Due to the as-sumption on the packet length L, this scenario can neveroccur if more than one packet is backlogged at the MS.Taking observation 2 into account, all preceding cells arescheduled for transmission by the BS. Thus the service timeS2 of this packet depends on the remaining service time RSof the preceding packet and is de�ned as S2 = F�RS+ L�1PCR .Scenario 3: The packet arrives in a non-empty transmis-sion queue and the remaining service time for the packet(s)in front is at least a frame time. Therefore, not all pre-ceding cells have been scheduled for transmission, otherwisethe remaining service time would be less than a frame time.Also due to the assumption on the packet length L ( L�1PCR isbigger than F ) we de�ne the service time S3 by S3 = LPCR .4.4 Solving the Queueing ModelBy observing the system at the time instants On that corre-spond with the transmission epochs of the �rst cell of packetn, we can describe the system by the vector (Nn; Pn; qn),where Nn denotes the number of backlogged packets (theone being served is not accounted for), qn is the phase ofthe arrival process (1 � q � m) and Pn is the value of thecounter associated with the service process at time On. Tofurther reduce the state space Pn is rounded to the nearestmultiple of Q and therefore can be denoted as a value be-tween 0 and F=Q � 1 (again the most accurate results areobtained with Q = 1). Furthermore, due to the approxi-mations made in section 4.1 to 4.3, a Markov chain of theM/G/1-type [1] can be obtained. Solving this Markov chainresults in the stationary probability vector of the process



at these epochs On. Next, we calculate the queue lengthdistribution at the service completion times as follows:P (Q = k) = F=Q�1XP=0 kXi=0 ~�i(P )A([ L�1PCR 1Q ])k�i ~e;where ~�i(P ) is a row vector of length m that contains thestationary probabilities of being in the states (i; P; j)mj=1 and~e is a column vector of size m with elements equal to 1.This is a consequence of the fact that the remaining servicetime at the observed epochs On equals L�1PCR . Clearly, withprobability P (Q = 0) a packet needs to make use of theuplink contention channel.Moreover, one can show that for an in�nite capacityFCFS stationary discrete time queue with no simultaneousdepartures or arrivals, both the queue length distributionat the departure times and the arrival times are identical.Thus P (Q = k) is also the probability that a packet �nds kcustomers (packets) in front upon arrival.5 Numerical ResultsIn this section we study the in
uence of the SCR, the PCRand the correlation of the lengths between consecutive in-terarrival periods on a number of performance measures ofan MS holding a single rt-VBR connection. The system pa-rameters for the ISA protocol are set as follows (see [4]): thenumber of mobile stations considered is 128, the aggregatedarrival process of all the MSs on the contention channel isPoisson with a mean of � = 1 request per frame, the startinglevel Sl is static and equal to two, the value Np that triggersthe polling mechanism is 20 and a single instance of the ISAprotocol is used.To �nd the delay distribution W we refer to [4]. Apartfrom the piggybacking probability we de�ne the followingtwo performance measures:E = L=PCRPnL=PCR+ P0(L=PCR+E[W ])D = P0E[W ] + PnE[Q� 1 j Q > 0]L=PCR;with P0 = P (Q = 0) and Pn = P (Q > 0). The �rst E is ameasure for the e�ciency of the scheme, the second D is ameasure of the delay experienced by packets in the MS.The system parameter F is �xed at 72. Ideally the pa-rameter Q should be set at 1, meaning that arrivals canoccur at any time instance and the frame position P is repre-sented by its true identity (and is not rounded to the nearestmultiple of Q). On the other hand, the smaller Q becomesthe bigger the block matrices Qm;n become and the moreof them are di�erent from zero making the analytical modelless attractive. Therefore, we set Q = 8 to improve the e�-ciency of the model. Numerical investigations (not reportedhere) have shown that the results for smaller values of Q arevery well approximated by the model with Q = 8.5.1 The In
uence of the SCR and the PCRThe packet length L in �gure 5 is set to 20, the rate vector� and the transition matrix D are the following:� = ( y xy ) D = � 1� 2xy5 2xy5xy5 1� xy5 � (4)with 1=10 � y � 1=200 and x = 5=6; 2=3; 1=2 and 1=2:7272.When x is �xed and y changes the SCR and the PCR are

0.02 0.04 0.06 0.08 0.1 0.12 0.14
0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Sustainable Cell Rate (SCR)

P
er

ce
nt

ag
e 

of
 p

ig
gy

ba
ck

ed
 p

ac
ke

ts

Influence of the PCR and SCR

SCR/PCR = 8/9
SCR/PCR = 7/9
SCR/PCR = 6/9
SCR/PCR = 5/9Figure 5: The impact of the SCR and the PCR on P (Q = 0)

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

Sustainable Cell Rate (SCR)

E
ffi

ci
en

cy

Influence of SCR and PCR

SCR/PCR = 8/9
SCR/PCR = 7/9
SCR/PCR = 6/9
SCR/PCR = 5/9

Figure 6: The impact of the SCR and the PCR on Evaried proportionally, thus the ratio SCRPCR is �xed. However,varying x with a �xed y results in a �xed PCR but a variableSCR.Figures 5 and 6 show that for a �xed SCR more piggy-backing and a better e�ciency E is obtained as the ratioSCRPCR grows. Notice that this ratio is an indication of theburstiness of the tra�c source. Secondly, although rt-VBRsources with a higher SCR achieve a higher piggybackingpercentage for �xed SCRPCR ratios (an e�ect that increaseswith lower SCRPCR ratios), their e�ciency E is smaller. Figure7 shows that better delays are achieved as the ratio SCRPCRdecreases, a rather logical result as this ratio is a measure ofthe load of the scheme. Secondly the delay decreases as theSCR increases, because the workload is o�ered more gradu-ally by higher bitrate sources.5.2 The In
uence of CorrelationIn this section we study the in
uence of the correlation be-tween the length of consecutive interarrival periods while
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Figure 7: The impact of the SCR and the PCR on Dkeeping the interarrival distribution I �xed. In Section 4.1we developed a framework that allows us to do so. In thisframework the arrival process A(1) is chosen as the onethat we used in Section 5.2 with x �xed at 1=2:7272 thusSCRPCR = 59 . We consider �ve di�erent values for y resultingin as many di�erent SCRs. Although, in Figure 9 the pa-rameter r is varied from 1 to in�nity, the correlation doesnot go to one when r approaches in�nity because of the ge-ometric nature of the arrival scheme.
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Figure 9: The impact of the correlation on the delay D6 ConclusionsA MAC protocol for a wireless ATM network using a variantof the ISA algorithm to inform the BS about the bandwidthneeds of the MSs was proposed. Since the ISA scheme isa key performance issue of this protocol, we evaluate itsperformance in detail using an analytical model. We showthat the proposed scheme, enhanced by a mechanism of dy-namically skipping the �rst levels, may lead to an optimaltrade-o� between a low delay and a high throughput. A sec-ond analysis is devoted to the evaluation of the in
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