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Abstract The standardization bodies have defined the Dynamic Ge@etldRate Algo-
rithm (DGCRA) as the Conformance Definition for ABR. This alighm may
be implemented in the Usage Parameter Control (UPC) focipgli In this
paper we describe an equivalent queuing model of the DGR@Awarsolve this
model using a matrix analytic approach. The analyticalltesue validated by
simulation.

1. INTRODUCTION

The ABR Service has been defined to efficiently multiplex sesrthat
can adapt their transmission rate to the congestion stdteafetwork. In this
scheme, a source maintains the Allowed Cell Rate (ACR) pat@rthat defines
the maximum rate at which cells may be scheduled for trarsamis This
parameter is controlled by special control cells calleddRexe Management
Cells (RM-Cells). RM-Cells are transmitted embedded inDaga-Cell flow
from the Source End System (SES) to the Destination End Ry&DES).
The DES *“turns around” the RM-Cells, which are sent back &0SES along
the same path carrying congestion information. Dependimthe congestion
information received in the RM-Cell, the SES increases orekeses the ACR.
A detailed description of the ABR Service can be found in ATbfim, 1996.

*The first and third authors of this work were supported by th@istry of Education of Spain under
grant TIC96-2042-CE. The second and fourth authors werpastgd by theVlaams Actieprogramma
Informatietechnologieinder project ITA/950214/INTEC.



The Conformance Definition for ABR is the Dynamic Generic |Ghte
Algorithm (DGCRA). Itis based on the GCRA, which has beenrdfias the
conformance definition for the PCR/SCR of CBR and VBR sercategories.
The decision of cell conformance in the DGCRA is made by méaguhe
inter-cell arrival time of a connection and checking whethealeviates from
the inverse of the expected rate less than a tolerance cdliédelay Variation
Tolerance (CDVT). The CDVT is negotiated at the connectitrup and is an
upper bound of the unavoidable CDV introduced by the ATM tdy@actions
and multiplexing stages up to the measuring point. A netvagé&rator may
use a Usage Parameter Control (UPC) which considers asordarming the
cells with a CDV higher than the CDVT. Non-conforming cellayrbe marked
or discarded. Consequently, a correct dimensioning of tB¥ Tis needed to
guarantee a low non-conforming cell probability at the UPC.

In order to compute the expected rate, the UPC keeps trackeofate
changes conveyed by the RM-Cells. These rate changes aiedappthe
forward direction, after the round trip delay between thedhd the source.
Since this round trip delay is variable, the standard specifhat two time
constants referred to as and 3 have to be given with the CDVT at the
connection set up. These are respectively an upper and a bmvad of the
round trip delay between the UPC and the source. If these delands are
not set correctly, the UPC may not compute the expected rapegdy, causing
cell rejection.

The paper is organized as follows. We first give a definitiothef DGCRA
in Section 2. In Section 3 we describe an equivalent queuiadeinfor the
DGCRA. Section 4 presents a detailed description of theytinal model used
in the evaluation. This model is solved using a matrix amedytapproach
as shown in Section 7. Section 8 gives numerical resultsradatafrom the
analytical model. The results are validated by simulatieinally, in Section 9
some concluding remarks are formulated.

2. SPECIFICATION OF THE DGCRA

The DGCRA has been defined by the ATM Forum as the conformance
definition for an ABR connection. At arrival instant of cell conformance is
decided by measuring the CDV valyg = ¢, — a,, Wherea,, is the arrival
epoch and:, is the theoretical arrival time. Cell is non-conforming ify,, is
greater tharnr and is conforming otherwise. The parameteiis the CDVT
for the ABR connection. This notation is used in the stand@rtl Forum,
1996 and we will indistinctly use CDVT and in the rest of the paper. The
theoretical arrival time is computed at each cell arrivathwihe following
algorithm:



After the initializationsLVSTy = ay, I = Iy, the set of theoretical arrival
times{c, },»>0 is computed at the arrival epochs as:

Cn = IVST, 1+ min(I% I,)
VST, — max(ck,ar) if yr <71 (cell conforming)
no vSsr, if 7 <wy, (cellnonconforming) (1)

I, if y, <7 (cell conforming)

Iold _ : -
! 124, if 1 <y, (cellnonconforming)

LVST,,_; stands for the Last Virtual Scheduled Time at eelirrival. The
theoretical arrival time,, is given byLV.ST,, 1 plus anincrement mig°'¢, , 1,,)
equal to the inverse of the expected emission time that dimeilused by the
source between cell — 1 andn. I, is the inverse of the last rate change to
be received by the source before celiemission. This is computed by the
DGCRA based on the feedback conveyed by the backward RMlae&lup to
cell n arrival timea,,. The algorithm takes miii2'%, , I,,) because the first cell
received after a new increasg is scheduled may be received at this increase
or at the previous incremerif'é, . By taking the minimum the algorithm stays
on the safe side.

The computation of the sequenkegis not an easy task because a change of
rate conveyed by a backward RM-cell received at the meagpomt at a given
time may be applied to the forward cell flow after a delay eqoitthe round trip
delay between the measuring point and the source. To copehist problem
two time constants,; and 3 have been introduced which are respectively an
upper bound and a lower bound of this round trip delay. Funtoee, two
algorithms “A” and “B” have been defined to determifie(see ATM Forum,

1996 for details).

3. QUEUING MODEL

The GCRA can be modeled as a single server queue with a wdriiating
time) limited to the CDVT (see e.g. Roberts et al., 1996).sTqueuing model
can be extended to the DGCRA conformance definition givergoggons (1).
In the model we make the following assumptions: (i) the saate changes
followed by the source are policed by the DGCRA, (ii) the DGR able to
properly schedule the increments corresponding to these rate changes, (iii)
the source schedules cell transmissions at a new rate atroédbkion times.
With these assumptions, when celarrives at the DGCRA the incremehy is
equal to the source emission interval betweeneeahd celln 4+ 1. This will
be our definition off,, in the rest of the paper.

The behavior of the queuing system which we use to model thER&S
is shown in the time diagram of Figure 1. In this queuing matel cells
correspond to customers. The service time is the incremapiteal by the
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Figure 1 CDV introduced by an intermediate network (a) and the watlat the equivalent
gueuing model of the DGCRA (b).

DGCRA and the theoretical arrival time of cellis the departure time of the
previous accepted celt,( in the figure). The CDV valug,, of Equations (1)
is given by the workload of the queue whgn > 0. Therefore, when a cell
arrival finds a workload higher than the CDVT, a non-confarghcondition is
given.

Note that the increment added at the eelhrrival epocha,, in (1), is the
service time to be added at the cell arrival epagh; in the equivalent queuing
model. In other words, the workload increment added at theashepocha,,
in the queuing model is the increment that would be added &¥DIBCRA at
the cell arrival epochu,, 1, and is therefore given by mifi’'d, ., ) if cell
n + 1 is accepted, and 0 otherwise. For sake of simplicity, in Fédiuwe have
approximated this by adding miff'?, I,,,1) to the workload if the celh is
accepted and O if celt is not accepted.

4. MODEL USED IN THE EVALUATION

In order to evaluate the DGCRA we consider an ABR source pilaked
with a VBR source into a single switch . The VBR source hasdritrity over
the ABR source. This multiplexing stage models the jittéraduced in the
intermediate network shown in Figure 1.

The assumptions made in the equivalent queue of the DGCReided
in Section 3 apply to our model. Note that these assumptiomdyithat the



ABR source generates as much traffic as possible withoudtingl the allowed
cell rate (ACR). We also assume that the ACR is not fixed byrlermediate
network but by the switches located after the UPC (such tmatiPC can
keep track of these rate changes). This is a foreseeablatigitu at least
as long as the VBR and the ABR sources do not cause a heavystionge
condition at the switch in the intermediate network. As alljkconsequence
of these assumptions, we consider the VBR and the ABR rategeisato be
independent.

Finally, we assume a propagation delay equal to zero betineeldPC and
the ABR source. This is a plausible assumption since it isadftelay which
should have no influence on the policing function. We alsosiar that a
backward RM cell experiences no delay between the UPC arsBResource.
With these assumptions the only component of the round &lpydbetween
the ABR source and the UPC considered in our model is the dieiepduced
by the switch in the intermediate network.

In the following we give a detailed description of the aniaigt model
considered for each device.

4.1 THE ABR SOURCE BEHAVIOR

The ABR traffic thatis multiplexed together with the VBR bgosund traffic
is described here. A set @f cell ratesr;, s = 1, ..., N is associated with the
ABR source. The ABR source always transmits at one of thease far which
we have: MCR< r; < ... <ry_1 <ry <PCR

The parameters MCR and PCR represent the minimum and pdalateel
of the ABR connection. When the ABR source is transmittingasgr;, i =
1,..., N, acellis forwarded respectively everyr;, i = 1, ..., N, slots. In our
analytical model we neety/r;, i = 1, ..., N to be an integer value.

The source behavior can be modeled by associatjng states to each
possible rate;. We denote these states tayj), i = 1,...,N; j =1,...,1/r;.
We say that the ABR source is in statej), j = 1,...,1/r;, when it is
transmitting at rate;. As long as the cell rate remains the same, e;gthe
states(i, 1) to (4, 1/r;) are traversed periodically. i.e. at each slot a transition
occurs from(s, j) to (¢, j+1), j = 1,...,1/r; — 1 (note that in case df/r; = 1
there is only one of these states, the stat¢), and the ABR source remains
in it until a transition to a different rate state occurs). élés only transmitted
in state(s, 1/r;) and no cell is generated in statgsl) to (¢, 1/r; — 1).

The ABR source considered here schedules cell transmssat@new rate at
cell emission times (th@, 1/7;), i = 1, ..., N states in our model). Therefore,
when a rate change occurs, e.g. frepo r;/, there is a transition from state
(¢,1/r;) to state(i’, 1). We denote by?:(i,i'), 4,3’ = 1,..., N the probability
that such state transition occurs and assume that they ateWiian.



4.2 THE BACKGROUND TRAFFIC

We consider as background traffic a VBR source which will bdtiplexed
together with the ABR source at the switch. This VBR sourcmdgleled by
a Markov Chain withM states, each with an associated rate. We say that the
source is in staté when it is transmitting atrate,, £k = 1, ..., M. These rates
obey the following relationy; < vy < ... < wvps

A cell is generated by the VBR source with probability while being in
statek, k = 1,..., M. The VBR source can change its state at the end of each
slot. We defineRq:(k, k') as the probability that a transition occurs from state
k to statek’, (k, k' = 1,..., M). Notice that these transitions are independent
of the ABR rate changes.

4.3 THE SWITCH

The switch which precedes the UPC device is used to modeittiregaused
by the intermediate network on the ABR traffic. The input oftBwitch
consists of an ABR and a VBR traffic stream generated by ttifictissources
described above. As the VBR traffic has full priority over thBR source and
the VBR source never generates more than one cell in a seogwitch only
needs a buffer to store delayed ABR cells. Delayed ABR cefid@warded
by the switch towards the UPC device when there is no VBR cellad. If a
VBR cell arrives, this cell is forwarded and the ABR cells éaw wait.

4.4 THE UPC DEVICE

In our model the current state of the UPC device is charasgdrby its
workloadU as described in Section 3. Recall from Section 3 that the wadk
U is increased by mif"?  1,,,,) upon the arrival of cell, if the cell is
accepted, and is decremented by one at the end of each slotsak® of
simplicity we have taked, instead of mig7°'¢, I,,, ;) in the analytical model.
The validity of this approximation is checked by simulation

As described in Section 2, the expected rate at the inteifacemputed
taking into account the upper and lower bounds of the roupdlalay between
the UPC and the source; andr; respectively. In order to see the influence
of these delay bounds we have considered two scenarios.e Ifirsh one we
model a UPC which immediately applies a rate change wherdatda: This
is equivalent to setting, = 73. Clearly, if there are delayed cells at the switch
buffer when a rate decrease occurs, these will be likely idensd as non
conforming (because an increment higher than the emisatenval used by
the source will be applied at the UPC).

In the second scenario we consider a UPC witiproperly set to an upper
bound of the round trip delay between the UPC and the souraeh & UPC



guarantees that no higher increment than the emissiorvattesed by a “well
behaving” source is applied at the UPC. We refer as “well tielgdl a source
that follows the rate changes conveyed by the backward RN&-Cidote that
this is the kind of source we use in our model. In the followihg analytical
model we use for these two scenarios is described.

5. SCENARIOWITH 75 = 73

In this case we consider a UPC which does not apply a timeataterto the
scheduled rate changes. Since in our model we consider agmtpn delay
equal to zero, we have = 73 = 0. In our model this is equivalent to using the
inverse of the rate associated with the ABR state at the tivaea cell arrives
at the UPC. Clearly this is not necessarily the rate of the AB&ce when this
cell was generated, as the rate of the ABR source might haaegehl if the
cell was delayed in the switch.

We recall that as long as the ABR cell rate remains the samergit tra-
verses the statds, 1), ..., (4, 1/r; ) emitting one cell and possibly changing the
rate in statdi, 1/r;). Therefore, we usg¢/r;, : = 1,..., N as the increment,
associated with the statésj), j = 1,...,1/r; — 1. The increment associated
with the state(s, 1/r;) depends on whether or not a rate change occurs. If no
rate change occurs the incremarit; is used, otherwise we usgr; where
ry represents the new rate.

Note that we are making the following approximation. In al gtuation
with 79 = 73 = 0 the UPC would apply/,, immediately after the backward
RM-Cell conveying the new rate traversed the UPC. In our rhégles applied
when the ABR source effectively performs the rate changéchwvhappens at
the cell emission epoch. This approximation is confronteth wimulation
results.

6. SCENARIO WITH =, PROPERLY TUNED

In this case the UPC postpones the scheduled rate decreatilesfter a
delay boundr, > 73. Since in our model we consider a propagation delay
equal to zero, this implies that during the first slots after the scheduling
of a rate reduction (fromr; to r;/), the UPC will continue to use the smaller
incrementl /r;.

We approximate this scenario by flushing the switch buffehdane that a
rate reduction occurs. To assess the increments at the URGevihe same
rules as in the previous scenario. Note that by doing this wagantee that no
higher increment than the emission interval used by theceowill be applied
to a cell arriving at the UPC.

To be able to solve the analytical model, the flushing is oelyggmed with
probability 1 — «, wherea is small, e.g.a < 10~ ' (see Appendix A.2).



7. PERFORMANCE ANALYSIS

The system is observed at the end of each time slot. A MarkairCis
obtained by looking at the stochastic vector:

(QU,(i,5), k) )

Where () represents the queue length of the buffer inside the swiith,
equals the remaining workload at the URC,j),7s = 1,...., N;5 = 1,....,1/r;
is the state of the ABR source ahgk = 1, ..., M the state of the VBR source.

Denote byP(S,S’) the one slot transition probability from statg =
(Q,U,(i,5),k) to stateS’ = (Q',U',(+,5'),k"). By ordering the states
(Q, U, (4,7), k) lexicographically the probabilitie® (S, S") define a stochastic
transition probability matri>P with the block structur® = (Q,,,). The sub-
matricesQ,,, govern the statéU, (i, j), k) transitions when a queue length
change fromm ton occurs. Therefore),, , are square matrices of order equal
to U,naz + 1 times the number of ABR states times the number of VBR states,
whereU,,., is the maximum workload. Notice théf,,., = ™ + 1/rmin,
wherer,,;, is the minimum of the cell rates considered for the ABR source
In the Appendix we describe how to derive the malixand how to find the
stationary probabilities in each scenario.

Having calculated the stationary probability vector of girecess (2), we
denote its components as$Q, U, (i, ), k), i.e. the probability that we are in
state(Q, U, (i,7), k). The rejection probability can then be found as:

> 2 Yw(@Q.U, (i, 4) k) (1 —wg) + 30 Som(0,U, (4, 5), k) (1 — wvg)

Q>1 U> ij.k U> ik
T1+1 T1+1
Z Z W(QaUa (Zaj)uk) (1_'Uk)+ Z W(OaUa (271}_7)7k) (1_Uk)
Q>1U,i,g,k U,ik )

8. NUMERICAL RESULTS

In this section we show the numerical results obtained withanalytical
model described in Section 7. In order to validate the arwalymodel, all the
results shown in this section have been verified by simuiatio

We have used two different rates for the ABR source. In ordeassess
Per(i,4"), i,i" = 1,2 we have assumed that a Markovian process governs the
rate changes. This process alternatively changes betweestates, namely
E;, i = 1,2. In this model a change into a certain stdie represents a
backward RM-Cell arrival conveying a new rate equattoTherefore, when
the ABR source is in statg, 1/r;), i = 1,2, a change to statg’, 1) occurs if
E;, i' = 1,2 s the current state. We have taken the sojourn time in eath st
E;, i = 1,2, to be the same and equalgdalots. With these assumptions we



Paivi) = 3 (M7 Y1/ (0 1y

1[(i =i andn is ever or (i # i’ andn is odd)|, i,i" = 1,2

where we use the indicator functidficondition equal to 1 ifconditionis true

and 0 otherwise. Note that as long as the inverse of the AB& ligtsmall
compared tg, the mean time between two consecutive rate changes of the
ABR source is equal tp. Thus, we will refer tol /p as the ABR rate change
frequency.

For the VBR source only one state is possible, and thus oeeralObvi-
ously Re:(k, k') = 1, k, k' = 1. Note that the switch load in this model is
approximately given byp = vy + (11 + r2)/2

In the following we first investigate the validity of the aptital results by
comparing them with the simulation results. Then the figaresanalyzed, in
order to derive some engineering rules.

8.1 VALIDATION

In the simulation we have used the DGCRA given by Equatiomddreover,
the approximations made in the analytical model to makadtable have been
removed.

Figures 2.A and 2.B correspond to the scenario wheiie properly tuned.
The figures show a good agreement between the analytical iandaton
results. Only when there is a heavy load and the ABR rate @ahftaguency is
high, the model yields an underestimated rejection prdibabi

This can be explained by the following reasoning. If the guieagth flushed
when there is a rate reduction, e.g. fregrio r;, is small compared to the cells
emitted by the source while the rate wasthis approximation will clearly have
a small influence on the rejection probability. Therefohe, &pproximation is
worse for high loads and small sojourn times in the statels igher rates.

Figures 3.A and 3.B show the analytical and simulation tssidr the
scenario wherey = 73. In these figures we can see that the analytical model
gives a good approximation for high loads, but it becomese®arhen the load
decreases. To explain these results we have to take intoi@icttee two main
reasons that may lead to a cell rejection in this scenariothé jitter of the
ABR cell stream and (ii) the usage of an increment higher tharsource cell
emission interval.

The analytical model is able to capture very well the celjsated due to
condition (i). When the load is high, the condition (i) is goeninant and thus
the analytical model yields a good approximation. For lol@ads, condition
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(i) is only predominant when the CDVT is close to zero. Whea @DVT
increases, cell rejection is mainly due to (ii). When thipfens the analytical
model shows that the rejection probability remains neaolystant.

When condition (i) is predominant, Figures 3.A and 3.B shbat the ana-
lytical model is initially more optimistic (it yields lowerejection probability),
and then the curve obtained by simulation falls down showistep behavior.
The optimistic results are explained because the rate elsaarg applied later in
the analytical model than in the simulation (remember tht changes occur



at the cell emission epochs in the analytical model and ab#ttkward RM-
Cell arrivals in the simulation). The steps are caused kscanin( 124, I,, 1)

is used in the simulation whil&, is used in the analytical model. This makes
that each time a rate increase occurs in the simulator, eom ; to r;/, the
workload is increased by/r; instead of by the emission intervalr;, which
causes an average reductior pf; — 1 /r;;. Consequently, each time the CDVT
added to these reductions compensates the wrong increment®oned above,
there is a reduction on the rejection probability.

The former differences between the simulator (which mothelseal DGCRA)
and the analytical model could be removed. However, thidadvoonsiderably
increase the complexity of the analytical model. For din@mag purposes
the scenario withr, properly tuned would be used, and in this scenario these
differences do not have any influence.

Finally, Figure 4 shows the analytical and simulation resswhen there are
no ABR rate changes. Without rate changes there are nodtiffes between
the two scenarios considered in this paper. Moreover, midase there are no
differences between the simulation and analytical mod€lss is confirmed
by Figure 4 which shows a perfect agreement of the analyaicdlsimulation
results.

8.2 ANALYSIS

The Figures 2-4 show the influence of the following items amréjection
probability:

Tuning of ther, delay bound,

jitter on the ABR stream (the higher the VBR rate, the higlherjitter),

difference between the ABR rates,

frequency of the ABR rate changes.

In Figure 2 we can see that whenis properly tuned, the rejection probability
decreases exponentially when increasing the CDVT for lowdderated loads.
In this case rejection probabilities 0~ can be reached with CDVT in the
order of tens. Moreover, the frequency of the ABR rate charges little
influence on the results.

Figure 3 shows that when, is not properly set, the rejection probability
has a major degradation. Moreover, the rejection proligilibhes not decrease
exponentially with the CDVT and is much more sensitive tofteguency of
the ABR rate changes.

Figure 4 shows the rejection probability when the ABR souate does not
change. Note that the average load of the ABR source is niraéta&onstant
in all the figures (approximately equal to 0.2). By compariigure 4 with



the other figures we can see that the higher the differendegeba the ABR
rates (while maintaining the same load) the higher the tiejegrobability.
The figures also show that this effect increases very rapitly an increasing
overall load.

9. CONCLUSIONS

In this paper we have investigated the parameter dimemgjanithe con-
formance definition for the ABR Service, the Dynamic Genetiell Rate
Algorithm (DGCRA). We have proposed an equivalent queuirogieh of the
DGCRA and we have solved this model using a matrix analyfragech. The
analytical results have been validated by simulation.

In the DGCRA three parameters are negotiated at the coonesitup: the
Cell Delay Variation Tolerance (CDVT), and the upper anddoWwounds of
the round trip delay between the UPC and the soutcandr; respectively.

In the model we have considered the jitter introduced by a \éBiRce on an
ABR cell stream sharing a common multiplexing stage. Theehsdows the
influence of the following parameters on the rejection philitst at the UPC:
(i) Tuning of ther, delay bound, (ii) jitter on the ABR stream (the higher the
VBR rate, the higher the jitter), (iii) the difference bewvethe ABR rates, (iv)
the frequency of the ABR rate changes. These are invedtigate/o scenarios
which show the influence af:

1. Scenario withr, properly tuned:

= For loads low to moderate, the rejection probability desesaexponen-
tially when increasing the CDVT. In this case, rejectionhabilities of
10~? can be reached with CDVT in the order of tens.

m  The higher the differences between the ABR rates (while taaiimg
the same load) the higher the rejection probability. Thisafincreases
very rapidly with increasing overall loads.

= The frequency of the ABR rate changes has a minor influencéen t
rejection probability.

2. Scenario withy = 73 (the UPC does not apply a time tolerance to the
scheduled rate changes):

»  Compared with the former scenario, results show a majoratdkgion
of the rejection probability. This probability does not degise exponen-
tially when increasing the CDVT, but decreases at a slowter ra

= Frequency and amplitude of the ABR rate changes have a raivark
influence on the rejection probability.



Appendix: Solution of the Transition Probability Matrix
A.l SCENARIOWITH m = 13

Since the ABR source can only emit one cell at each #1608, S’) elements
with queue length increments or decrements higher thaniand@' — Q| >
1) are zero. Moreover, the transitions are exactly the samelfovalues
with @ > 1. Therefore, we defineBy = Qoo, Ao = Qnii . 7 > 0,
Ay =Quu, n>0andAy; = Q, .41, n > 0. This yields the following
structure for the matri®:

B, A, 0 0
Ay A, Ay, 0 ...

The following partitioned solutioftry, 71, ...) of the stationary probabilities
exists for this type of processes (see Neuts, 1981)#= 0, 1, ... are vectors
of length equal to the order of the blocks of the maf)x

m, = mo RF JE>1
Ty = T [Bo +RAO} (AZ)
m(I-R) le=1

whereR has the same order &;. 1 is the unity matrix with the same order
ande is an all ones vector with corresponding length. To fRidve use the
logarithmic reduction algorithm of Latouche and Ramaswésee Latouche
and Ramaswami, 1993).

Now we show howA ; may be derived, similar reasoning can be applied to
derive Ay, A; andBy. In this case the queue length at the switch is increased
by one, i.e.Q’ = Q + 1. This can only happen if a cell is emitted by the ABR
source (and thug = 1/r;) and a cell is emitted by the VBR source. Remember
from Section 4.1 that the ABR source changes to sfate- 1 after a cell
emission. Since there is no cell arrival at the UPC the warttls decreased
by 1, and thug/’ = max(U — 1,0). Therefore, we have:

AQ(Sa SI) = ]DABR(iﬂ/[:I) : R/BR(kakl) C U
1[j =1/r;andj’ = 1 andU’ = max(U — 1,0)]

whereA (S, S") denotes the elemeff, S’) of the matrixA.

A.2 SCENARIO WITH 7, PROPERLY TUNED

We approximate this scenario by flushing the switch buffehgane that a
rate reduction occurs, i.g > r; (see Section 6). For the reasons explained



below, the flushing is only performed with probability- . A transition from

Q > 0to @ = 0 occurs when the queue is flushed, therefore, we obtain the
following structure for the transition probability mat@®) (by the superscript

(») we shall distinguish the matrices derived in this scenadmfthose used in
Appendix A.1):

BY AP o o o
P = AP AP AP AP o (A.3)

The submatrices are given b)Agp) = Ay, Aﬁp) = A, Aép) = Al,
Agp) = Al + Al ng) = By + A}. where the matriced, and B, are
obtained as in Appendix A.1 . The matricés, and A/, are respectively
obtained replacings:(4, ') by Bee(i,4') - (1[r; < rir] + - 1[r; > ry]) in
the relations given foA; and A, in Appendix A.1 . Similarly, the matrices
Al and A/ are obtained replacinBe (i, i') by Raa(i,4') - (1 — ) - 1[r; > 7]
in the relations ofA; and A .

To solve the former matri®®, the matrix A" + A + AP must be
irreducible (see Neuts, 1978). By choosing> 0, this condition is fulfilled.
P(®) is then solved using equations (A.2) except that the secqudtien has

to be replaced byry = m [BY) + RAY + (I-R) ! —1) Agp)}. The
matrix R still obeys a similar equation as before and therefore cafolned
using the L-R algorithm (see Latouche and Ramaswami, 1993).
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