Bilayer crystals of charged magnetic dipoles: Structure and phonon spectrum
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We study the structure and phonon spectrum of a two-dimensional bilayer system of classical charged dipoles oriented perpendicular to the plane of the layers for equal density in each layer. This system can be tuned through six different crystalline phases by changing the interlayer separation or the charge and/or dipole moment of the particle. The presence of the charge on the dipole particles is responsible for the nucleation of five staggered phases and a disordered phase which are not found in the magnetic dipole bilayer system. These extra phases are a consequence of the competition between the repulsive Coulomb and the attractive dipole interlayer interaction. We present the phase diagram and determine the order of the phase transitions. The phonon spectrum of the system was calculated within the harmonic approximation, and a nonmonotonic behavior of the phonon spectrum is found as a function of the effective strength of the interparticle interaction. The stability of the different phases is determined.
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I. INTRODUCTION

Strongly repulsive interacting particles crystallize for a certain range of density and temperature. This has been found in systems of rather different nature and therefore the study of the structural and dynamical properties of such a crystalline phase is of fundamental interest. The crystallization phenomenon of strongly interacting particles was originally predicted for an electron gas [Wigner crystal (WC)] by E. P. Wigner in 1934 [1]. Up to now, the original three-dimensional (3D) WC of electrons is not yet observed experimentally mainly due to defects and imperfections in real lattice structures. But experimental evidence of the WC was found in 1979 in a two-dimensional (2D) system of electrons on the surface of liquid helium [2]. Nowadays, the term Wigner crystal is used in a broad sense for the crystalline state of clusters of strongly interacting particles. Such Wigner crystallization has also been observed in atomic and molecular clusters [3–5] and in several non-electronic classical systems as colloids [6–11], complex dusty plasma [12], and metallic spheric balls [13].

For the particular case of classical systems (e.g., charged or magnetic colloidal particles [14]), crystallization is observed if the interaction potential energy overcomes the kinetic energy of the particles and correlation effects dominate the long-range structure of the system [15]. More specifically, the thermodynamic state of the system is characterized by the coupling parameter $\Gamma$, defined as the average of the ratio between the interaction potential energy and the kinetic energy. For a 2D classical system of charged particles with Coulomb interaction $\Gamma = q^2/4\pi n/k_BT$, where $q$ is the charge of each particle, $n$ the density, $k_B$ the Boltzmann constant, and $T$ the temperature. For $\Gamma < 1$, the kinetic energy largely dominates the interacting term and the system behaves as a classical gas. For intermediate values $1 < \Gamma < 100$, particles become more correlated and a liquid state is found. For $\Gamma > 100$, the interacting potential energy dominates the kinetic energy, particles become strongly correlated and the system typically transits to a crystalline phase for $\Gamma \sim 130$.

In a 2D system of purely repulsive interacting particles the ground-state configuration is found to be the hexagonal lattice [16,17]. However, a more interesting scenario is observed if a 2D system of particles with pure repulsive interaction is arranged in a bilayer structure. In this case, the set of possible ground-state configurations is richer, and many other 2D structures, not observed in the single-layer case, now appear as the minimum energy configuration. Goldoni and Peeters [18] showed that the hexagonal lattice is the ground state only when the separation between layers is zero or larger than a critical value. In the latter case, the hexagonal lattice in each layer are displaced with respect to each other (staggered hexagonal phase). For intermediate distances between the layers, staggered square, rectangular, and rhombic phases become the ground state.

In a 2D system of magnetic dipoles oriented perpendicularly to the layers, Lu et al. [19] showed that, independently of the distance between the layers, the hexagonal phase is the minimum energy structure in each layer, and the dipoles in the different layers are aligned along the direction perpendicular to the layers (matching hexagonal phase). In addition, a reentrant melting temperature, which was related to the anisotropic nature of the dipole interaction, was predicted in this case. Magnetic 2D systems of colloidal particles appear yet in many interesting recent studies [9,10,20–22].

Motivated by modern technical methods of synthesizing particles and the assembly of colloidal particles in controlled structures [23] we study in this paper a 2D classical bilayer system of charged magnetic dipoles directed perpendicular to the layers (which can be realized by the application of a magnetic field). Such particles have recently been produced using magnetic colloidal particles [7] with electric stabilization [24]. Note that in an electric stabilized colloidal system the charge of the colloids can in principle be controlled by the pH of the solution by adding or removing salt to or from the solvent [25]. Furthermore the magnetic moment of the paramagnetic particles is tunable by the strength of the external...
magnetic field. In a single layer both the Coulomb and the magnetic interaction lead to a repulsion between the particles favoring the formation of a 2D Wigner lattice. Between the layers the particles exert a repulsive Coulomb interaction while the magnetic interaction is attractive. Depending on the relative strength between the magnetic and Coulomb interaction the particles in both layers tend to be staggered or on top of each other. In the present paper, we study the ground-state configurations and the frequencies of the phonon modes as a function of the separation between the layers and a parameter which is related to the ratio between the dipole moment ($\mu$) and the charge ($Q$) of the particles ($\lambda = \mu^2 n / Q^2$, with $n$ the density of particles).

Our paper is organized as follows. In Sec. II we introduce the model, define the important parameters used to characterize the system and calculate the total energy of the system. In Sec. III the results for the ground-state configurations are presented and discussed as a function of the separation between the layers and $\lambda$. In Sec. IV we present the methodology used to calculate the phonon spectrum and discuss the numerical results. Our conclusions are given in Sec. V.

II. MODEL

We study a two-dimensional classical crystal of charged dipole particles with total density $n$ arranged in a bilayer structure. The particles are evenly distributed over the layers ($xy$ plane), which are separated by a distance $d$ along the $z$ axis. Each particle has charge $Q$ and magnetic dipole moment $\vec{\mu} = \mu \hat{\vec{e}}_z$ oriented perpendicular to the layers. Thus, the interparticle interaction consists of a repulsive Coulomb term $Q^2 / |\vec{r}_1 - \vec{r}_2|$ and a dipole interaction term $\mu^2 / |\vec{r}_1 - \vec{r}_2|^3$. For convenience we included the dielectric constant $\epsilon$ of the medium into $Q^2$ and therefore, $Q / \sqrt{\epsilon}$ is the real charge of the particles.

In order to confine the colloidal particles in each layer into a plane one can make use of, for example, glass plates. Because of the difference between the dielectric constants of the glass plates and the water environment where the colloids are moving in, this will lead to image charges as were, for example, discussed by Peeters and Wu [26]. But because the dielectric constant of water ($\epsilon = 80$) is much larger than of the confining glass plates the induced image charges have the same charge as the colloidal particles. This will have two effects: (1) The colloidal particles will be repelled by the glass plates and will therefore form a 2D layer in the middle between the two glass plates, and (2) the intercolloid repulsive interaction will increase which can, to some extent, be modeled by replacing the charge $Q$ by an effective charge $Q^* > Q$. Therefore, including this dielectric mismatch effect will not qualitatively modify our results.

Typically we consider colloidal particles containing magnetic ions exhibiting paramagnetic behavior and thus a magnetic field is applied in the $z$ direction aligning all magnetic moments in the $z$ direction. The considered crystal structures are 2D lattices in which the unit cell consists of two particles, one in each layer, where we will label the lattices in different layers by A and B. The equilibrium positions of the particles in each layer are given by $\vec{R}_A = l_1 \vec{a}_1 + l_2 \vec{a}_2$, and $\vec{R}_B = l_1 \vec{a}_1 + l_2 \vec{a}_2 + \vec{c}$, where $l_1$ and $l_2$ are integers, $\vec{a}_1$ and $\vec{a}_2$ are the primitive vectors; $\vec{c}$ is a two-dimensional vector which describes the shift of lattice B with respect to A in the $xy$ plane. For $\vec{c} = 0$ the lattices are not displaced, and are exactly on top of each other (matched case). The case $\vec{c} \neq 0$ implies staggered lattices. Because of equal density of particles in both layers, the lattice structure in both layers is the same.

The total interaction energy is given by

$$E^t = E^t_{el} + E^t_{mag},$$

with the Coulomb interaction energy,

$$E^t_{el} = \frac{1}{2} \sum_{R_A \neq R'_A} \frac{Q^2}{|\vec{R}_A - \vec{R}'_A|} + \frac{1}{2} \sum_{R_B \neq R'_B} \frac{Q^2}{|\vec{R}_B - \vec{R}'_B|} + \frac{1}{2} \sum_{R_A, R_B} \frac{Q^2}{\sqrt{(|\vec{R}_A - \vec{R}_B|^2 + d^2)}}.$$  

where $d$ is the separation between the layers. The dipole-dipole interaction energy is

$$E^t_{mag} = \frac{1}{2} \sum_{R_A \neq R'_A} \frac{\mu^2}{|\vec{R}_A - \vec{R}'_A|^3} + \frac{1}{2} \sum_{R_B \neq R'_B} \frac{\mu^2}{|\vec{R}_B - \vec{R}'_B|^3} + \frac{\mu^2}{|\vec{R}_A - \vec{R}_B|^5} (\vec{R}_A - \vec{R}_B)^2 - 2d^2,$$

Since the layers are equivalent, it is convenient to write the total energy per particle $E$ as

$$E = \frac{E^t}{N} = E_{el} + E_{mag},$$

where the total Coulomb ($E_{el}$) and magnetic ($E_{mag}$) energy per particle can be split as

$$E_{el} = \frac{1}{2}(E_{0E} + E_{1E}),$$

$$E_{mag} = \frac{1}{2}(E_{0M} + E_{1M}),$$

where

$$E_{0E} = \sum_{R \neq 0} \frac{Q^2}{|\vec{R}|},$$

$$E_{0M} = \sum_{R \neq 0} \frac{\mu^2}{|\vec{R}|^3},$$

are the Coulomb and magnetic interaction energy per particle in each layer, respectively, and $\vec{R} = l_1 \vec{a}_1 + l_2 \vec{a}_2$. On the other hand,

$$E_{1E} = \sum_{\vec{R}} \frac{Q^2}{(|\vec{R} + \vec{c}|^2 + d^2)^{1/2}},$$

$$E_{1M} = \sum_{\vec{R}} \frac{\mu^2(|\vec{R} + \vec{c}|^2 - 2d^2)}{(|\vec{R} + \vec{c}|^2 + d^2)^{3/2}},$$

are the Coulomb and magnetic interaction energy per particle between particles in distinct layers, respectively. Following the procedure developed in Refs. [16–19] we define now the
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with interaction, Eqs. (8a) and (8b) are rewritten as [16–18]

\[
T_0(\vec{r}, \vec{q}) = e^{-i\vec{q} \cdot \vec{r}} \sum_{\vec{G}} e^{-i\vec{q} \cdot \vec{G}} \Phi \left( \frac{|\vec{q} + \vec{G}|^2}{2\pi n} \right)
\]

(8a)

\[
T_1(\vec{r}, \vec{q}) = e^{-i\vec{q} \cdot \vec{r}} \sum_{\vec{G} \neq \vec{0}} e^{-i\vec{q} \cdot \vec{G}} \Phi \left( \frac{|\vec{q} + \vec{G}|^2}{2\pi n} \right)
\]

(8b)

\[
\psi_0(\vec{r}, \vec{q}) = e^{i\vec{q} \cdot \vec{r}} \sum_{\vec{G} \neq \vec{0}} e^{-i\vec{q} \cdot \vec{G}} \frac{1}{|\vec{r} - \vec{G}|^2 + d^2}^{1/2}
\]

(8c)

\[
\psi_1(\vec{r}, \vec{q}) = e^{i\vec{q} \cdot \vec{r}} \sum_{\vec{G} \neq \vec{0}} e^{-i\vec{q} \cdot \vec{G}} \left( \frac{e^{-i\vec{q} \cdot \vec{r} - \vec{G} \cdot \vec{r}}}{|\vec{r} + \vec{G}|^2} + \frac{3d^2 e^{-i\vec{q} \cdot \vec{r} - \vec{G} \cdot \vec{r}}}{|\vec{r} + \vec{G}|^3} \right)
\]

(8d)

The function \( \psi_1(\vec{r}, \vec{q}) \) can also be written as

\[
\psi_1(\vec{r}, \vec{q}) = \psi_{11}(\vec{r}, \vec{q}) - 3d^2 \psi_{12}(\vec{r}, \vec{q}),
\]

and

\[
T_1(\vec{r}, \vec{q}) = \sqrt{n/2} \sum_{\vec{G}} e^{-i\vec{q} \cdot \vec{G}} \frac{|\vec{q} + \vec{G}|^2}{2\pi n} \pi \eta^2
\]

(12b)

where \( \vec{G} \) are arbitrary reciprocal lattice vectors given by \( \vec{G} = l_1 \vec{b}_1 + l_2 \vec{b}_2 \) (where \( l_1, l_2 \) are integers) and \( \vec{b}_1, \vec{b}_2 \) are the primitive translation vectors of the reciprocal lattice. The functions,

\[
\Phi(x) = \frac{\pi}{2} \text{erfc}(\sqrt{x}),
\]

(13)

and

\[
\Psi(x, y) = \frac{1}{2\sqrt{\pi}} e^{\frac{c^2 \pi^2}{\varepsilon e}} \text{erfc}(\sqrt{x + y}) + e^{-\frac{c^2 \pi^2}{\varepsilon e}} \text{erfc}(\sqrt{x - \sqrt{y}})
\]

(14)

rapidly converge to zero for large values of their arguments. erfc(\( x \)) is the complementary error function, and \( \eta = d \sqrt{n/2} \)

dimensionless parameter proportional to the separation between the two layers. By considering Eqs. (13) and (14), Eqs. (11a) and (11b) can be written as

\[
E_{0E} = Q^2 \sqrt{n/2} A,
\]

(15)

where

\[
A = 2 \sum_{\vec{R} \neq \vec{0}} \Phi(\pi n |\vec{R}|^2/2) - 4,
\]

(16)

and

\[
E_{1E} = Q^2 \sqrt{n/2} B(\eta),
\]

(17)

where,

\[
B(\eta) = \sum_{\vec{R}} \Phi(\pi n |\vec{R} + \vec{c}|^2/2 + \eta^2)
\]

\[
+ \sum_{\vec{G} \neq \vec{0}} e^{-i\vec{G} \cdot \vec{r}} \psi \left( \frac{|\vec{q} + \vec{G}|^2}{2\pi n} \right)
\]

\[
+ 2 \pi \eta \times \text{erfc}(\sqrt{\pi \eta}) - e^{-\pi \eta^2}
\]

(18)

A similar approach is considered for the magnetic interaction. In this case, following Ref. [19], rapidly convergent expressions are obtained:

\[
\psi_0(\vec{r}, \vec{q}) = \frac{\pi n}{2} \sum_{\vec{G}} e^{i\vec{q} \cdot \vec{G}} \left( \frac{4\varepsilon}{\sqrt{\pi}} e^{-i\vec{q} \cdot \vec{G} \cdot \hat{r}} - 2|\vec{q} + \vec{G}| \text{erfc} \left( \frac{|\vec{q} + \vec{G}|}{2\varepsilon} \right) \right) + \frac{2\varepsilon e^{-i\vec{G} \cdot \hat{r}}}{\sqrt{\pi \varepsilon} - \frac{2|\vec{q} + \vec{G}|}{\sqrt{\pi} |\vec{r} + \vec{r}|^3}}
\]

(19a)
where \( |\tilde{R} + \tilde{c} + \tilde{r}| \equiv (|\tilde{R} + \tilde{c} + \tilde{r}|^2 + d^2)^{1/2} \), and the parameter \( \varepsilon > 0 \) is related to the inverse of the average distance between particles in the same layer (i.e., \( \varepsilon = 1/\eta_0 = \sqrt{n^2/2} \)).

In this case, Eqs. (11c) and (11d) can be written, respectively, as

\[
E_{DM} = \mu^2(n/2)^{3/2}/C, \tag{20}
\]

where

\[
C = \sum_{\tilde{G}} \left[ 4\pi e^{-|\tilde{G}|^2/2n} \frac{2|\tilde{G}|}{\sqrt{n}/2} \text{erfc} \left( \frac{|\tilde{G}|}{\sqrt{2\pi n}/2} \right) \right] + \sum_{\tilde{G} \neq 0} \left[ \frac{\text{erfc} \left( \sqrt{n}/2 |\tilde{R}| \right)}{(n/2)^{3/2} |\tilde{R}|^3} + \frac{4}{n} \frac{e^{-|\tilde{n}|\tilde{r}|^2/2}}{|\tilde{r}|^2} - \frac{4\pi}{3} \right], \tag{21}
\]

and

\[
E_{IM} = \mu^2(n/2)^{3/2}/D(\eta), \tag{22}
\]

where

\[
D(\eta) = \sum_{\tilde{G}} e^{i\tilde{G} \cdot \tilde{c}} \left[ 4\pi e^{-|\tilde{G}|^2/2n} \text{erfc} \left( \frac{|\tilde{G}|}{\sqrt{2\pi n}/2} \right) - \frac{\pi |\tilde{G}|}{\sqrt{n}/2} e^{-|\tilde{G}|/\sqrt{2\eta n}} \text{erfc} \left( \frac{|\tilde{G}|}{\sqrt{2\pi n}/2} - \sqrt{\pi \eta} \right) \right] - \frac{\pi |\tilde{G}|}{\sqrt{n}/2} e^{-|\tilde{G}|/\sqrt{2\eta n}} \text{erfc} \left( \frac{|\tilde{G}|}{\sqrt{2\pi n}/2} + \sqrt{\pi \eta} \right)
+ \sum_{\tilde{G} \neq 0} \left[ \text{erfc} \left( \sqrt{n}/2 |\tilde{R} + \tilde{c}| |\tilde{r}| \right) \right] \left( 1 - \frac{6\eta^2}{n|\tilde{R} + \tilde{c}|^2} \right) + \frac{4e^{-|\tilde{n}|\tilde{r}|^2/2}}{n|\tilde{R} + \tilde{c}|^2} \left( 1 - \frac{6\eta^2}{n|\tilde{R} + \tilde{c}|^2} - 2\pi \eta^2 \right) \right]. \tag{23}
\]

Finally, the total energy per particle defined in Eq. (4) can be written as

\[
\frac{E}{Q^2\sqrt{n}} = \frac{1}{2\sqrt{2}}(A + B(\eta)) + \frac{\mu^2 n}{Q^2 25/2}(C + D(\eta)). \tag{24}
\]

Now we define the dimensionless parameter,

\[
\lambda = \frac{\mu^2 n}{Q^2}, \tag{25}
\]

which relates the density, the magnetic moment, and the charge of each particle. It is a measure of the relative strength of the magnetic interaction as compared to the Coulomb interaction.

In this case, Eq. (24) takes the form,

\[
\frac{E}{Q^2\sqrt{n}} = \frac{1}{2\sqrt{2}}(A + B(\eta)) + \frac{\lambda}{25/2}(C + D(\eta)). \tag{26}
\]

Because \( \lambda \) is associated with the relative strength of the dipole-dipole interaction with respect to the charge-charge interaction, it can be varied experimentally, for example, through an external magnetic field. Notice that the total energy of the system is only a function of \( \lambda \) and \( \eta \) and therefore the zero temperature \( (T = 0) \) phase diagram can be represented in \((\lambda, \eta)\) space. The density enters only in the energy \( (i.e., E_0 = Q^2\sqrt{n}) \) and length \((r_0 = \sqrt{2/\pi n})\) scales of the problem and in the parameter \( \lambda \).

III. GROUND-STATE CRYSTAL STRUCTURES

In this section we present the analytical results for the structure of the \( T = 0 \) configurations (ground state).

The ground-state configurations were obtained numerically by comparing the total energy \( [\text{Eq. (26)}] \) of the nine possible crystalline structures, described in Table I, for both \( \tilde{c} = 0 \) (matching) and \( \tilde{c} \neq 0 \) (staggered) cases as a function of \( \lambda \) and \( \eta \). From all the considered structures the one with the lowest energy is chosen as the ground-state configuration associated with the particular set of parameters \((\lambda, \eta)\).

An example of the total energy as a function of \( \eta \) \((\lambda = 0.04)\) for the lattices shown in Table I is presented in Fig. 1. Notice that the energy curves cross each other or merge with (or split away from) one another, and these facts are associated with first- and second-order structural phase transitions, which can be observed more clearly in Fig. 1(b). For a first-order structural phase transition, the energy is continuous but the first derivative of the energy with respect to \( \eta \) is discontinuous. In this case, the energy curves associated with different structures cross each other. For a second-order transition, the energy and its first derivative are continuous, but the second derivative of the energy with respect to \( \eta \) is discontinuous. In this case, the energy curves merge with (or split away from) one another. The transition from the staggered rhombic (SRhomB) to the staggered hexagonal (SH) phase at \( \eta \approx 0.65 \) is an example of a first-order structural transition, while a second-order structural transition is observed when the system changes from the staggered square (SS) to the SRhomB phase. Notice that such phase transitions differ from each other only in the aspect ratio \((a_2/a_1)\) and angle \( \theta \) between the primitive vectors. As shown in Fig. 1(c) for \( \eta \approx 0.51 \) the system starts to change continuously from the SS \((\sin \theta = 1; a_2/a_1 = 1)\) to the SRhomB phase \((\sin \theta \neq 1)\).
TABLE I. Lattice parameters of the different crystalline structures. \(a\) is the average nearest neighbor distance which is determined by the density and the configuration (see last column). For each case, \(\vec{a}_1\) and \(\vec{a}_2\) are the primitive lattice vectors, and \(\vec{c}\) is the interlattice displacement vector. \(\vec{b}_1\) and \(\vec{b}_2\) are the primitive vectors of the reciprocal lattice. \(n\) is the density. The aspect ratio of phases II and VII is \(\alpha = a_2/a_1\). In phases IV and IX, the angle between the lattice vectors \(\vec{a}_1\) and \(\vec{a}_2\) is \(\theta\).

<table>
<thead>
<tr>
<th>Phases</th>
<th>(\vec{a}_1/a)</th>
<th>(\vec{a}_2/a)</th>
<th>(\vec{c})</th>
<th>(\vec{b}_1/(2\pi/a))</th>
<th>(\vec{b}_2/(2\pi/a))</th>
<th>(na^2/2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. One-component hexagonal (OCH)</td>
<td>(1.0)</td>
<td>(0,(\sqrt{3}/3))</td>
<td>((\vec{a}_1 + \vec{a}_2))/2</td>
<td>(1.0)</td>
<td>(0.1(\sqrt{3}/3))</td>
<td>1/(\sqrt{3})</td>
</tr>
<tr>
<td>II. Staggered rectangular (SRect)</td>
<td>(1.0)</td>
<td>((0,\alpha))</td>
<td>((\vec{a}_1 + \vec{a}_2))/2</td>
<td>(1.0)</td>
<td>(0.1(\alpha))</td>
<td>(1/\alpha)</td>
</tr>
<tr>
<td>III. Staggered square (SS)</td>
<td>(1.0)</td>
<td>(0,1)</td>
<td>((\vec{a}_1 + \vec{a}_2))/2</td>
<td>(1.0)</td>
<td>(0.1)</td>
<td>1</td>
</tr>
<tr>
<td>IV. Staggered rhombic (SRhomb)</td>
<td>(1.0)</td>
<td>((\cos \theta, \sin \theta))</td>
<td>((\vec{a}_1 + \vec{a}_2))/2</td>
<td>(1, (-\cos \theta/\sin \theta))</td>
<td>(0.1(\sin \theta))</td>
<td>(1/\sin \theta)</td>
</tr>
<tr>
<td>V. Staggered hexagonal (SH)</td>
<td>(1.0)</td>
<td>((1/2, \sqrt{3}/2))</td>
<td>((\vec{a}_1 + \vec{a}_2))/3</td>
<td>(1, (-1/\sqrt{3}))</td>
<td>(0.2(\sqrt{3}/\alpha))</td>
<td>(2/\sqrt{3})</td>
</tr>
<tr>
<td>VI. Matching hexagonal (MH)</td>
<td>(1.0)</td>
<td>((1/2, \sqrt{3}/2))</td>
<td>0</td>
<td>(1, (-1/\sqrt{3}))</td>
<td>(0.2(\sqrt{3}/\alpha))</td>
<td>(2/\sqrt{3})</td>
</tr>
<tr>
<td>VII. Matching rectangular (MRect)</td>
<td>(1.0)</td>
<td>((0,\alpha))</td>
<td>0</td>
<td>(1.0)</td>
<td>(0,(\alpha))</td>
<td>(1/\alpha)</td>
</tr>
<tr>
<td>VIII. Matching square (MS)</td>
<td>(1.0)</td>
<td>(0,1)</td>
<td>0</td>
<td>(1.0)</td>
<td>(0.1)</td>
<td>1</td>
</tr>
<tr>
<td>IX. Matching rhombic (MRhomb)</td>
<td>(1.0)</td>
<td>((\cos \theta, \sin \theta))</td>
<td>0</td>
<td>(1, (-\cos \theta/\sin \theta))</td>
<td>(0.1(\sin \theta))</td>
<td>(1/\sin \theta)</td>
</tr>
</tbody>
</table>

We summarize our results in the phase diagram of Fig. 2. The different phases are separated by solid (dotted) lines for first (second)-order structural phase transitions. In the point \((\lambda, \eta) = (0, 0)\) the system is found in the one-component hexagonal (OCH) phase, where particles are arranged in a single-layer triangular lattice and the interparticle interaction is only electrostatic. Notice that of the studied nine phases only six are found to be able to become the ground state in a certain area of the \((\lambda, \eta)\) plane. The OCH phase is also found along the line \(\eta = 0\), where the magnetic interaction is present \((\lambda \neq 0)\), but in this case the interparticle interaction is only repulsive, since the dipoles are all aligned along the \(z\) axis and the interlayer separation is zero. This is the well-known 2D Wigner crystal phase [16]. Along the line \(\lambda = 0\) the OCH phase is found only in a very small interval of \(\eta\). In fact, already for \(\eta = 0.006\) the OCH phase is no longer the ground state. The OCH phase is also found in five energetically favorable staggered configurations (phases I, II, III, IV, and V; see Table I) as a function of \(\eta\). The latter results are in complete agreement with those discussed earlier in Ref. [18].

In general, when the magnetic interaction is taken into account \((\lambda \neq 0)\) it is possible to find a configuration in which the dipoles in distinct layers are positioned on top of each other (matching configuration). This phase was absent in Ref. [18] and is a consequence of the attractive magnetic interaction between the particles in different layers. We find that the matching configuration is always reached for a high enough value of \(\lambda\) (which is a function of \(\eta\)) through a first-order structural transition (Fig. 2). In this case, the system is always found in the MH phase, where particles in distinct layers are arranged in a hexagonal lattice and their dipoles are aligned along the \(z\) axis. Recently, Xin Lu et al. showed that the MH phase is the ground-state configuration for a 2D classical bilayer system of dipoles oriented perpendicular to the plane of the layers, independently of the interlayer separation and density [19]. They did not include any Coulomb interaction and therefore it corresponds to the case \(\lambda \to \infty\). An interesting point here is that the charging of the dipole particles allows the bilayer system to crystallize in different lattice structures which are not possible when only the magnetic dipole interaction is present.

The critical value of \(\lambda\), where the system changes from a staggered (rectangular, square, rhombic, hexagonal) to the MH phase, is a monotonic increasing function of \(\eta\). As seen in Fig. 2 we notice two distinct behaviors of \((\lambda, \eta)\). Initially, there is a fast increase of \(\lambda\) with increasing \(\eta\), followed by an almost constant \(\lambda(\eta)\). Such a behavior can be qualitatively understood taking into account the range of the Coulomb and magnetic dipole interparticle interaction. An interparticle interaction is defined as short range if it decreases faster than \(1/r^\alpha\), where \(\alpha\) is the dimensionality of the system [27]. In the opposite case, the interaction is long range. In this sense the Coulomb interaction can be considered as long range and the magnetic dipole interaction as short range. For small \(\eta\) the separation between layers is small and the dipole interaction is dominant over the electric interaction. As a consequence, the transition to the MH phase, which is the ground state for a system with only magnetic dipole interaction, occurs for small \(\lambda\). For a large enough separation between the layers the coupling between dipoles in distinct layers (the interlayer interaction) becomes very small. For example, for \(\eta = 0.8\) the interlayer interaction is only 0.3% of the total energy. As a consequence, for high enough values of \(\eta\) the layers become independent, and it becomes numerically impossible to determine if the SH or MH phase is the ground state; for example, for \(\eta = 2.3\) \((\lambda \approx 0.044)\) the absolute difference in energy between the SH and MH phases is of the order of \(10^{-8}\), which is the level of our numerical accuracy. In this case, the total energy is twice the energy of each layer.

A more detailed analysis of the critical \(\lambda(\eta)\) which defines the transition from a staggered to the MH phase identifies a clear crossover between the fast (strong coupling between dipoles in distinct layers) and slow increase of \(\lambda(\eta)\). This is shown in Fig. 3, where a \(\log \times \log\) plot of the critical \(\lambda(\eta)\) curve which separates the staggered phases from the MH phase is presented. As can be seen, there is a power-law increase of \(\lambda(\eta)\) for \(\eta \lesssim 0.15\) with exponent \(\beta \sim 1.92\). Thus for \(\eta \lesssim 0.2\) the critical distance between the layers scales as \(d \sim (\mu/Q)^{1.04\pm0.03}\), which indicates a weak dependence on the density and an almost linear dependence on the ratio \(\mu/Q\). This scaling behavior can be understood as follows: The interlayer dipole interaction is \(\sim \mu^2/d^2\) while the Coulomb interlayer interaction is \(\sim Q^2/d\) and therefore we expect the
staggered to matched transition approximately when $Q^2/d \sim \mu^2/d^3$ and thus $\lambda \sim \eta$.

To conclude, we also present a hatched area in the $(\lambda, \eta)$ phase diagram (Fig. 2). It corresponds to a disordered phase which cannot be obtained from our analytical calculations. The discussions concerning such a phase will be postponed until the next section.

IV. DYNAMICAL PROPERTIES

Now we turn our discussion to the dynamical properties of the system. Such a study in addition will give us information on

FIG. 3. (Color online) The log × log plot of the critical $\lambda(\eta)$ curve which separates the staggered phases from the MH phase taken from Fig. 2.
and (19b), the different terms present in Eq. (28) are given by

\[ [D^A_{\alpha\beta}(\vec{q})]_{\alpha\beta} = \frac{1}{m} \left( [S^A_\alpha(0)]_{\alpha\beta} + [S^B_\alpha(0)]_{\alpha\beta} - [S^A_{\alpha\beta}(\vec{q})]_{\alpha\beta} \right), \]

(29a)

\[ [D^A_{\alpha\beta}(\vec{q})]_{\alpha\beta} = \frac{1}{m} \left( -[S^B_{\alpha\beta}(\vec{q})]_{\alpha\beta} \right), \]

(29b)

\[ [D^A_{\alpha\beta}(\vec{q})]_{\alpha\beta} = \frac{1}{m} \left( [S^A_{\alpha\beta}(\vec{q})]_{\alpha\beta} + [S^B_{\alpha\beta}(\vec{q})]_{\alpha\beta} - [S^A_{\alpha\beta}(\vec{q})]_{\alpha\beta} \right), \]

(29c)

\[ [D^A_{\alpha\beta}(\vec{q})]_{\alpha\beta} = \frac{1}{m} \left( -[S^B_{\alpha\beta}(\vec{q})]_{\alpha\beta} \right), \]

(29d)

The auxiliary functions \([E(\vec{q})]_{\alpha\beta}, [F(\vec{q}, \eta)]_{\alpha\beta}, [G(\vec{q})]_{\alpha\beta}, \) and \([H(\vec{q}, \eta)]_{\alpha\beta}\) are given by

\[ [E(\vec{q})]_{\alpha\beta} = -\gamma \sum_{\vec{g}} \gamma + \vec{G}_\alpha(\vec{q} + \vec{G}) \phi \left( \frac{[\vec{q} + \vec{G}]^2}{4\pi m} + \lim_{r \to 0} \sum_{R \neq 0} e^{-i\vec{g} \cdot \vec{R}} \partial_\alpha \partial_\beta \phi(\pi/2) \right), \]

(30a)

\[ [F(\vec{q}, \eta)]_{\alpha\beta} = -\gamma \sum_{\vec{g}} \gamma + \vec{G}_\alpha(\vec{q} + \vec{G}) \phi \left( \frac{[\vec{q} + \vec{G}]^2}{4\pi m} - \pi \eta^2 \right) + \lim_{r \to 0} \sum_{R \neq 0} e^{-i\vec{g} \cdot \vec{R}} \partial_\alpha \partial_\beta \phi(\pi/2) \right), \]

(31a)

\[ [G(\vec{q})]_{\alpha\beta} = -\gamma \sum_{\vec{g}} \gamma + \vec{G}_\alpha(\vec{q} + \vec{G}) \phi \left( \frac{[\vec{q} + \vec{G}]^2}{2\pi m} - \pi \eta^2 \right) + \lim_{r \to 0} \sum_{R \neq 0} e^{-i\vec{g} \cdot \vec{R}} \partial_\alpha \partial_\beta \phi(\pi/2) \right), \]

(31b)

\[ [H(\vec{q}, \eta)]_{\alpha\beta} = -\gamma \sum_{\vec{g}} \gamma + \vec{G}_\alpha(\vec{q} + \vec{G}) \phi \left( \frac{[\vec{q} + \vec{G}]^2}{2\pi m} - \pi \eta^2 \right) + \lim_{r \to 0} \sum_{R \neq 0} e^{-i\vec{g} \cdot \vec{R}} \partial_\alpha \partial_\beta \phi(\pi/2) \right), \]

(31c)

and the functions \(\Upsilon(x, y), \Omega_1(x), \) and \(\Omega_2(x)\) which appear in Eqs. (31c) and (31d) are

\[ \Upsilon(x, y) = \frac{4\pi}{\sqrt{\pi}} e^{-x^2 - y^2} + \sum_{\pm} (-2) e^{\pm 2xy} \text{erf}(x \pm y), \]

(32a)

\[ \Omega_1(x) = \frac{\text{erfc}(x e^{-x^2})}{x^3} + \frac{2\pi}{\sqrt{\pi} x^2}, \]

(32b)

\[ \Omega_2(x) = \frac{\text{erfc}(x e^{-x^2})}{x^3} - 3d^2 \frac{\text{erfc}(x e^{-x^2})}{x^5} + \frac{2\pi}{3\sqrt{\pi}} \frac{x^5}{x^3}. \]

(32c)

By using the relations \(\epsilon = 1/r_0 = \sqrt{\pi m}, n_s = n/2, \) and \(\lambda = q^2 / Q^2\) the terms of the matrix given in Eq. (27) become

\[ [D^A_{\alpha\beta}(\vec{q})]_{\alpha\beta} = \frac{-Q^2 n^{3/2}}{m} \left[ \frac{1}{2^{3/2} n_s} \left( [E(0)]_{\alpha\beta} + [F(0, \eta)]_{\alpha\beta} - [E(\vec{q})]_{\alpha\beta} \right) + \frac{\lambda}{(2n_s)^{3/2}} \left( [G(0)]_{\alpha\beta} + [H(0, \eta)]_{\alpha\beta} - [G(\vec{q})]_{\alpha\beta} \right) \right], \]

(33a)

\[ [D^B_{\alpha\beta}(\vec{q})]_{\alpha\beta} = \frac{Q^2 n^{3/2}}{m} \left[ \frac{1}{2^{3/2} n_s} [F(\vec{q}, \eta)]_{\alpha\beta} + \frac{\lambda}{(2n_s)^{3/2}} [H(\vec{q}, \eta)]_{\alpha\beta} \right], \]

(33b)

where \(n_s\) is the mass of each particle and

\[ \left[ S^A_{\alpha\beta}(\vec{q}) \right]_{\alpha\beta} = -Q^2 \lim_{\eta \to 0} \partial_\alpha \partial_\beta T(\vec{q}, \eta), \]

(30a)

\[ \left[ S^B_{\alpha\beta}(\vec{q}) \right]_{\alpha\beta} = -Q^2 \lim_{\eta \to 0} \partial_\alpha \partial_\beta T(\vec{q}, \eta), \]

(30b)

\[ \left[ S^A_{\alpha\beta}(\vec{q}) \right]_{\alpha\beta} = -\mu^2 \lim_{\eta \to 0} \partial_\alpha \partial_\beta \psi(\vec{q}, \eta), \]

(30c)

\[ \left[ S^B_{\alpha\beta}(\vec{q}) \right]_{\alpha\beta} = -\mu^2 \lim_{\eta \to 0} \partial_\alpha \partial_\beta \psi(\vec{q}, \eta), \]

(30d)

The two layers of particles are equivalent. In this case, \(D^{AA} = D^{BB}, D^{AB} = [D^{BA}]^T\), and the dynamical matrix \(D\) may now be calculated as a function of \(\lambda, \vec{q}, \) and \(\eta\). In general, the dynamical matrix is complex Hermitian. Therefore, it is possible to apply a unitary transformation in order to generate a real and symmetric matrix. Such a transformation is given by the matrix,

\[ U = \frac{1}{\sqrt{2}} \begin{pmatrix} I_2 & iI_2 \\ iI_2 & I_2 \end{pmatrix}, \]

(33)

\[ \vec{D} = UDU^{-1} = \begin{pmatrix} D^{AA} + \text{Im}D^{AB} & \text{Re}D^{AB} \\ \text{Re}D^{AB} & D^{AA} - \text{Im}D^{AB} \end{pmatrix}, \]

(34)

where \text{Re}D^{AB} and \text{Im}D^{AB} are the real and imaginary parts of \(D^{AB}\), respectively. Since a unitary transformation does not change the eigenvalues, we may consider now the real and symmetric matrix \(\vec{D}\) in order to obtain the eigenvalues and the phonon frequencies. For each \((\lambda, \eta)\), which specify a given structure in the phase diagram shown in Fig. 2, we vary the
wave vector $\mathbf{q}$ along a given symmetry direction of the first Brillouin zone of the corresponding phases. For each value of $\mathbf{q}$ we generate a $4 \times 4$ matrix which gives us four eigenvalues $\omega_j^2(\mathbf{q})/\omega_0^2$, with $j = 1,...,4$ and $\omega_0^2 = Q n^{3/2}/m$, and for each eigenvalue a corresponding eigenvector $\mathbf{e}(\mathbf{q}, j)$ which indicates the direction of the phonon oscillation.

In our analysis of the dispersion relation we will present only frequencies which are real positive [i.e., $\omega_j^2(\mathbf{q})/\omega_0^2 \geq 0$]. For $\omega^2 < 0$ the frequencies are imaginary, which means that the amplitudes of particle oscillation become an exponentially increasing function of time. In this case the crystalline structure is unstable and will not exist. As commented earlier, in all phases studied in the previous section there are two particles per unit cell, one in each layer. As a consequence, there are two acoustic and optical modes which are associated with the in-phase and out-of-phase vibrations of particles in the unit cell, respectively. The acoustic branch is characterized by $\omega(\mathbf{q}) \rightarrow 0$ for $\mathbf{q} \rightarrow 0$, while in the optical branch $\omega(\mathbf{q}) \rightarrow \infty$ in the limit $\mathbf{q} \rightarrow 0$. Besides, the acoustic and optical branches may also be defined as longitudinal, $\mathbf{e} \parallel \mathbf{q}$, and transverse mode $[28]$, $\mathbf{e} \perp \mathbf{q}$. Due to the extended parameter space, we present here only some examples which illustrate the general behavior of the phonon spectrum.

In general, we find qualitative distinct behaviors for the normal mode spectra for the staggered phases and for the matching hexagonal phase. With exception of the SH phase, for a given staggered phase the phonon spectrum is almost independent of $\lambda$, but it depends strongly on the parameter $\eta$. In addition, for a given high-symmetry direction of the reciprocal space we found a monotonic increasing (or decreasing) behavior of the phonon frequencies as a function of $\eta$. As an example, the phonon frequencies for the SS phase along the high-symmetry directions of the reciprocal space are presented in Fig. 4 for $\lambda = 0.002$ and $\lambda = 0.029$ and different $\eta$. The high-symmetry points in the first Brillouin zone are indicated in the insets. Notice that for both values of $\lambda$, which are one order of magnitude distinct, the same qualitative behavior is found for the phonon frequencies as a function of the wave vector. The phonons soften with increasing $\eta$ along the $\Gamma X$ direction. Along the $XM$ direction, the normal mode frequencies are degenerate for any value of $\eta$. The lowest normal mode frequencies cross at a specific $\mathbf{q}$ value which is independent of $\eta$. Notice that in the $\Gamma M$ direction the lowest energy phonons soften with decreasing $\eta$ which is the opposite behavior found along the $\Gamma X$ direction.

For the MH phase we present in Fig. 5 the phonon spectrum for $\lambda = 0.046$. In this case, the bilayer system is found in the MH phase for any value of $\eta$. Again the high-symmetry points in the reciprocal space are labeled in the inset. For a fixed density $n$, the parameter $\eta = d\sqrt{n}/2$ is directly related to the separation between the layers. For $\eta = 0.1$ a large gap between the acoustic and optical modes is observed. The later ones, which describe the out-of-phase vibrations of particles in distinct layers, are two orders of magnitude larger than the acoustic ones. Such a behavior is due to the strong dipolar magnetic interaction for small $\eta$. Notice that the dipole interaction ($\propto 1/r^3$) is dominant over the Coulomb interaction ($\propto 1/r$) for short distances $r$. The acoustic modes, which describe the in-phase oscillation of particles in the unit cell (distinct layers), are almost not affected by the dipole coupling. In addition, the width of the optical band becomes extremely narrow. For large separation of the layers ($\eta = 0.8$) all mode frequencies have the same order of magnitude (Fig. 5), indicating a weaker coupling between dipoles in distinct layers. This is in agreement with the comment made in the previous section that, for $\eta = 0.8$ the interlayer interaction is only 0.3% of the total energy. The gap between the acoustic and optical modes is observed for $\eta \leq 0.44$. For $\eta \gg 1$ the acoustic and optical modes (transverse and longitudinal) become degenerate since

![FIG. 4. (Color online) The phonon spectrum for the staggered square phase for different values of $\eta$ and for (a) $\lambda = 0.002$ and (b) $\lambda = 0.029$. The high-symmetry directions of the reciprocal space are presented in the insets. The frequency is in units of $\omega_0 = Q n^{3/2}/m^{1/2}$.

![FIG. 5. (Color online) The phonon spectrum for the MH phase for different values of $\eta$ and fixed $\lambda$. The high-symmetry directions of the reciprocal space are presented in the inset.](image-url)
the coupling between the layers becomes very small, and the system behaves as two independent single-layer systems.

As shown previously for the SS phase, we also find a monotonic behavior of the phonon spectrum of the MH phase for $\lambda = 0.046$ (i.e., there is a softening of the phonon frequencies with increasing $\eta$ for all the high-symmetry directions of the reciprocal space). Such a behavior is interesting, since in the bilayer system with only dipole interaction, a nonmonotonic behavior of the phonon spectrum was observed as a function of $\eta$ [19]. Such a behavior was explained in Ref. [19] as being linked to the competitive character of the dipole-dipole interaction. In that case, the nonmonotonic behavior of the phonon spectrum also revealed a nonmonotonic dependence of the sound velocity on $\eta$. In addition, for $\eta \to 0$ the sound velocity is a factor $\sqrt{2}$ larger than the value obtained for $\eta \gg 1$, showing that for small separations the bilayer system of dipoles behaves as a crystal of particles with twice larger dipole moment and mass. In the present bilayer system of charged dipole particles, we found that such a nonmonotonic behavior for the phonon spectrum depends on the parameter $\lambda$ as shown in Fig. 6. For $\lambda = 0.046$ the sound velocity is a monotonic function of $\eta$, but, for example, for $\lambda = 0.5$ it is nonmonotonic exhibiting a minimum for $\eta = 0.73$. We found that the nonmonotonic versus monotonic behavior of the sound velocity is associated with a change in the attractive or repulsive character of the total energy (i.e., it is attractive when $v_{TA}$ is nonmonotonic). This is an interesting feature, since in electrically steric colloidal systems the charge adsorbed on the colloidal particles can be controlled, for example, by changing the PH of the solution [25]. In addition, since the melting temperature can in principle be calculated from the normal mode frequencies, the nonmonotonic behavior of the phonon spectrum should play an important role in the behavior of the melting temperature, which should become noticeable when varying $\lambda$.

As shown in Fig. 2, for $\eta \gtrsim 0.732$ ($\lambda \gtrsim 0.35$) the bilayer system can be found in either the SH or MH phases, depending on $\lambda$. Note that $\lambda$ can be varied either through $Q$ or $\mu$. Now we study how the phonon spectrum changes as a function of $\lambda$ in the case where the hexagonal phase is found as the ground state in each layer. This is shown in Fig. 7 where the phonon spectra for different values of $\lambda$ are presented for $\eta = 0.8$. As shown in Fig. 2, a structural first-order phase transition from the SH to the MH phase is observed with increasing $\lambda$. For $\lambda \gtrsim 0.0436$ the MH phase appears as the ground state. It is interesting to notice that for $\eta = 0.8$ ($\lambda = 0.046$) the layers are sufficiently far apart in order that the optical and acoustical frequencies are of the same order of magnitude, indicating a weak dipole-dipole coupling between layers. However, the magnetic interaction still plays an important role since the MH phase is found as the ground state. The optical modes are softened and the acoustical modes are hardened when the system changes from the SH to the MH phase.

Now we study the interval of stability of the different phases (deduced from the phonon spectrum) and compare it with the position of the phase boundary (obtained from the minimum energy criterion).

As expected, not only the phase boundary but also the stability of the MH phase is enhanced with increasing $\lambda$ in the sense that the interval of $\eta$ increases with increasing $\lambda$. This is shown in Fig. 8 for $\lambda = 0.01$ and 0.03. Notice that the stability interval of the MH phase is larger than the phase boundaries in both cases, indicating that the MH phase is metastable beyond the phase boundary. In such a case the structural phase transition is first order. The interval of stability of the staggered phases with increasing $\lambda$ depends on the crystalline structure. For the OCH, which is not found as a ground state for $\lambda \neq 0$, the interval of stability decreases with increasing $\lambda$ (Fig. 8). For the SS phase and $\lambda = 0.03$ the interval of stability of the SS phase ($0.238 \lesssim \eta \lesssim 0.534$) becomes larger than its phase boundary ($0.262 \lesssim \eta \lesssim 0.534$) and a first-order transition separates the SS and MH phases. When the SS phase is bordered by the SRect and SRhomb phases ($\lambda \lesssim 0.027$) its phase boundary and interval of stability coincide and these phases are separated by a second-order structural (continuous) transition, characterized by the softening of one of the phonon mode frequencies. The SRect phase, which is suppressed as a ground-state configuration for $\lambda \gtrsim 0.027$, is still stable as shown, for example, for $\lambda = 0.03$.

An interesting feature of the present system, found for $\lambda \neq 0$, is that more than two phases can be stable for some interval of $\eta$. For example, for $\eta = 0.24$ ($\lambda = 0.03$) the MH, SS, and OCH phases are all stable. In contrast, for the pure Coulomb [18] and magnetic [19] systems a maximum number of two phases were found to be stable in a given
The function of $\eta$ for two values of $\lambda$. Solid (open) circles refer to first (second)-order structural phase transitions.

interval of $\eta$. The presence of many stable phases might have important consequences for the melting temperature. In this case, structural transitions between such phases should, in principle, be possible before the system melts.

From Fig. 8 we notice that in the large $\eta$ region (hatched) in the $(\lambda, \eta)$ phase diagram (Fig. 2) there is a discrepancy between the found lowest energy structure and its stability. For $\lambda = 0.01$ we found that the SH configuration has the lowest energy for $\eta > 0.706$ while it is only stable for $\eta > 0.727$. For $\eta < 0.727$ the frequency of the transverse acoustic mode of the SH phase becomes imaginary along the $\Gamma X$ and $\Gamma J$ directions. Imaginary frequency is also found for the other phases presented in Table I. From this observation we are forced to conclude that in the region $0.706 < \eta < 0.727$ none of the nine crystal structures can be the ground state. This discrepancy is even more pronounced for $\lambda = 0.03$ where the SH phase was found to be unstable in the range $0.660 < \eta < 0.981$ where (from the analytical calculations) it was initially predicted to be the ground state (Fig. 2). An important lesson to be learned from this stability analysis is that one has to be very careful to rely only on the most plausible crystal structures in combination with an energy minimization when deciding which phase is the ground state. In order to find the true ground state in this area of the phase diagram we resorted to a pure numerical approach.

We used Monte Carlo (MC) numerical simulations in order to find the stable ground-state configuration. As an example we took $\lambda = 0.03$ and $\eta = 0.8$ and we notice from the inset of Fig. 9(a) that the obtained ground-state configuration is similar to the SH phase [inset Fig. 9(c)], but the 2D displacement of one layer with respect to the other one is different [i.e., $\vec{c} \neq (\vec{a}_1 + \vec{a}_2)/3$]. The energy of this new phase is slightly lower (i.e., the difference with the SH phase is $\Delta E \approx 10^{-5}$).

To test numerically the stability of the new configuration [inset of Fig. 9(a)] we compare the $T = 0$ and $T \neq 0$ pair distribution functions $g(r)$ calculated from the MC simulations. Remark that $g(r)$ contains both the interlayer [$g_{12}(r)$] and the intralayer [$g_{ii}(r)$] radial distribution, where the latter takes into account only the in-plane component. As can be observed from Fig. 9(a) the $g(r)$ function remains almost unaltered when we increase $T$ slightly, indicating the thermal stability of the phase. That the SH phase is indeed unstable we tested by using our MC simulations and let the program run for $T \neq 0$. Notice that the $g(r)$ for $T = 0$ and the one for very low temperature $T = 3 \times 10^{-6}$ are different [Figs. 9(c) and 9(d)]. There is a clear disordering of the lattice which indicates that very small thermal fluctuations destroy already the SH phase and consequently the SH phase is indeed unstable.

From the inset of Fig. 9(a) it appears that in the new phase both lattices are slightly shifted with respect to each other. This is reflected in $g(r)$ where the first peak now appears at a slightly smaller $r$ value and there is a second peak for $r \approx 1$ which is not present in the SH phase. These two peaks reflect only the short-range interlayer ordering. In fact, a more careful analysis reveals that the new phase does not consist of a
perfect hexagonal configuration in each layer. This can be seen in Fig. 10 where a comparison between the pair distribution functions $g_{ii}(r)$ calculated in each layer of the new phase and the one calculated in each layer of the SH phase is presented in two narrow ranges of $r$. The difference observed in the $g_{ii}(r)$ functions between both phases indicates that the new phase does not consist of a perfect hexagonal lattice in each layer. Notice that for each peak of the SH phase, there appear many peaks (or a broadening of the hexagonal lattice peak) of the new phase around it, which indicates that the lattice is distorted (or strained).

V. CONCLUSION

We studied a 2D classical bilayer system of charged magnetic dipoles. The phase diagram at $T = 0$, as well as the phonon spectra were obtained through minimization of the energy and within the harmonic approximation, respectively. We obtained a very rich phase diagram at $T = 0$, as well as $T = T_0$ with six different crystalline structures, being five staggered phases (OCH, SS, SRect, SRhomb, SH), which were previously found as the ground-state configuration when no magnetic interaction is present [18], and an MH phase, which was obtained as the only ground-state configuration for the bilayer system of dipoles aligned perpendicularly to the layers [19]. Notice that the presence of both Coulomb and magnetic interaction allows the appearance of phases which were not found in the pure Coulomb (MH phase) and magnetic systems (staggered phases). In the latter, the charges on the dipole particles allow the bilayer system to crystallize in different lattice structures which are not possible when only the magnetic dipole interaction is present (e.g., the SH and SRhomb phases appear not stable for any interval of $\eta$). The phase diagram was obtained as a function of the separation between the layers $(\eta)$, and a parameter $(\lambda)$ which is associated with the relative strength of the magnetic and Coulomb interaction between the particles. We found that the staggered phase boundaries depend on $\lambda$. For example, the SRect phase is no longer the ground state for $\lambda \gtrsim 0.027$.

The phonon spectrum of the different phases given in the $(\lambda, \eta)$ phase diagram was obtained. With the exception of the SH phase, we found that for a given staggered phase the phonon spectrum has the same qualitative behavior for different $\lambda$, but depends sensitively on the separation between the layers $\eta$. For the MH phase, there is a strong dependence of the phonon spectrum on $\eta$. For small $\eta$ the optical frequencies become very large due to the strong coupling between dipoles in the distinct layers. In addition the optical band becomes very narrow. In addition, a nonmonotonic behavior of the phonon spectrum as a function of $\lambda$ was found for the MH phase, which is related to the competition between the dipole and the Coulomb interaction [19]. We found that the nonmonotonic behavior of the phonon spectrum is associated with a change from attractive to repulsive character in the total energy. Notice that in electrically steric colloidal systems the charge adsorbed on the colloidal particles can be controlled, for example, by changing the pH of the solution [25]. In this case, for a large enough separation between the layers, where only the MH and SH phases are found as ground state, it is possible to tune the configuration between staggered and matching by changing, for example, the charge on the particles (fixed $\mu$) and, consequently, $\lambda$. Alternatively, we may change the magnetic field strength in order to tune the value of $\lambda$. In addition, since the melting temperature can, in principle, be calculated from the normal mode frequencies (at least within the harmonic approximation), the nonmonotonic behavior of the phonon spectrum might play an important role when determining the melting temperature for different $\lambda$.

The stability of the phases obtained from the phonon spectrum were compared with the phase boundaries for different values of $(\lambda, \eta)$. In particular, the MH phase is enhanced with increasing $\lambda$, in the sense that a larger phase boundary and interval of stability is observed. The SRect phase, which is no longer observed as a ground-state configuration for $\lambda \gtrsim 0.027$ still appears as a metastable configuration. As an important finding, the presence of both electric and magnetic interaction stabilizes up to three phases in some $\eta$ interval of a given ground-state configuration, and this fact should have profound implications on the melting temperature, since structural transitions may take place for temperatures $T \neq 0$.

We found a region in the $(\lambda, \eta)$ phase diagram where the SH phase has the lowest energy among the considered nine crystal structures while from the phonon spectrum it appears to be unstable. Monte Carlo simulations were used to determine the ordered structure in this region, and we found that the lowest energy configuration corresponds to a distorted hexagonal lattice structure, where the lattice positions are slightly disordered.
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