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Modeling of CO$_2$ plasma: Effect of uncertainties in the plasma chemistry
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Abstract. Low-temperature plasma chemical kinetic models are particularly important to the plasma community. These models typically require dozens of inputs, especially rate coefficients. The latter are not always precisely known and it is not surprising that the error on the rate coefficient data can propagate to the model output. In this paper, we present a model that uses N=400 different combinations of rate coefficients based on the uncertainty attributed to each rate coefficient, giving a good estimation of the uncertainty on the model output due to the rate coefficients. We demonstrate that the uncertainty varies a lot with the conditions and the type of output. Relatively low uncertainties (about 15 %) are found for electron density and temperature, while the uncertainty can reach more than an order of magnitude for the population of the vibrational levels in some cases and it can rise up to 100 % for the CO$_2$ conversion. The reactions that are mostly responsible for the largest uncertainties are identified. We show that the conditions of pressure, gas temperature and power density have a great effect on the uncertainty and on which reactions lead to this uncertainty. In all the cases tested here, while the absolute values may suffer from large uncertainties, the trends observed in previous modeling work are still valid. Finally, in accordance with the work of Turner, a number of "good practices" is recommended.
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1. Introduction

A large part of the energy consumed on Earth originates from fossil fuels, which has a detrimental effect on the climate. The idea of re-using the emitted CO$_2$ and transforming it into valuable chemicals has thus been gaining increasing interest in recent years [1]. One of the most common applications would be to dissociate CO$_2$ into CO, which can then be used to synthesize fuels.

It was shown that low-temperature plasmas can be an energy-efficient way to dissociate CO$_2$, and in particular microwave discharges and gliding arc discharges [2, 3]. Indeed, non-equilibrium cold plasmas have the interesting properties to exhibit
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a much larger electron temperature than gas temperature, enabling the possibility for endothermic reactions to occur at relatively low gas temperature.

Therefore, in recent years, a lot of efforts have been made to obtain more insight in the CO$_2$ plasma, in order to improve the energy efficiency of the splitting process. Experimentally, different types of discharges have been studied, and the most common types are microwave (MW) plasmas [4, 5, 6, 7], gliding arc plasmas (GAP)[8, 9] and dielectric barrier discharges (DBD)[10, 11, 12].

It is reported that microwave and gliding arc plasmas offer much better energy efficiencies than DBDs. In these discharges, the electron temperature is usually in the range between 1 and 2 eV, which makes vibrational excitation one of the main electron energy loss channels. It is thus in theory possible to significantly enhance dissociation through a large vibrational excitation. This dissociation channel is usually considered to be the most energy-efficient one.

Reaching a large vibrational population is however not an easy task [13] and a better understanding of the plasma kinetics is needed to reach higher energy efficiencies. Kinetic modeling is therefore a powerful tool that gives insights in the processes occurring in the plasma which are typically not accessible experimentally. Pietanza and colleagues from the University of Bari [14, 15, 16, 17, 18, 19] focused on the coupling between the plasma kinetics and the electron energy distribution function (EEDF) and the different dissociation mechanisms, while in our group at the University of Antwerp, we focused mainly on the determination of the vibrational distribution, the improvement of the conversion and energy efficiency, the plasma chemistry and the physics of the discharge [13, 20, 21, 22, 23, 24, 25, 26, 27, 28].

Furthermore, Ponduri et al. [29] developed a time-dependent 1D model to describe the conversion of CO$_2$ in a DBD. Janeco et al [30] focused on the electron kinetics in a He/CH$_4$/CO$_2$ discharge to understand the role of He. Grofulović et al. [31] proposed a set of cross sections for CO$_2$ plasmas by comparing swarm parameters to the results of a two-term Boltzmann solver and the available experimental data. In particular, they recommended, along with Bogaerts et al. [25], to use the Phelps 7eV excitation cross section [32] as a dissociation cross section, which we use in this work. Koelman et al. [33] performed a first step toward the verification of the rate coefficient data and compared the results of two different global models using the same chemistry set.

One of the main issues encountered when developing such a model is the reliability of the rate coefficients and cross sections used. This issue was first brought to the attention of the plasma community by M. Turner [34, 35, 36] for a helium-oxygen mixture. The large uncertainty that exists on some of the rate coefficients leads to an uncertainty on the modeling results, which hinders their predictive capacities. Moreover, most papers refer to other papers using the rate coefficients cited in these papers and they do not refer to (or check) the original references where the expressions for these coefficients were determined. This leads to an increase in the chance of making a copy error.

The aim of this work is to find the original source of the rate coefficients that we use in our CO$_2$ kinetics model and to understand how the uncertainty on the input rate
coefficient and cross sections leads to uncertainties on the model output, thus giving an idea on the reliability of the model, both qualitatively and quantitatively, following the method proposed by M. Turner [34]. A statistical treatment of the data is used to pinpoint which rate coefficient has most effect on different outputs. This work should be seen as a first step towards building a more reliable database for CO$_2$ plasma kinetics. It stands as the continuation of the work initiated by Koelman et al [33].

This paper is organized as follows. In part 2, we first describe the model, and the conditions used in the model (in part 2.1). We then introduce the chemistry set (in part 2.2). In part 2.3, we explain the procedure used to determine the uncertainty on the output and in part 2.4, we explain the statistical treatment used to treat the data. The results are presented in part 3. This part contains two subparts. In part 3.1 we show the uncertainty on different model outputs (electron temperature and density, vibrational distribution function of the asymmetric stretch mode of CO$_2$ and CO$_2$ conversion) for different conditions. In part 3.2, we illustrate which rate coefficients are mainly responsible for the uncertainty of the various model results and we give some recommendations for good practice in chemical kinetics modeling. Finally, conclusions are given in section 4.

2. Model description

2.1. Plasma model

A zero-dimensional chemical kinetics model using the code ZDPlasKin [37] is developed. The density of each of the plasma species $n_s$ shown in table 1 below is calculated using:

$$\frac{dn_s}{dt} = \sum_j R_j[a_{sj}^R - a_{sj}^L] = \sum_j (k_j \prod_{l} n_l)[a_{sj}^R - a_{sj}^L]$$

The index $j$ refers to reaction $j$ and the index $l$ refers to the different reactants of reaction $j$. $a_{sj}^R$ and $a_{sj}^L$ are the right- and left-hand side stochiometric coefficients of species $s$, respectively. $R_j$ is the reaction rate of reaction $j$, $k_j$ is its rate coefficient. The chemical kinetics part is coupled, within the ZDPlasKin framework, to the Boltzmann solver BOLSIG+ [38]. The electron energy distribution function (EEDF) is calculated using the same set of cross sections used for the kinetic part (Table A1), including superelastic collisions. The electron mean energy is obtained from the EEDF, providing also the electron temperature. During the simulation, the EEDF is regularly updated to reflect the changing chemical composition due to CO$_2$ conversion into CO and O$_2$ and the change in the value of the reduced electric field. Namely, the EEDF is updated if the gas temperature or the electron density change more than 3%, or if the reduced electric field or the density of a species reacting with electrons change more than 0.1%. Calculating the EEDF is computationally expensive and updating it more often would result in a much longer computational time, which this kind of study cannot afford.

The model starts with pure CO$_2$ and a Botzmann vibrational distribution function at $t=0$. A power deposition $P_{dep}$ is applied until the Specific Energy Input (SEI) reaches
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1 eV/molec and then drops to 0. The gas temperature \(T_g\) and the pressure \(p\) are kept constant and are considered as parameters in this study. The power density is taken proportional to the pressure, as in our previous work [13]. This is done to ensure that the ratio between power density and pressure is constant, so that the data is comparable over different pressures. Naturally, we expect the situation in reality to be more complex.

The plasma-on time can be defined as:

\[
\tau = \frac{e}{k_B P_{dep} T_g} \times 1[\text{eV/molec}]
\]

(2)

where \(k_B\) is the Boltzmann constant and \(e\) is the elementary charge, used to convert eV to J. Since \(P_{dep}\) is chosen proportional to the pressure \(p\) in all cases, \(\tau\) does not depend on the pressure.

The \(\text{CO}_2\) conversion is calculated following:

\[
X(t)(\%) = \frac{n_{\text{CO}}(t)}{n_0 - \frac{1}{2} n_{\text{CO}}(t)}
\]

(3)

where \(n_{\text{CO}}(t)\) is the total CO density (all CO species) at a time \(t\) and \(n_0 = \frac{p}{k_B T_g}\) is the initial \(\text{CO}_2\) density. The second part of the denominator originates from the gas expansion. Since the model considers an isobaric process, the volume is not fixed and this needs to be taken into account when calculating the conversion.

2.2. Chemistry set

The chemistry set used in this work contains the species listed in Table 1. It is important to note that this chemistry set has been reduced compared to our previous work [13, 21, 22, 25], based on our previous chemistry reduction [27]. This simplification of the chemistry set is justified by the fact that some species only have a minor contribution to the outcome of the model. Therefore, they do not bring additional important information, given the uncertainty existing on the different outputs of the model (see results), while making the task of retrieving all the original sources much more complex. More generally, we would like to point out that adding more complexity in the plasma kinetic models does not necessarily give a better outcome of the simulation, since the chemistry of the more rare species is usually poorly known. Moreover, although included to some extent, the chemistry of CO and O\(_2\) is described in less detail in this model than the chemistry of \(\text{CO}_2\), which is justified because of the low \(\text{CO}_2\) conversion at the conditions under study. A more detailed description of these species might be needed at conditions where these species are present in higher densities (i.e. higher \(\text{CO}_2\) conversion).

The energy of the \(\text{CO}_2\) levels is calculated using equation 4, as in [39, 21]:

\[
E_{\text{CO}_2} = \sum_i \omega_i (v_i + \frac{d_i}{2}) + \sum_{j \geq i} x_{ij} (v_i + \frac{d_i}{2})(v_j + \frac{d_j}{2}) + x_{l_1l_2l_2} l_2^2
\]

(4)

where \(\omega_i\), \(x_{ij}\) and \(x_{l_1l_2l_2}\) are spectroscopic constants determined by experiment and \(d_i = (d_1\ d_2\ d_3) = (1\ 2\ 1)\) are the degeneracies of the three modes of vibration. We use
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Table 1. Species described in the model.

<table>
<thead>
<tr>
<th>Neutral ground states</th>
<th>Charged species</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO$_2$, CO, O$_2$, O, C</td>
<td>CO$_2^+$, CO$_4^+$, O$^-$, O$_2^-$, CO$_3^-$, CO$_4^-$, e$^-$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Excited states</th>
<th>Associated energy [eV]</th>
<th>State$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$<em>2[v</em>{1-4}]$</td>
<td>Anharmonic oscillator</td>
<td></td>
</tr>
<tr>
<td>CO$<em>2[v</em>{1-10}]$</td>
<td>Anharmonic oscillator</td>
<td></td>
</tr>
<tr>
<td>CO$<em>2[v</em>{1-21}]$</td>
<td>Anharmonic oscillator</td>
<td>(00n)</td>
</tr>
<tr>
<td>CO$_2[v_a]$</td>
<td>0.083</td>
<td>(010)</td>
</tr>
<tr>
<td>CO$_2[v_b]$</td>
<td>0.167</td>
<td>(020) + (100)</td>
</tr>
<tr>
<td>CO$_2[v_c]$</td>
<td>0.252</td>
<td>(030) + (110)</td>
</tr>
<tr>
<td>CO$_2[v_d]$</td>
<td>0.339</td>
<td>(040) + (120) + (200)</td>
</tr>
<tr>
<td>CO$_2[e_1]$</td>
<td>10.5</td>
<td>($^1\Sigma_u^+$) + ($^3\Pi_u$) + ($^1\Pi_u$)</td>
</tr>
<tr>
<td>O$_2[e_1]$</td>
<td>0.98</td>
<td>($a^1\Delta_u$) + ($b^3\Sigma_g^+$)</td>
</tr>
<tr>
<td>O$_2[e_2]$</td>
<td>8.4</td>
<td>($B^3\Sigma_u^+$) + higher triplet states</td>
</tr>
<tr>
<td>CO$_2[e_1]$</td>
<td>6.22</td>
<td>($a^3\Pi_r$)</td>
</tr>
<tr>
<td>CO$_2[e_2]$</td>
<td>7.9</td>
<td>($A^1\Pi$)</td>
</tr>
<tr>
<td>CO$_2[e_3]$</td>
<td>13.5</td>
<td>($a^3\Sigma^+$) + ($d^3\Delta_i$) + ($e^3\Sigma^-$) + ($b^5\Sigma^+$)</td>
</tr>
<tr>
<td>CO$_2[e_4]$</td>
<td>10.01</td>
<td>($C^1\Sigma^+$) + ($E^1\Pi$) + ($B^1\Sigma^+$) + ($I^1\Sigma^-$) + ($D^1\Delta$)</td>
</tr>
</tbody>
</table>

$^a$ CO$_2$ electronic states designation from Grofulović et al.[31], O$_2$ and CO electronic states notation from Huber & Herzberg [42].

The following values[39]: $\omega_1 = 1354.31$ cm$^{-1}$, $\omega_2 = 672.85$ cm$^{-1}$, $\omega_3 = 2396.32$ cm$^{-1}$, $x_{11} = -2.93$ cm$^{-1}$, $x_{12} = -4.61$ cm$^{-1}$, $x_{13} = -19.82$ cm$^{-1}$, $x_{22} = 1.35$ cm$^{-1}$, $x_{23} = -12.31$ cm$^{-1}$, $x_{33} = -12.47$ cm$^{-1}$, $x_{122} = -0.97$ cm$^{-1}$.

The energies of the CO vibrational levels are calculated using an anharmonic oscillator formula[40]:

$$E = \omega_e(v + 0.5) - \omega_e x_e(v + 0.5)^2$$

$v$ is the vibrational quantum number, $\omega_e = 2169.81$ cm$^{-1}$ and $x_e = 6.12 \times 10^{-3}$ is the anharmonicity coefficient[41]. The energies of the O$_2$ vibrational levels are taken from the Phelps database [32].

The list of the different reactions considered in this work is given in the Appendix A. Table A1 shows the electron impact reactions that use cross section data to retrieve the rate coefficients. Table A2 presents the electron impact reactions described by analytic expressions for the rate coefficients. Table A3 shows the list of reactions involving ions. Table A4 presents the reactions between neutral molecules, and finally table A5 lists
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The reactions between the different vibrational levels. This research is performed in continuation of the work done in our group over the last few years. The procedure used to calculate the rate coefficients of the reactions involving vibrationally excited molecules is described in detail in Kozák et al.\cite{21}

2.3. Uncertainty determination and computational procedure

Most experimentally derived expressions for the rate coefficients are given in the form of Arhenius expression 6.

$$k = AT^B exp(-E_a/k_BT_g)$$  \hspace{1cm} (6)

where \(k\) is the rate coefficient, \(k_b\) is the Boltzmann constant, \(T_g\) the gas temperature, \(E_a\) the activation energy, and \(A\) and \(B\) are coefficients that are experimentally or theoretically determined. Note that reactions that involve electrons typically show an additional dependence to the electron temperature. One of the most important parts of this work was to retrieve the original source for each expression. We have done this as much as possible in order to estimate the uncertainty on the rate coefficients. Naturally, our choice of sources is also subject to errors and we invite the reader to form a critical opinion and to systematically check the primary source of the data.

The uncertainty can be considered to be contained in the parameter \(A\), as long as the rate coefficient is used in the parameter range considered in the determination of the analytical expression, i.e. \(\Delta k = \Delta A\), where \(\Delta X\) refers to the uncertainty on a quantity \(X\) and \(\overline{X}\) refers to its mean value.

The procedure used in this work is very similar to the initial work of M. Turner on this matter \cite{34}. First, we assume that the probability of each rate coefficient for having a certain value can be derived from a log-normal distribution. As pointed out in \cite{34}, this choice is debatable as some of the extreme values for the rate coefficients may be non-physical. Nevertheless, we believe that it gives a good estimation of the uncertainty of the model and this study focuses on the different quantiles in the outcome of the simulations, in order to avoid these non-physical values. The probability \(f(A_n = x_A; \Delta A, \overline{A})\) that the coefficient \(A\) in expression 6 has a value \(x_A\), given its uncertainty \(\Delta A\), is given by a log-normal distribution \cite{43}:

$$f(A_n = x_A; \Delta A, \overline{A}) = \frac{1}{x_A \sigma \sqrt{2\pi}} exp\left(-\frac{ln(x_A - \mu)^2}{2\sigma^2}\right)$$ \hspace{1cm} (7)

where \(\mu\) and \(\sigma\) are parameters that contain the mean value of \(A\) (\(\overline{A}\)) and the error \(\Delta A\):

$$\mu = ln\left(\frac{\overline{A}}{(\Delta A)^2 + \overline{A}^2}\right)$$

$$\sigma = \sqrt{(ln(1 + (\Delta A/A)))}$$  \hspace{1cm} (8)

Then, we create a large number (\(N=400\)) of different combinations of rate coefficients. Each rate coefficient \(k_n\) of a given combination \(n\) is chosen randomly based on the probability density described in equation 7. For rate coefficients \(k'\) that
are derived from another rate coefficient \( k \) (scaling laws), we multiply the scaled rate coefficient \( \overline{k} \) by a factor \( \frac{k_n}{k} \), i.e. \( k'_n = \overline{k} \frac{k_n}{k} \) for each chemistry set \( n \).

The model is ran using each combination of rate coefficients (i.e. 400 different inputs) and the different outcomes are compared, which gives an estimation on the error of the calculation results. An analysis of the correlation between the input value taken for a rate coefficient and a certain output gives us an indication of which reaction is important for this output.

It is important to note that only the uncertainty on the original rate coefficients is considered here. The uncertainty on the model results is in reality likely to be larger due to possible systematic errors, especially the error made when using the different scaling laws and the fact that not all vibrational states are considered in the model. The goal of this research is to understand how, and to which extent, the error on the rate coefficients propagates to the results of the model.

2.4. Statistical treatment

This study has two main goals: (i) to quantify the uncertainty on the modeling results due to the uncertainty on the rate coefficients and (ii) to identify the main sources of uncertainty.

For the first part, the results will be shown using different colors delimiting the different chosen quantiles. This illustrates the distribution of the data at any given abscissa. The median value will be presented by a black line.

When comparing different conditions, error bars have been drawn. They delimit the data within a confidence interval of 70 %, determined by the quantiles corresponding to the first 15 % and 85 % of the data \((X_{15},X_{85})\). For simplicity, we call the quantile delimiting the first \( p \) % of the data \( X_p \) in this study. The relative difference between upper and lower quantiles is also shown, as it gives a good estimation of the relative error for a given confidence interval (see 3.1). Note that the distribution of the data within the interval \([X-\sigma_X,X+\sigma_X]\) in a normal distribution, where \( \sigma_X \) is the standard deviation, is about 68 %. This explains our choice of a confidence interval of 70 %, although the distribution of the data is not symmetrical in our case.

For the second part of this study, the built-in Matlab® tools for correlations are used to rank which input is mostly correlated with which output. This information together with the uncertainty on the corresponding rate coefficients allows us to identify the main sources of uncertainty on a given output (see 3.2). In particular, the Spearman’s \( \rho \) rank correlation coefficient is used [44]. It is the common linear correlation coefficient, using the rank variables instead of the variables themselves.

It measures how monotonic a particular model output \( f(x) \) is as a function of a model input \( x \). It has the advantage, in comparison to a standard correlation coefficient, to also detect non-linear correlations. \( \rho \) varies between -1 and +1. A value of 0 means that there is no monotonic relationship between the input and the output. An absolute value of 1 means that the function \( f(x) \) is perfectly monotonic with \( x \). The sign of \( \rho \) gives
information on whether the function is increasing (positive $\rho$) or decreasing (negative $\rho$). In this work, following several estimations, we considered that only an absolute value of $\rho$ larger than 0.3 is significant.

3. Results and discussion

3.1. Quantification of the uncertainty on the plasma variables

As mentioned earlier, it is crucial for the reliability of a model to know the uncertainty on its output. These uncertainties can for sure hinder the quantitative predictive capacities of a model, but they might also have an influence on the qualitative predictions. This part aims at understanding the effect of the uncertainties of the rate coefficients on several outputs of our CO$_2$ 0D chemical kinetics model, namely the electron temperature (Figure 1), the electron density (Figure 2), the vibrational distribution function (VDF, Figures 3 and 4) and the CO$_2$ conversion (Figures 5 and 6).

Showing the solutions of the model for the N=400 combinations of rate coefficients is obviously not desirable. Therefore, in Figures 1, 2, 3 and 5 we opted for a representation using different colors. Each color delimits a confidence interval. The confidence intervals of 90%, 70%, 50% and 25% are represented in yellow, orange, red and dark red, respectively. They correspond to the following intervals, respectively: $[X_{5},X_{95}]$, $[X_{15},X_{85}]$, $[X_{25},X_{75}]$, $[X_{37.5},X_{62.5}]$. The black curve shows the median value.

Additionally, in order to quantify more precisely the dispersion of the data, we show the relative difference $(X_U - X_L)/X_{50}$ between the upper quantile $X_U$ and the lower quantile $X_L$, using the right y-axis. The dotted line gives the relative difference for the interval $[X_{15},X_{85}]$, hence a confidence interval of 70%, while the dashed line gives the relative difference for the interval $[X_{37.5},X_{62.5}]$, hence a confidence interval of 25%.

Since the uncertainty is typically condition-dependent, Figures 1, 2 and 5 show the results for four different conditions:

a) Basic case: 200 mbar, 200 W.cm$^{-3}$, 300 K, $\tau = 3.87$ ms
b) Higher pressure: 1000 mbar, 1000 W.cm$^{-3}$, 300 K, $\tau = 3.87$ ms
c) Higher power density: 200 mbar, 1000 W.cm$^{-3}$, 300 K, $\tau = 0.77$ ms
d) Higher temperature: 200 mbar, 200 W.cm$^{-3}$, 2000 K, $\tau = 0.58$ ms

The residence time $\tau$ varies upon the parameters chosen, as the latter is defined by the time needed to reach an SEI of 1eV/molec, cf equation 2. The letter of the different panels corresponds to the letters of this list. These conditions correspond to typical conditions encountered in microwave plasmas or in other types of discharges, and were used in our previous work as well [13].

More specifically, Figure 1 shows the electron temperature $T_e$ for these four conditions. The end of the power pulse ($\tau$) is indicated by the vertical dash-dot black line. At 300 K (Figure 1 a, b and c), $T_e$ shows the same behavior: a very short and sharp increase at $t = 0$, followed by a decrease until approximately $t = 0.1$ ms (barely
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visible in the figure) and a slower increase until a stable value is reached. $T_e$ then drops almost immediately to 0 at the end of the power pulse. The uncertainty (defined as the relative difference between the values lying 35% above or below the median value, i.e., a confidence interval of 70%; see above) is here between 10% (Figure 1 a, b) and 15% (Figure 1 c) in the plasma (dotted line).

At 2000 K (Figure 1 d), the behavior is slightly different: $T_e$ increases sharply at $t = 0$ and then decreases for about 0.1 ms. Then, it reaches a rather stable value around 1 eV until the end of the plasma. The uncertainty is lower, around 5% in the plasma.

It is important to note that while the error on the electron temperature may appear small, it can have a major effect on the electron impact rate coefficients, since they are particularly sensitive to the electron energy.

![Figure 1](image.png)

**Figure 1.** Electron temperature (left y-axis) as a function of time for four different cases. The different colors delimit different quantiles of the $N = 400$ solutions at each time. The median value is shown by the black curve. From lighter to darker, they correspond to 90%, 70%, 50% and 25% of the solutions. The end of the pulse is represented by the vertical dashed black line. The relative difference between the upper and the lower quantiles (right y-axis) are shown with the dotted blue line (corresponding to the orange zone; confidence interval of 70%) and the dashed blue line (corresponding to the dark red zone; confidence interval of 25%).

Figure 2 shows the calculated electron density $n_e$. The absolute value of the electron
density depends on the conditions. However, the four curves follow a similar trend: \( n_e \) rises quickly at the beginning of the power pulse and reaches a stable value after less than 0.1 ms. At the end of the power pulse, the electron density decreases exponentially. The error is typically 10\% or below in the plasma. In the afterglow, particularly in the beginning at 300 K, we see a sharp increase of the uncertainty, reaching up to 90\%. With decreasing electron density, the uncertainty decreases as well, to values ranging from 20 to 50\%. This sharp increase in the uncertainty is caused by the fact that a different choice of rate coefficients has a large effect on the decay time of the electron density. However, the electron density in the afterglow does not play a significant role in the \( \text{CO}_2 \) conversion at this relatively high pressure, so this uncertainly will be of minor importance to the overall uncertainty of the model. At 2000 K, the uncertainty remains rather low and increases from about 5\% to a bit more than 15\%.

Figure 2. Electron density (left y-axis) as a function of time for four different cases. The different colors delimit different quantiles of the \( N = 400 \) solutions at each time. The median value is shown by the black curve. From lighter to darker, they correspond to 90\%, 70\%, 50\% and 25\% of the solutions. The relative difference between the upper and the lower quantiles (right y-axis) are shown with the dotted blue line (corresponding to the orange zone; confidence interval of 70\%) and the dashed blue line (corresponding to the dark red zone; confidence interval of 25\%).

Figure 3 shows the VDF at the beginning of the plasma (\( t = 0.1 \) ms, Figure 3a and
b) and at a later stage of the plasma (t = 2 ms in Figure 3c and t = 0.5 ms in Figure 3d). Only two conditions are presented here: the basic case (200 mbar, 200 W cm\(^{-3}\), 300 K, \(\tau = 3.87\) ms) and the higher temperature case (200 mbar, 200 W cm\(^{-3}\), 2000 K, \(\tau = 0.58\) ms). Indeed, the results at higher pressure or power density are similar to those of the basic case.

The typical non-equilibrium shape of the VDF described in our previous work [13] is present for the basic case (Figure 3a and c), i.e. at low gas temperature. The increasing population of the vibrationally excited states over time is visible by comparing Figure 3a and Figure 3c. Using the population of the first asymmetric mode, we can associate a vibrational temperature to the VDF, giving an estimation of the extent of vibrational excitation. At \(t = 0.1\) ms (Figure 3a), the vibrational temperature varies between 830 K and 978 K (for a confidence interval of 70 %), with a median value of 900 K (hence an uncertainty of 16 %). At \(t = 2\) ms (Figure 3c), it varies between 1275 K and 1703 K (for the same confidence interval), with a median value of 1472 K (hence, an uncertainty of 29 %).

The uncertainty on the VDF also increases with time, ranging from 50 % to 300 % for the population of different energy levels at \(t = 0.1\) ms and between 50 % and 1400 % at \(t = 2\) ms. Indeed, the error on the densities on the vibrational levels builds up over time and there are no mechanisms that compensate this build-up, which explains the increase of the uncertainty. The uncertainty on the VDF is thus large and can reach more than an order of magnitude. This is expected since many reactions occur between the vibrational levels and they are particularly important in determining the VDF. Thus, a small error on the original VT and VV rates coefficients can have much larger consequences on the VDF.

On the other hand, at a temperature of 2000 K (Figure 3b and d), the VDF stays rather constant and resembles a Boltzmann distribution. This behavior was also observed in our previous work and is attributed to the fast VT relaxation occurring at high gas temperature. The vibrational temperature is about 2000 K at all time, with no significant dispersion of the results. Since the large VT transfers bring the VDF back to a Boltzmann distribution, the uncertainty is here much lower. It ranges from 5 % to 45 % and does not really change over time.

Similarly, using the population of the 4 symmetric states, we can obtain a vibrational temperature for the symmetric states. At \(t = 0.1\) ms and with a gas temperature of 300 K, a pressure of 200 mbar and a power density of 200 W cm\(^{-3}\), corresponding to the basic case, we obtain the following median temperatures for the vibrational symmetric mode levels \(v_a\), \(v_b\), \(v_c\) and \(v_d\): \(T_{va} = 320K\), \(T_{vb} = 472K\), \(T_{vc} = 565K\) and \(T_{vd} = 519K\). Using a confidence interval of 70 %, the uncertainties are 10 %, 13 %, 12 % and 6 %, respectively. At \(t = 2\) ms, the symmetric temperatures are \(T_{va} = 1111K\), \(T_{vb} = 1346K\), \(T_{vc} = 1386K\) and \(T_{vd} = 795K\). The uncertainties are 92 %, 67 %, 60 % and 22 %, respectively. Note that the vibrational energy of the symmetric levels is rather low. Their population is thus comparable to the ground state population, which explains the high sensitivity of their temperatures to the uncertainties of the rate
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coefficients. At this high level of symmetric excitation, inter-mode energy exchanges can become important\[45\]. These non-linear effects are partly included in the model for the low-energy levels through reaction V5 (see Appendix A), but not for the higher energy levels, as this would lead to a complexity that is beyond this study.

Figure 3. Vibrational distribution function (left y-axis) at the beginning of the power pulse (t = 0.1 ms; panels a and b) and at a later stage in the power pulse (t = 0.5 and 2 ms; panels d and c, respectively) for the basic case (panels a and c) and the higher temperature case (b and d). The median value is shown by the black curve. The different shades delimit different quantiles of the N = 400 solutions. From lighter to darker, they correspond to 90%, 70%, 50% and 25% of the solutions. The relative difference between the upper and the lower quantiles (right y-axis) are shown with the dotted blue line (corresponding to the orange zone; confidence interval of 70 %) and the dashed blue line (corresponding to the dark red zone; confidence interval of 25 %).

Thus, the uncertainty on the VDF depends a lot on the conditions, as seen in Figure 3. Given the magnitude of the uncertainty, one question then arises: to which extent are the trends observed in the calculations for different conditions still valid, keeping in mind the uncertainties? Figure 4 shows the vibrational distribution function for the four different conditions studied here at a time t = 0.1 ms (Figure 4a) and t = 0.5 ms (Figure 4b). Error bars are added, corresponding to a confidence interval of 70 %, i.e. delimiting the interval \([X\sb{15},X\sb{85}]\).
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At t = 0.1 ms (Figure 4 a), we see that the high pressure case and the high gas temperature case exhibit a smaller uncertainty. Indeed, the VDF is then closer to equilibrium and is thus easier to predict. In typical experimental cases, because of the high gas temperature, extreme non-equilibrium conditions are very difficult to reach. On the other hand, for the basic case and particularly for the high power density case, the uncertainty can become very large, even at the beginning of the simulation. It is also interesting to note that in the high pressure case, the uncertainty is maximum for the highly excited vibrational levels.

Nevertheless, the trends observed in our previous work [13], namely that the importance of higher vibrational levels increases with power density and decreases with temperature and pressure, are still visible and the difference between the VDFs is still significant.

At t = 0.5 ms (Figure 4 b), the trends are still the same, although vibrational excitation has had time to build up, which is particularly visible on the curve showing the high power density case. It is especially interesting to see that the uncertainty increases for the basic case but is drastically reduced for the high power density case.

This can be explained by the fact that vibrational excitation (i.e., vibrational ladder climbing) is building up at t = 0.1 ms. There, the results are thus very sensitive to the chosen combination of rate coefficients and very large uncertainties can occur. However, once the vibrational ladder climbing has built up and has reached a sufficient population, the CO$_2$ molecules begin to dissociate very quickly, which seems to significantly reduce the uncertainty.

Figure 4. Median value of the vibrational distribution function at t = 0.1ms (panel a) and at t = 0.5 ms (panel b) for different conditions (see legend). The error bars delimit the interval [X$_{15}$,X$_{85}$], corresponding to a confidence interval of 70%.

Figure 5 shows the CO$_2$ conversion as a function of time for the four different
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The end of the power pulse is indicated by the vertical black dotted line. The trends are rather similar in all cases: the CO$_2$ conversion increases linearly inside the plasma and then stays constant, although it slowly increases in the 2000 K case (Figure 5 d). This slow increase at 2000 K is due to thermal conversion, that does not require plasma. Note that at low gas temperature (Figure 5 a, b and c), the conversion starts with a short delay after the beginning of the power pulse (at $t = 0$). This is particularly visible in Figure 5c, and it is due to the time that the vibrational levels require to be populated first, before they can give rise to conversion.

The uncertainty is quite large and relatively constant in Figure 5 a, b and d, between 70% and 110%. In Figure 5 c, it reaches more than 250% at the beginning of the conversion and then stabilizes at a bit more than 50%. This can be understood by knowing that most of the conversion originates from vibrationally excited CO$_2$ in this case. Since the build-up time of the vibrational population is not the same with all combinations of rate coefficients, as mentionned above, there is a delay between the beginning of the conversion from one simulation to the other. This means that simulations with practically zero conversion in the beginning are compared to simulations where the conversion is already non-negligible, causing a large uncertainty. Eventually, as we have seen in Figure 4 b, since the vibrational excitation becomes very large in the vast majority of the simulations, the conversion happens and the uncertainty reaches more reasonable values, although it is still quite large.

The different values of conversion, calculated long after the end of the plasma pulse, at $t = 50$ ms, are plotted as a function of pressure in Figure 6. In the basic case, as we have also seen in Figure 5, the conversion is very low: it drops from 1.4 % at 100 mbar to 0.5 % at 1000 mbar. The conversion in the high temperature case is around 0.7 %, independent from the pressure. The higher power density yields a much larger conversion at low pressure, reaching 8 % at 100 mbar, but decreasing to 0.5 % at 1000 mbar. The uncertainties are particularly important for low pressures and high power deposition, at low gas temperature.

These results indicate that there is a threshold of power density above which vibrationally-induced dissociation becomes important. This threshold depends on pressure and on gas temperature, as we have seen in our previous work [13]. Under this threshold, dissociation is either due to electron impact dissociation or to thermal processes and the non-equilibrium aspect of the plasma is not fully exploited. This also has an effect on the uncertainties: vibrationally-induced dissociation is a complex mechanism and an accurate prediction of its magnitude requires using multiple reactions. The most important reactions are vibrational-translational (VT) relaxations, vibrational-vibrational (VV) relaxations and electron-vibration energy transfers (e-V). Naturally, the uncertainty on all these reactions builds up on the final result. On the other hand, electron impact dissociation and thermal dissociation are the result of much simpler processes, which allows for more accurate predictions.

Note that the values of conversion appear to be low in comparison to experiments, especially in the basic and the high temperature case. It is worth mentioning that
Figure 5. CO₂ conversion as a function of time for four different cases. The different colors delimit different quantiles of the N = 400 solutions at each time. The median value is shown by the black curve. From lighter to darker, they correspond to 90%, 70%, 50% and 25% of the solutions. The relative difference between the upper and the lower quantiles (right y-axis) are shown with the dotted blue line (corresponding to the orange zone) and the dashed blue line (corresponding to the dark red zone; confidence interval of 25%).

these test scenarios cannot be transposed to complex experimental cases, due to their simplicity. They are chosen to be simple in this study on the uncertainties of our CO₂ chemical kinetics model in order to be able to analyze the data and to understand the source of the uncertainties.

3.2. Correlations between uncertainties in the model results and responsible reactions

The aim of this part is to understand which reactions have a substantial effect on the results of the model. We focus here on the CO₂ conversion and the vibrational excitation, as they are very important for the application and they are characterized by the largest uncertainties, as seen in part 3.1 above. Indeed, for those calculation results with lower uncertainties, like the electron temperature and density, it was found difficult to draw meaningful conclusions about the effect of specific reactions.
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![Graph showing conversion as a function of pressure for different conditions: two different gas temperature, $T_g = 300K$ (yellow and green curve) and $T_g = 2000K$ (red curve); two different power depositions, low (orange and red curves) and high (green curve). The error bars delimit the interval [X$_{15}$,X$_{85}$], corresponding to a confidence interval of 70%. The conversion is calculated at t=50ms.](image)

**Figure 6.** Calculated conversion as a function of pressure for different conditions: two different gas temperature, $T_g = 300K$ (yellow and green curve) and $T_g = 2000K$ (red curve); two different power depositions, low (orange and red curves) and high (green curve). The error bars delimit the interval [X$_{15}$,X$_{85}$], corresponding to a confidence interval of 70%. The conversion is calculated at t=50ms.

To grasp the concept of the Spearman’s rank correlation coefficient described in part 2.4, Figure 7 shows the values of the calculated CO$_2$ conversion as a function of the relative value of the rate coefficient for electron impact excitation to the asymmetric mode vibrational levels (any of the levels), for two conditions: the basic case (Figure 7 a) and the high power density case (Figure 7 b). The same data was used in Figure 6: each scatter plot in Figure 7 corresponds to one conversion data point and error bar in Figure 6.

The Spearman’s $\rho$ coefficient is calculated to be 0.15 and 0.69, in the basic and the high power density case, respectively. Indeed, Figure 7 shows that the correlation between the calculated CO$_2$ conversion and the rate coefficient for vibrational excitation is obvious in the high power density case, while no trend stands out in the basic case.

This information is summarized, and extended also to other reactions, in Figure 8, which shows the Spearman’s $\rho$ coefficient for the four conditions indicated, between the CO$_2$ conversion and the rate coefficients of seven important reactions. The other rate coefficients did not show any noticeable trend (i.e. $\rho < 0.3$). The results for the basic case and the higher pressure case are similar. In both cases, electron impact dissociation (X4) is, by far, the main source of uncertainty. Reaction (I9), i.e. a formation process of CO$_2$ upon collision of a negative ion with O atoms, is the second source of uncertainty. Indeed, since electron impact dissociation is the main dissociation mechanism at these conditions, the ion kinetics, which is strongly related to the electron kinetics, is also important. No other significant correlations were found.
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At higher temperature, electron impact dissociation (X4) is still the main source of uncertainty, followed by CO₂ dissociation upon O atom impact (N2). Kozák and Bogaerts[22] also reported that modifying the activation energy of this reaction has a large effect on the conversion. The uncertainty on this rate coefficient is large, causing a large effect on the CO₂ conversion.

At higher power density, more reactions were found to be significant. The main correlation was found with electron impact asymmetric mode vibrational excitation (X7) (also shown in Figure 7 b), followed by electron impact symmetric mode vibrational excitation to CO₂vₐ and CO₂vₜ, (X6a) and (X6b), respectively. Increasing the rate coefficient of reaction (X4), (N2) and (X7) has a beneficial effect on the conversion. The correlation coefficient for the other rate coefficients is too low (< 0.3) to draw reliable conclusions about their effect on the CO₂ conversion.

It is also found that increasing the VT reaction rate coefficient (V1) has a detrimental effect on the CO₂ conversion in the high power density case. These trends correspond to our previous observations, showing that at higher power density, the dissociation mainly originates from vibrationally excited levels. Therefore, the main source of uncertainty arises from the reactions that are needed to obtain the VDF.

Figure 9 shows the obtained Sperman’s ρ coefficient for the four conditions indicated between the density of one of the highest asymmetric mode vibrational levels of CO₂, i.e. CO₂v₂₀, and the rate coefficients that are found to yield the most significant correlations. Figure 9a considers the CO₂v₂₀ density at t = 0.1 ms while Figure 9b shows the CO₂v₂₀ density at t = 0.5 ms, corresponding to Figure 4a and b, respectively.

This particular asymmetric mode vibrational level was chosen since its determination leads to a large uncertainty, particularly in the high power density case.
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- Figure 8. Spearman’s $\rho$ rank correlation coefficient between the calculated CO\textsubscript{2} conversion at $t=50$ms and the rate coefficients of different reactions for four different conditions (see legend). The coefficients are only shown when the CO\textsubscript{2} conversion exhibits a clear dependence on the rate coefficient of that reaction, i.e. if $\rho > 0.3$ for one of the conditions.

at $t = 0.1$ ms, as observed in Figure 4a.

At $t = 0.1$ ms (Figure 9a), the basic case, the higher pressure case and the higher power density case show similar correlations. The main source of uncertainty is found to be reaction (X7), i.e., electron impact vibrational excitation. Increasing the rate coefficient of this reaction clearly enhances the density of CO\textsubscript{2}v\textsubscript{20}, which is logical. The VT relaxation reaction (V5) comes second, with a negative $\rho$ coefficient, which is again logical. At higher temperature, X7 has again the main influence, but some more reactions play a role. Reactions N1, V1 and V2b show a similar negative correlation coefficient and X6c is found to have a clear positive correlation. The influence of N1 at higher temperature can be easily understood: for a highly excited level, the activation energy of dissociation reactions is lowered. Therefore, the activation energy of CO\textsubscript{2}v\textsubscript{20} is similar to the (relatively high) gas temperature, leading to a very high probability of
dissociation by reaction N1.

At $t = 0.5$ ms (Figure 9b), similar correlations are observed for the basic and the high pressure case, although V1 seems to be more important than at $t = 0.1$ ms. The correlations for the high power density case are quite different from what we have seen above. N2 is now the main depopulating mechanism, followed by V1. The influence of X7 is lower here. At 2000 K, the observations made in Figure 9a are still valid. Indeed, at 2000 K, the VDF thermalizes very quickly and thus, there is no important change in the kinetics between the beginning and the end of the plasma.

To summarize our results, we see that the uncertainty on the model results clearly depends on the conditions and the type of output. Knowing the magnitude of the uncertainties is necessary for a valid interpretation of the modeling results. This study shows that the absolute values predicted by the model are subject to quite large uncertainties. The CO$_2$ conversion and vibrational excitation have been identified as particularly sensitive to the uncertainties on the rate coefficients. This is perfectly understandable since obtaining these values requires to calculate several other quantities, which are themselves subject to uncertainties. In other terms, these "final" outputs combine all the uncertainties from the other quantities.

Despite these findings, it is important to note that the trends observed in our previous work [21, 22, 13] are still found back in the current study, accounting for the uncertainties. Given the complexity of the kinetics, this is a rather positive message. Indeed, when analyzing the results of a kinetic model, especially the more complex ones, one should be aware that the absolute values are subject to large uncertainties and the predictive power of such models is thus hindered. However, the trends that are predicted by the models seem to be valid and also contain very useful information.

Note that, as mentioned earlier, this study is only a first step in the direction of the Verification and Validation (V&V) of the kinetic modeling results, which was described by Turner [36]. Naturally, the rate coefficients are not the only source of uncertainty in the model and more systematic errors may be present, such as the influence of the different scaling laws that are used. Errors in the code may also still be present, despite our best efforts to ensure that there are none.

In accordance with Turner, we recommend a (non-exhaustive) number of 'good practices' that should be adopted by the low-temperature plasma modeling community. First, and probably most importantly, the original source of the rate coefficient data should be cited as much as possible, along with mentioning the uncertainty of the data. We have tried to do this as much as possible in this work, although it is sometimes not possible to access the original sources. Second, a large database of verified rate coefficients would be particularly useful for the plasma modeling community. These databases exist in other fields, such as the UMIST database [46] for astrophysics or the NIST chemistry webbook [47] to some extent. This work is started in the plasma community by LxCat [48], which is an extensive database of electron and ion scattering cross sections, swarm parameters, etc. Third, this type of study is highly necessary so that the modeling results can be analyzed in light of the uncertainties that exist.
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Note that the calculation time might be a problem in more complex cases here, since the model needs to run for several hundreds of combination of rate coefficients, instead of just one. Finally, when possible, we would recommend a more systematic attempt to validate the modeling results and the chosen rate coefficients against experimental values, particularly species and electron densities, in a rigorous manner. In order to validate the rate coefficients over a wider range of parameters, it would be beneficial to control parameters, such as the gas temperature and the reduced electric field, in these experiments. Thus, the experiments should be carried out in a simple design, like a glow discharge with parallel electrodes, not optimized for CO\textsubscript{2} conversion studies in terms of conversion or energy efficiency, but for controlled experiments. Moreover, using various conditions in these experiments would allow to benchmark (or discard) different rate coefficients at these different conditions, since the dominant mechanisms depend on the conditions considered.
Figure 9. Spearman’s $\rho$ rank correlation coefficients between the calculated $CO_2v_{20}$ density and the rate coefficients of different reactions for different conditions (see legend) at $t = 0.1$ ms (panel a) and at $t = 0.5$ ms (panel b). The coefficients are only shown when the $CO_2v_{20}$ density exhibits a clear dependence on the rate coefficient of the reaction, i.e. if $\rho > 0.3$ for one of the conditions.
4. Conclusion

We have developed a zero-dimensional chemical kinetics model to describe the CO$_2$ conversion in a low-temperature plasma. A detailed description of the vibrational kinetics of CO$_2$, O$_2$ and CO is included. Using the uncertainty on the rate coefficients, which is typically in the order of 10-30 %, but can rise up to 100 % or even 200 %, a probability distribution was calculated for the rate coefficient of each reaction. Based on these probability distributions, 400 different combinations of rate coefficients have been created and used in the model for different conditions of pressure, power density and gas temperature to predict the uncertainty on the calculation results of the model. This method indeed shows how the uncertainty present on the rate coefficients propagates to the final results.

The electron density and electron temperature show relatively small errors, in the range of 15 % inside the plasma. The error on the electron density in the afterglow is more important, reaching up to 90 %, but will not be very critical due to the lower values of the electron density. The error on the population of the vibrational levels is much larger, reaching up to two orders of magnitude. This error is smaller when increasing the gas temperature and/or the pressure, i.e. conditions closer to equilibrium. The CO$_2$ conversion is also strongly affected by the uncertainties, with errors ranging between 50 % and 110 % depending on the conditions.

By analyzing the correlations between the model results and the rate coefficients of the individual reactions, we can reveal which reactions contribute most to the uncertainty in the model results. Typically, the results that are sensitive to other calculated quantities, such as the VDF and the CO$_2$ conversion, seem to be particularly subject to uncertainties, since they combine all the uncertainties of the quantities needed to calculate them. The reactions can contribute most to the uncertainty in the VDF are the electron impact asymmetric mode excitation and the VV and VT reactions. Electron impact dissociation contributes most to the uncertainty in the CO$_2$ conversion, except in cases with strong vibrational excitation, where the reactions contributing to the uncertainty on the VDF also contribute to the uncertainty on the CO$_2$ conversion.

Finally, we recommend a number of "good practices" to improve the reliability of plasma kinetic modeling, in line with earlier recommendations by Turner[36]. Probably the most important is to systematically refer to the original sources of the data used. Creating a large database of verified rate coefficients would largely contribute to the improvement of the reliability as well. Validating the results of kinetic modeling using a certain series of rate coefficients against experiments would also be of great help for the community.

These aspects should be borne in mind when analyzing the calculation results of a chemical kinetics model. The main message emerging from this study is that the absolute value of certain model outputs has to be interpreted with caution. However, the trends still seem to be valid in the majority of the cases, and they also contain very useful information. Therefore, in the absence of certainty over the rate coefficients,
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kinetic modeling should focus more on trends and the model results should be evaluated critically, both by the researchers and the readers.
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Appendix A. List of chemical reactions included in the model

Table A1. Electron impact reactions calculated with cross sections data, using the calculated EEDF, as explained in part 2.2, as well as the references where the data are adopted from and the uncertainty of the data (expressed relative to the mean value). When not explicitly shown in the original source, the errors have been taken according to the values given by M. Hayashi [49].

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Ref</th>
<th>$\frac{\Delta A}{A}$</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X1)</td>
<td>$e + \text{CO}_2 \rightarrow 2e + \text{CO}_2^+$</td>
<td>[32]</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>(X2)</td>
<td>$e + \text{CO}_2 \rightarrow 2e + \text{O} + \text{CO}^+$</td>
<td>[32]</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>(X3)</td>
<td>$e + \text{CO}_2 \rightarrow \text{O}^- + \text{CO}$</td>
<td>[32]</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>(X4)</td>
<td>$e + \text{CO}_2 \rightarrow e + \text{O} + \text{CO}$</td>
<td>[32]</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>(X5)</td>
<td>$e + \text{CO}_2 \rightarrow e + \text{CO}_2^*$</td>
<td>[32]</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>(X6)</td>
<td>$e + \text{CO}_2 \rightarrow e + \text{CO}_2v_x$</td>
<td>[32]</td>
<td>0.3</td>
<td>x=a,b,c,d</td>
</tr>
<tr>
<td>(X7)</td>
<td>$e + \text{CO}_2v \rightarrow e + \text{CO}_2v_i$</td>
<td>[32]</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>(X8)</td>
<td>$e + \text{CO} \rightarrow 2e + \text{CO}^+$</td>
<td>[50]</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>(X9)</td>
<td>$e + \text{CO} \rightarrow \text{CO}^- + \text{O}$</td>
<td>[51]</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>(X9bis)</td>
<td>$e + \text{CO} \rightarrow e + \text{C} + \text{O}$</td>
<td>[52]</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>(X10)</td>
<td>$e + \text{CO} \rightarrow e + \text{CO}(E_x)$</td>
<td>[52]</td>
<td>0.3</td>
<td>x=1,2,3,4</td>
</tr>
<tr>
<td>(X11)</td>
<td>$e + \text{CO} \rightarrow e + \text{CO}_i$</td>
<td>[52]</td>
<td>0.3</td>
<td>i=1,2,3</td>
</tr>
<tr>
<td>(X12)</td>
<td>$e + \text{O}_2 \rightarrow e + \text{O} + \text{O}$</td>
<td>[53]</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>(X12M)</td>
<td>$e + \text{O}_2 + \text{M} \rightarrow e + \text{O}_2^+ + \text{M}$</td>
<td>[53]</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>(X13)</td>
<td>$e + \text{O}_2 \rightarrow \text{O} + \text{O}^-$</td>
<td>[53]</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>(X14)</td>
<td>$e + \text{O}_2 \leftrightarrow e + \text{O}_2v_i$</td>
<td>[53]</td>
<td>0.25</td>
<td>i=1,2,3</td>
</tr>
<tr>
<td>(X17)</td>
<td>$e + \text{O}_2 \leftrightarrow e + \text{O}_2E_i$</td>
<td>[53]</td>
<td>0.25</td>
<td>i=1,2</td>
</tr>
</tbody>
</table>

a) Same cross section also used for CO$_2v_i$ (i = the various vibrationally excited levels)
b) Cross section also used for CO$_2v_i$, modified by lowering the energy threshold by the energy of the excited state of CO$_2v_i$
c) Cross section for the various levels (i,j) adopted from $e+\text{CO}_2v_0 \rightarrow e+\text{CO}_2v_1$, but scaled and shifted using Fridman’s approximation
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Table A2. Electron impact reactions using analytical expressions for the rate coefficients, given in m$^3$/s and m$^6$/s, for two-body and three-body reactions, respectively, as well as the references where the data are adopted from and the uncertainty of the data (expressed relative to the mean value). $T_g$ and $T_e$ are given in K and eV, respectively.

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient</th>
<th>$\Delta \ln k$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E1a)</td>
<td>$e + CO_2^+ \rightarrow CO_2 + O$</td>
<td>$(1 - \beta_{E1}) \times 2.0 \times 10^{-11}T_e^{-0.5}T_g^{-1}$</td>
<td>0.08</td>
<td>[54, 55]</td>
</tr>
<tr>
<td>(E1b)</td>
<td>$e + CO_3^+ \rightarrow C + O_2$</td>
<td>$\beta_{E1} \times k_{E1a} = \frac{k_{E1a}}{2}$</td>
<td>0.3</td>
<td>[56]</td>
</tr>
<tr>
<td>(E2)</td>
<td>$e + CO_4 \rightarrow CO_2 + O_2$</td>
<td>$1.61 \times 10^{-13}T_e^{-0.5}$</td>
<td>0.3</td>
<td>[56]</td>
</tr>
<tr>
<td>(E3)</td>
<td>$e + CO^+ \rightarrow C + O$</td>
<td>$3.46 \times 10^{-14}T_e^{-0.48}$</td>
<td>0.25</td>
<td>[57, 46]</td>
</tr>
<tr>
<td>(E4)</td>
<td>$e + O + M \rightarrow O^- + M$</td>
<td>$1 \times 10^{-43}$</td>
<td>0.5</td>
<td>[55]</td>
</tr>
</tbody>
</table>

* The primary source was not accessible and/or the uncertainty was not given

Table A3. Ion-ion and ion-neutral reactions, as well as the references where the data are adopted from and the uncertainty of the data (expressed relative to the mean value). The rate coefficients are given in m$^3$/s and m$^6$/s, for two-body and three-body reactions, respectively. $T_g$ is given in K.

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient</th>
<th>$\Delta \ln k$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I1)</td>
<td>$CO_2 + CO^+ \rightarrow CO_2^+ + CO$</td>
<td>$1.0 \times 10^{-15}$</td>
<td>0.2</td>
<td>[58, 59]</td>
</tr>
<tr>
<td>(I2a)</td>
<td>$CO_2 + O^- + CO_2 \rightarrow CO_3^- + CO_2$</td>
<td>$1.5 \times 10^{-14}T_e^{-0.13}$</td>
<td>0.5</td>
<td>[58, 60]</td>
</tr>
<tr>
<td>(I2b)</td>
<td>$CO_2 + O^- + CO_2 \rightarrow CO_3^- + CO$</td>
<td>$1.5 \times 10^{-14}T_e^{-0.13}$</td>
<td>0.3</td>
<td>[58, 60]</td>
</tr>
<tr>
<td>(I2c)</td>
<td>$CO_2 + O^- + O_2 \rightarrow CO_3^- + O_2$</td>
<td>$3.1 \times 10^{-14}T_e^{-0.13}$</td>
<td>0.3</td>
<td>[58, 60]</td>
</tr>
<tr>
<td>(I3)</td>
<td>$CO_2 + O^- + M \rightarrow CO_4^- + M$</td>
<td>$4.7 \times 10^{-14}T_e^{-0.13}$</td>
<td>0.3</td>
<td>[58, 60]</td>
</tr>
<tr>
<td>(I4)</td>
<td>$CO + O^- \rightarrow CO_2^- + e$</td>
<td>$5.5 \times 10^{-16}$</td>
<td>0.3</td>
<td>[58, 61]</td>
</tr>
<tr>
<td>(I5)</td>
<td>$CO + CO_3 \rightarrow 2CO_2 + e$</td>
<td>$5 \times 10^{-16}$</td>
<td>0.2</td>
<td>[62]</td>
</tr>
<tr>
<td>(I6)</td>
<td>$CO_3^- + CO_2^- \rightarrow 2CO_2 + O_2$</td>
<td>$5 \times 10^{-16}$</td>
<td>0.5</td>
<td>[55]</td>
</tr>
<tr>
<td>(I7)</td>
<td>$CO_3^- + CO_2^- \rightarrow 2CO_2 + O_2$</td>
<td>$5 \times 10^{-16}$</td>
<td>0.5</td>
<td>[55]</td>
</tr>
<tr>
<td>(I8)</td>
<td>$O_2^- + CO_2^- \rightarrow CO_2v_1 + O_2 + O$</td>
<td>$6 \times 10^{-16}$</td>
<td>0.5</td>
<td>[55]</td>
</tr>
<tr>
<td>(I9)</td>
<td>$CO_3^- + CO_2^- \rightarrow CO_2 + O_2$</td>
<td>$8 \times 10^{-17}$</td>
<td>1</td>
<td>[63]</td>
</tr>
<tr>
<td>(I10a)</td>
<td>$CO_3^- + O \rightarrow CO_3^- + O_2 + O$</td>
<td>$1.12 \times 10^{-16}$</td>
<td>1</td>
<td>[58]</td>
</tr>
<tr>
<td>(I10b)</td>
<td>$CO_3^- + O \rightarrow CO_3^- + O_2 + O^-$</td>
<td>$1.4 \times 10^{-17}$</td>
<td>1</td>
<td>[58]</td>
</tr>
<tr>
<td>(I11)</td>
<td>$O + O^- \rightarrow O_2 + e$</td>
<td>$2.3 \times 10^{-16}$</td>
<td>0.2</td>
<td>[64]</td>
</tr>
<tr>
<td>(I12)</td>
<td>$O + O^- \rightarrow O_2 + O^-$</td>
<td>$1.5 \times 10^{-16}$</td>
<td>1</td>
<td>[58]</td>
</tr>
<tr>
<td>(I13)</td>
<td>$O_2^- + M \rightarrow O_2 + M + e$</td>
<td>$2.7 \times 10^{-16}(T_g/3000)^0.5 exp(-5590/T_g)$</td>
<td>0.11</td>
<td>[65, 66]</td>
</tr>
<tr>
<td>(I14)</td>
<td>$O^- + M \rightarrow O + M + e$</td>
<td>$2.3 \times 10^{-15} exp(-26000/T_g)$</td>
<td>0.5</td>
<td>[66, 67, 68]</td>
</tr>
</tbody>
</table>

* The primary source was not accessible and/or the uncertainty was not given

* The rate coefficient of CO$_2 + O^- +$ He $\rightarrow CO_3^- +$ He was used, due to the lack of further information.

* For usual values of gas temperature, i.e. $T_g \ll 26000$ K, the rate coefficient is very low, as pointed out by Gudmundsson [69].
Modeling of CO$_2$ plasma: Effect of uncertainties in the plasma chemistry

Table A4. Neutral-neutral reactions, as well as the references where the data are adopted from and the uncertainty of the data (expressed relative to the mean value). The rate coefficients are given in m$^3$/s and m$^6$/s, for two-body and three-body reactions, respectively. $T_g$ is given in K. The $\alpha$ parameter determines the effectiveness of lowering the activation energy for reaction involving vibrationally excited levels of the molecules (see details in [2, 21]).

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient</th>
<th>$\frac{\Delta^2 A}{A}$</th>
<th>$\alpha$</th>
<th>References*</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N1)</td>
<td>CO$_2$ + M → CO + O + M</td>
<td>$6.06 \times 10^{-16} \exp(-52525/T_g)$</td>
<td>0.15</td>
<td>0.8</td>
<td>[70]</td>
</tr>
<tr>
<td>(N2)$^a$</td>
<td>CO$_2$ + O → CO + O$_2$</td>
<td>$2.8 \times 10^{-17} \exp(-26500/T_g)$</td>
<td>2</td>
<td>0.5</td>
<td>[71, 72]</td>
</tr>
<tr>
<td>(N3)$^b$</td>
<td>CO$_2$ + C → 2CO</td>
<td>$&lt; 10^{-21}$</td>
<td>-</td>
<td>n.a.</td>
<td>[73]</td>
</tr>
<tr>
<td>(N4)$^c$</td>
<td>CO + O + M → CO$_2$ + M</td>
<td>$8.3 \times 10^{-46} \exp(-1510/T_g)$</td>
<td>1</td>
<td>0.0</td>
<td>[74, 72]</td>
</tr>
<tr>
<td>(N5)$^a$</td>
<td>O$_2$ + CO → CO$_2$ + O</td>
<td>$4.2 \times 10^{-18} \exp(-24000/T_g)$</td>
<td>1</td>
<td>0.5</td>
<td>[72]</td>
</tr>
<tr>
<td>(N6)</td>
<td>O$_2$ + C → CO + O</td>
<td>$1.99 \times 10^{-16} \exp(-2010/T_g)$</td>
<td>0.5</td>
<td>0.0</td>
<td>[75]</td>
</tr>
<tr>
<td>(N7)$^d$</td>
<td>O + C + M → CO + M</td>
<td>$2.14 \times 10^{-41} \left(\frac{T_g}{300}\right)^{-0.08} \exp(-2144/T_g)$</td>
<td>2</td>
<td>n.a.</td>
<td>[71, 72]</td>
</tr>
<tr>
<td>(N8)$^e$</td>
<td>O + O + M → O$_2$ + M</td>
<td>$5.2 \times 10^{-47} \exp(900/T_g)$</td>
<td>0.3</td>
<td>n.a.</td>
<td>[71, 72]</td>
</tr>
<tr>
<td>(N9)$^e$</td>
<td>O$_2$ + M → O + O + M</td>
<td>$3.0 \times 10^{-12} \exp(-59380/T_g)$</td>
<td>0.3</td>
<td>0.0</td>
<td>[71, 72]</td>
</tr>
</tbody>
</table>

* Baulch et al.[71] and Tsang et al.[72] are reviews assessing the reliability of different sources. Baulch et al.[71] derived rate coefficient expressions based on different sources and gave a value for the error. We consider it to be the primary source.

$^a$ Baulch et al.[71] suggests that $\frac{\Delta^2 A}{A}$ is 1 at 1500 K and 0.5 at 3000 K. Tsang et al.[72] suggests $\frac{\Delta^2 A}{A} = 2$.

$^b$ A rate coefficient is randomly chosen between 0 and $10^{-21}$ m$^3$/s, the maximum value.

$^c$ Multiply by 7, 3 or 12 for M = CO$_2$, CO or O$_2$ respectively; Baldwin et al.[74] suggests that $\frac{\Delta^2 A}{A}$ is 0.2 at $T_g = 300$ K and 1 at $T_g = 800$ K.

$^d$ Baulch et al.[71] gives an uncertainty $\frac{\Delta A}{A} = 0.75$ at 7000 K. We have thus chosen a larger uncertainty, since the temperatures in this work are much lower.

$^e$ Baulch et al.[71] gives $\frac{\Delta A}{A} = 0.2$ at 190 K and 0.6 at 4000 K. Given the typical temperature values used, we chose a value of 0.3.
Table A5. Neutral reactions between vibrationally excited molecules, as well as the references where the data are adopted from and the uncertainty of the data (expressed relative to the mean value). The rate coefficients are given in m$^3$/s and m$^6$/s, for two-body and three-body reactions, respectively. $T_g$ is given in K.

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient</th>
<th>$\frac{\Delta A}{A}$</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V1)</td>
<td>CO$_2$$_v_a$ + M $\rightarrow$ CO$_2$ + M</td>
<td>$7.14 \times 10^{-15} \exp (-177 T_g^{-1/3} + 451 T_g^{-2/3})$</td>
<td>0.3</td>
<td>[76, 77, 78]</td>
</tr>
<tr>
<td>(V2a)</td>
<td>CO$_2$$_v_1$ + M $\rightarrow$ CO$_2$$_v_a$ + M</td>
<td>$4.25 \times 10^{-7} \exp (-407 T_g^{-1/3} + 824 T_g^{-2/3})$</td>
<td>0.1</td>
<td>[79, 80, 78]</td>
</tr>
<tr>
<td>(V2b)</td>
<td>CO$_2$$_v_1$ + M $\rightarrow$ CO$_2$$_v_b$ + M</td>
<td>$8.57 \times 10^{-7} \exp (-404 T_g^{-1/3} + 1096 T_g^{-2/3})$</td>
<td>0.1</td>
<td>[79, 80, 78]</td>
</tr>
<tr>
<td>(V2c)</td>
<td>CO$_2$$_v_1$ + M $\rightarrow$ CO$_2$$_v_c$ + M</td>
<td>$1.43 \times 10^{-7} \exp (-252 T_g^{-1/3} + 685 T_g^{-2/3})$</td>
<td>0.1</td>
<td>[79, 80, 78]</td>
</tr>
<tr>
<td>(V3)</td>
<td>CO$_v_1$ + M $\rightarrow$ CO + M</td>
<td>$1.0 \times 10^{-18} T_g^{-1/3}$</td>
<td>0.15</td>
<td>[81]</td>
</tr>
<tr>
<td>(V4)</td>
<td>O$_2$v$_1$ + M $\rightarrow$ O$_2$ + M</td>
<td>$1.3 \times 10^{-14} \exp (-158.7 T_g^{-1/3})$</td>
<td>0.1</td>
<td>[77, 78]</td>
</tr>
<tr>
<td>(V5)</td>
<td>CO$_2$$_v_1$ + CO$_2$ $\rightarrow$ CO$_2$$_v_a$ + CO$_2$v$_b$</td>
<td>$1.06 \times 10^{-11} \exp (-242 T_g^{-1/3} + 633 T_g^{-2/3})$</td>
<td>0.1</td>
<td>[79, 80, 78]</td>
</tr>
<tr>
<td>(V6)</td>
<td>CO$_2$$_v_1$ + CO$_2$ $\rightarrow$ CO$_2$ + CO$_2$v$_1$</td>
<td>$1.32 \times 10^{-15} (T_g / 300)^{0.5} 0.5250 T_g$</td>
<td>0.1</td>
<td>[82, 83]</td>
</tr>
<tr>
<td>(V7)</td>
<td>CO$_v_1$ + CO $\rightarrow$ CO + CO$_v_1$</td>
<td>$3.4 \times 10^{-16} (T_g / 300)^{0.5} (1.64 \times 10^{-6} T_g + 1.61 T_g)$</td>
<td>0.1</td>
<td>[84, 85]</td>
</tr>
<tr>
<td>(V8)</td>
<td>CO$_2$$_v_1$ + CO $\rightarrow$ CO$_2$ + CO$_v_1$</td>
<td>$4.8 \times 10^{-12} \exp (-153 T_g^{-1/3})$</td>
<td>0.1</td>
<td>[79, 78]</td>
</tr>
</tbody>
</table>

* Blauer and Gilmore [78] collected data from different sources and derived analytical expressions for the rate coefficients, without assessing the uncertainty. We estimated the value of $\frac{\Delta A}{A}$ based on the primary source of the data.