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Abstract—Due to the complex interaction of light with mixed materials, reflectance spectra are highly nonlinear mixtures of the reflectances of the pure materials that are contained within a mixed pixel, making it hard to estimate the fractional abundances of the materials. Changing illumination conditions and cross-sensor situations cause endmember variability, further complicating the unmixing. In this work, we propose a supervised approach to unmix mineral powder mixtures, containing endmember variability. The method combines a supervised regression method to learn the nonlinearity with a geodesic distance-based approach, that is invariant to endmember variability. Experiments are conducted on simulated and real mineral mixtures. In particular, we developed datasets of homogeneously mixed mineral powder mixtures, acquired by 2 different sensors, an Agrispec spectrometer and a snapscan shortwave infrared hyperspectral camera, under strictly controlled experimental settings. The proposed approach is compared to other supervised approaches and nonlinear mixture models.

Index Terms—Hyperspectral, mixing models, mineral powder mixtures, machine learning regression

I. INTRODUCTION

The goal of spectral unmixing is to estimate the fractional abundances of the different pure materials (endmembers) that are contained within a hyperspectral pixel. Generally, spectral unmixing is performed by defining a mathematical model that describes the spectral reflectance as a function of the endmembers and their fractional abundances. The inversion of that model then gives an estimation of the pixels composition.

Among all mathematical models, the linear mixing model (LMM) [1] is the most popular one. This model assumes that each incoming ray of light interacts only once with a specific pure material in the pixel before reaching the sensor. When taking into account the physical non-negativity and sum-to-one constraints of the fractional abundances, the fully constrained least squares unmixing (FCLSU) [2], [3] procedure can be applied to minimize the error between the true and the reconstructed spectrum.

The LMM produces large errors when the hyperspectral dataset is obtained from complex geometrical structures or intimate mixtures. In these scenarios, the incident ray of light interacts with several pure materials within a hyperspectral pixel before reaching the sensor. There exist several nonlinear mixing models that model multiple interactions [4]. The bilinear models ([4], [5]) extend the LMM by adding bilinear terms, allowing the incident ray to interact with two pure materials before reaching the sensor. Other models extend these towards multiple interactions, e.g., the multilinear mixing model (MLM) [6] and the p-linear (p>2) mixing model (pLMM) [7], [8], [9].

The most advanced nonlinear mixing models are physics-based radiative transfer models. These models are often employed for modeling intimate mixtures of materials. They represent the medium as a half-space filled with particles with known densities and distributions of physical attributes. The Hapke model is a simplified version of a radiative transfer model and was developed to explain the interaction of the light with intimately mixed materials [10], [11].

Instead of depending on a particular mixing model for spectral unmixing, some attempts have been made to learn the nonlinearity of the dataset using a data-driven approach. Algorithms were developed that performed the spectral unmixing in a reproducing kernel Hilbert space [12], [13]. Radial basis function kernels were used to kernelize FCLSU (KFCLS), but no improvement in the unmixing of intimate mixtures was observed [14], [15].

Supervised spectral unmixing methods were developed that require ground truth fractional abundances of a number of training spectra [16], [17], [18], [19], [20]. These methods apply the ground truth as training data to learn the nonlinear relationship between the measured spectra and the fractional abundances. One disadvantage is that a direct mapping to the abundances is unconstrained and does not guarantee that the obtained results correspond to the actual fractions. To solve this issue, in [21], [22], a mapping of the nonlinear spectra to the linear model was learned with machine learning regression algorithms, after which FCLSU was applied to estimate the fractional abundances.

A major disadvantage of the supervised methods is their generalizability. When the training and test samples lie on different data manifolds, the performance of this methodology decreases. This occurs in any situation containing spectral variability. There exist several algorithms that consider endmember variability: algorithms based on endmember bundles, computational models, and parametric physics-based models ([23], [24]). All these methods however were only applied on linearly mixed datasets. The situation is much more complex when the endmembers are mixed nonlinearly.

There exist different types of spectral variability. External spectral variability is caused by variable acquisition conditions, i.e. variable illumination conditions, distance and orientation from the sensor [25]. These effects cause a scaling of the spectral reflectance. Although the nonlinearity of the data
manifold does not change with scaling, nonlinear models are not invariant to scaling, since the spectral reflectance is a nonlinear function of the endmembers and fractional abundances.

Another type of external variability may occur between different datasets, e.g. obtained from different sensors, or when different white calibration panels are used. These effects cause a wavelength dependent scaling of the spectra, for which nonlinear models are not invariant. It is assumed that these effects are small compared to the global scaling effects.

Intrinsic spectral variability occurs when the material composition changes from one mixture to another, e.g. caused by variable grain size distributions. This is expected to change the nonlinear behavior of the manifold. In this work, intrinsic variability is assumed to be absent and is not considered.

The literature reports only limited research devoted to the treatment of spectral variability in nonlinear unmixing. [26] proposes a band-wise scaling of the LMM to model either spectral variability in the linear case or nonlinear mixing. In [27], [28], bilinear models were extended with a scaling term to tackle external spectral variability. In [29], endmembers were modeled by a normal distribution to reduce the influence of endmember variability in bilinear models. In [30], a multip-type mixing model was proposed to handle nonlinear unmixing and spectral variability for the purpose of HSI reconstruction.

In general, inversion of a model that treats spectral variability and nonlinearity simultaneously is highly non-convex. Most of the proposed models have large amounts of hyperparameters, making an abundance estimation hard. Moreover, relying on one particular model makes a method inflexible in e.g. cross-sensor situations.

In this work, we will develop a supervised model-independent approach to handle spectral variability for nonlinear unmixing. The method uses a geodesic distance-based unmixing approach [31] to tackle the spectral variability. This approach can be shown to be invariant to global scaling and thus to external spectral variability. It can predict fractional abundances (latent variables) of the nonlinear dataset accurately when the curvature of the manifold is constant. This is unfortunately not the case in nonlinearly mixed data, where the geodesic distance will be nonlinearly related to the fractional abundance. For this, the approach is combined with a supervised nonlinear regression method, to learn the nonlinear relationship between the abundances estimated by the geodesic approach and the actual ones.

The major disadvantage of supervised methods is that they require ground truth data. Very limited research has been devoted to producing ground truth data for spectral unmixing tasks [32]. Most of the spectral unmixing tasks are focused on estimating fractional abundances from airborne or satellite hyperspectral images. To produce unmixing ground truth data for these images is difficult. This restricts the validation of the developed algorithms on real datasets to visual interpretations.

Recent developments in compact, low-cost hyperspectral sensors, allow to produce hyperspectral datasets in laboratory settings. To validate our strategy, we produced a hyperspectral dataset of mineral powder mixtures. To include spectral variability, we acquired the spectra by two different sensors, an Agrispec spectrometer and a snapscan shortwave infrared hyperspectral camera. Both the images/spectra of pure minerals and their mixtures are available. To the best of our knowledge, this dataset is the first publicly available dataset captured by two independent sensors. Experiments on the Relab mineral mixture dataset will also be performed.

The remaining of the paper is organized as follows: In Section II, the proposed methodology is elaborated. In Section III, we describe the datasets on which our methodology is validated. In Section IV, we describe the experiments and the results, followed by a discussion in Section V. Section VI concludes this work.

II. SUPERVISED GEODESIC DISTANCE-BASED UNMIXING

A. Hyperspectral mixing models

Before describing the proposed approach, in this section, we first fix some notations and describe a few mixing models. Let \( E(\{e_j\}_{j=1}^p \in \mathbb{R}_+^d) \) be a set of \( p \) endmembers (i.e., pure spectra) composed of \( d \) spectral bands. Suppose that \( N \) samples contain mixtures of these endmembers, with fractional abundances denoted by the matrix \( A(\{a_i\}_{i=1}^N \in \mathbb{R}_+^p) \). It is generally assumed that the spectral reflectances of these \( N \) samples, \( Y(\{y_i\}_{i=1}^N \in \mathbb{R}_+^d) \) are generated by a nonlinear function \( F \) of the endmembers and fractional abundances:

\[
y_i = F(E, a_i) + \epsilon_i, \quad (1)
\]

where \( \epsilon_i \) represents Gaussian noise. Each mixing model corresponds to a particular choice of \( F \).

1) Linear mixing model (LMM): The linear mixing model assumes that \( Y \) is written as:

\[
Y = EA + N, \quad (2)
\]

where \( N \) represents the matrix containing gaussian noise. When assuming that the fractional abundances are nonnegative and sum-to-one, the fully constrained least squares unmixing algorithm (FCLSU) can be applied to estimate the fractional abundances. FCLSU minimizes \( \|y_i - EA_i\|^2 \) s.t. \( \sum_j a_{ij} = 1, \forall j: a_{ij} \geq 0. \)

2) Fan model: Bilinear models have been designed to allow for secondary reflections. In [5], the Fan model is derived by the first-order Taylor series expansion of a general nonlinear mixing function:

\[
y_i = F(E, a_i) + \epsilon_i = EA_i + \sum_{j=1}^{p-1} \sum_{k=j+1}^{p} a_{ij} a_{ik} E_j \odot E_k + \epsilon_i \quad (3)
\]

where \( \odot \) is the elementwise multiplication of two vectors.

3) Hapke model: The Hapke model [10], [11] describes the optical characteristics of intimately mixed materials. This model assumes that the particles have a size, much larger than the wavelength of the light, are of similar shape, and are randomly oriented. In general, this model needs information regarding the physical state of the surface (particle size, surface roughness, etc.), the real and imaginary parts of the optical indexes, and the viewing geometry. In [33], it was simplified for remote sensing applications. This simplified version of the
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B. Step 1: Geodesic distance-based unmixing

Following a geometric description of the LMM, the data
manifold is a simplex, spanned by the endmembers which form
a linear basis for the mixed pixel spectra. Many unmixing
algorithms exploit this geometric notion. With this description,
the spectral unmixing can be described in a distance-based
manner, in which the fractional abundances \( a_j \) of a data point
\( y \) can be written as:

\[
  a_j = \frac{V(e_1, \ldots, y, e_{j+1}, \ldots, e_p)}{V(e_1, \ldots, e_p)}
\]

i.e., the volume of the simplex obtained by replacing the \( j \)th
vertex by \( y \), divided by the total volume of the largest simplex.
The volume of a simplex is calculated as:

\[
  V(e_1, \ldots, e_p) = \sqrt{\frac{(-1)^p \cdot \text{cmd}(E)}{2^{p-1}(p-1)!}}, \quad \text{with}
\]

\[
  \text{cmd}(E) = \det \left( \begin{array}{cccc}
  0 & 1 & 0 & \cdots \\
  1 & 0 & 0 & \cdots \\
  0 & 1 & 0 & \cdots \\
  \vdots & \vdots & \vdots & \ddots \\
  1 & 0 & 0 & \cdots 
\end{array} \right)
\]

where \( \text{cmd} \) denotes the Cayley–Menger determinant and
\( d_{m,k} \) is the (Euclidean) distance between endmembers \( e_m \) and
\( e_k \).

In [31], this geometric concept was extended to nonlinear
manifolds, where the Euclidean distance can be replaced by
the geodesic distance (see Fig. 1). A well-known data-driven
approach for approximating geodesic distances on a manifold
is constructing a nearest neighbor graph on the data. The
geodesic distance between any two points is then defined as
the shortest-path distance along the graph (i.e. using locally the
Euclidean distance between neighboring points on the graph)
between these two points. The Dijkstra algorithm [34] can be
used to calculate the shortest-path distances. These distances
will approximate the true geodesic distances as measured
along the surface of the data manifold.

Let us focus on binary mixtures from now on. The manifold
sampled by a number of binary mixtures of two materials is
a curve in spectral space between the two endmembers. The
curve can then be approximated by a piece-wise linear curve
and the geodesic distance is then simply approximated by the
sum of the Euclidean distances between neighboring samples
on the 1-NN graph. For this, it is important to correctly order
these samples. This can be done by generating a distance
matrix, containing the distances from each point to any other
point, start from an endmember and iteratively look for the
next closest point. The more mixture samples are available,
the better the approximation. In some practical situations, only
mixture (and the 2 endmembers) may be available, so that the
approximation leads to errors. However, since the degree of the
manifold curves is expected to be low, the errors are limited
to a few percent.

For the geodesic distance leading to the correct fractional
abundances, the data manifold should have a small non-zero
constant curvature. In that case, the arc length between
the endmembers and the mixture along the manifold is propor-
tional to the fractional abundance. This is the case, e.g. for
a circle and a helix, but not so for a parabola. It is very
unlikely that a real data manifold will satisfy this condition.
The fractional abundances estimated by geodesic unmixing
for datasets generated by the bilinear models or the Hapke
model have a nonlinear relationship with the true fractional
abundances. In Appendix A, this is illustrated for the Fan
model.

To further demonstrate this, we simulated a data manifold
of binary mixtures of Bronzite and Calcite, for which the
endmember spectra are obtained by the USGS library (Fig.
2 (a)). The ground truth fractional abundances were generated
uniformly from the unit simplex and mixtures were simulated
according to the Hapke model. In Fig. 2 (c), the true frac-
tional abundance is plotted against the estimated fractional
abundance by geodesic unmixing.

Despite the fact that the geodesic distance-based unmixing
produces large errors in estimating fractional abundances
of nonlinear hyperspectral datasets, the main advantage of this
approach is that it is invariant to global scaling of the manifold,
and thus invariant to external variability, caused by variable
acquisition conditions. To illustrate this, we scale the Bronzite-
Calcite manifold (Fig. 2 (b)) and again plot the estimated against the true abundances (Fig. 2 (c)). As can be observed, the estimated geodesic abundances remain invariant.

Nonlinear models however are not invariant to such scaling. To demonstrate this, Fig. 2 (b) shows that the data manifolds, generated by the Hapke model from the scaled endmembers do not follow the scaled manifold. Fig. 2 (d) plots the obtained abundances by Hapke against the true ones. As can be observed, the performance of the Hapke model for estimating the fractional abundances drops significantly on the scaled manifolds.

This demonstrates that the geodesic distance approach produces incorrect abundances but is able to reveal the underlying nonlinearities, which remain the same after scaling the manifold. Let us denote the estimated geodesic fractional abundances by $\hat{A}(\{\hat{a}_i\}_{i=1}^N \in \mathbb{R}_+^P)$.

C. Step 2: Machine learning regression

In order to derive the correct abundances from the estimated ones by geodesic unmixing, we will resort to a supervised approach. To this aim, we assume that a set of $n$ training samples with known fractional abundances: $D = \{(y_1, \mathbf{a}_1), \ldots, (y_n, \mathbf{a}_n)\}$ is available. The proposed procedure is the following:

- To account for the constraints, linearly mixed training spectra $\mathbf{X}_D = \{\mathbf{x}_i\}_{i=1}^n$ are generated from the ground truth abundances and the endmembers:
  
  $$\mathbf{x}_i = \mathbf{Ea}_i, \forall i \in \{1, \ldots, n\}. \quad (8)$$

- Then, a map is learned from the geodesic abundances of the training set $\hat{A}_D = \{\hat{a}_i\}_{i=1}^n$, obtained from step 1 in the procedure, to the generated linearly mixed spectra $\mathbf{X}_D$. Any nonlinear regression method can be applied to train such a model. In this work, we choose Gaussian Processes regression [35] as a machine learning algorithm.

  - After learning the map, the obtained regression model is applied to map the geodesic abundances of the test data $\hat{A}_t = \{\hat{a}_i\}_{i=n+1}^N$ to linearly mixed spectra $\mathbf{X}_t = \{\mathbf{x}_i\}_{i=n+1}^N$.
  
  - Once the mapping is learned and the test spectra are mapped onto the linear spectra, the final step is to obtain the fractional abundances from the mapped linear spectra, by inverting the LMM model.

Step 2 of the procedure is similar to a mapping of the observed spectra directly to the fractional abundances [16], [17], [18], [19], [20], or to the linear model [22]. The main disadvantage of these approaches from the literature is that the performance decreases when the training and test samples are from the two different data manifolds. This happens when the training and test samples are captured by two independent sensors. This also happens when the illumination conditions on the training and the test samples are not entirely similar. In general, the variability of the endmembers produces different data manifolds. When the underlying nonlinearity is the same for the two different data manifolds, geodesic unmixing should produce identical fractional abundances for both of them. For this reason, we introduce the geodesic unmixing of step 1 before learning the mapping to the linear model. Fig. 3 illustrates the proposed methodology. We will refer to this approach as geodesic supervised unmixing (GSU).

![Fig. 2: (a) Endmember spectra of Bronzite and Calcite; (b) True data manifold and scaled versions. The dashed lines represent the data manifold, generated by the Hapke model; (c) The true fractional abundance of Calcite against the one estimated by geodesic unmixing. (d) The true fractional abundance of Calcite against the one estimated by the Hapke model.](image)

![Fig. 3: Flowchart of the proposed method.](image)
TABLE I: Density and grain size (D50) of the minerals used in the self-crafted mineral dataset.

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Density (g/cm³)</th>
<th>Grain size (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al₂O₃</td>
<td>3.98</td>
<td>3.9</td>
</tr>
<tr>
<td>CaO</td>
<td>3.34</td>
<td>2.7</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>5.26</td>
<td>0.8</td>
</tr>
<tr>
<td>SiO₂</td>
<td>2.64</td>
<td>23</td>
</tr>
<tr>
<td>TiO₂</td>
<td>3.89</td>
<td>0.5</td>
</tr>
</tbody>
</table>

In total, 7 binary mixture combinations of minerals were prepared: Al₂O₃-SiO₂ (Al-Si), CaO-SiO₂ (Ca-Si), CaO-TiO₂ (Ca-Ti), Fe₂O₃-Al₂O₃ (Fe-Al), Fe₂O₃-CaO (Fe-Ca), Fe₂O₃-SiO₂ (Fe-Si) and SiO₂-TiO₂ (Si-Ti). For each mineral combination, 7 different mixtures were prepared. We fixed the weight of each mixture to be in total 10 g (the scale had an accuracy of 0.001 g), and increased the weight of the first endmember in the mixture by a fixed step of 1.25 g, from 1.25 g to 8.75 g. We then converted the weight to areal fraction, based on the known density and grain size of each pure material. For the case of tightly packed spherical particles, the areal fraction of each material can be written as follows:

$$a_j = \frac{M_j}{\rho_j D_j}$$  \hspace{1cm} (9)

where $M_j$ is the mass fraction of component $j$, $\rho_j$ its density, and $D_j$ its average diameter.

Since the grain sizes and densities vary between the minerals, and the grain sizes are of the same order as the SWIR wavelength range, it can be expected that the Hapke model will not provide accurate areal fractional abundance estimates.

1) Sample preparation: Before mixing the minerals, they were grinded to avoid clusters of grains causing inhomogeneities. The minerals were then put inside a glass container and mixed by rotating the container for approximately 5 minutes to guarantee a homogeneous mixture. Each mixture was then put inside a round black sample holder with an interior diameter of 20 mm, a height of 5.5 mm, and an edge thickness of approximately 3 mm. The sample holder was completely filled and compacted and smoothened using a tamp compactor. Each sample was scanned 3 times, each time emptying and refilling the sample holders.

The samples were scanned with two different instruments: a snapscan hyperspectral SWIR camera (manufactured by Imec) and an AgriSpec spectrometer (manufactured by ASD (Analytical Spectral Devices)).

2) Scanning setup of hyperspectral camera: The spectral range of the camera is 1100-1670 nm with a spectral resolution of approximately 5 nm, resulting in a total of 115 spectral bands (the first 10 bands were very noisy and were discarded). In contrast to pushbroom systems, in which either the camera or the sample should move, in the snapscan camera the sensor moves inside the camera, allowing to acquire a still full image frame.

The samples were located in a region of 2 cm² in the center of the camera’s FOV to guarantee the lowest spectral variability. Four halogen lamps (20W GU5.3 cool-fit) with diffusers were used for a hemispherical-directional illumination to simulate uniform real-world solar illumination. The distances of the sample to the halogens and the camera were approximately 30 cm and 40 cm, respectively. During scanning, the lights inside the room were turned off. Each image scan took approximately 45 seconds.

The original frame size of the raw images was 150 × 150 pixels. To provide data with uniform illumination and remove unrelated objects (edge of the sample holders) the images were clipped to 30 × 30 pixels. Since all mixtures were homogeneous, no spatial variation between the spectra was observed, and the spectra of all pixels were averaged over the entire clipped image.

3) Scanning setup of spectrometer: The data from the spectrometer have 1500 spectral bands, ranging from 1000 nm to 2500 nm with a step size of 1 nm. The wavelength range was clipped to the range of the hyperspectral camera, leaving 570 bands, from which the first 44 were noisy and discarded. The sensor is placed in a muglight for maximum illumination and sample stability, required for a good signal-to-noise ratio and to minimize measurement errors associated with stray light and specular reflected components. The muglight was mounted on top a box with a hole in the middle (slightly larger than the size of the sample holder), in order to place and remove the sample holders easily under the muglight. Every sample was individually held under the muglight for scanning from a fixed distance. The size of the scanning area in the spectrometer was 25 mm, thus positioning the edge of the sample holder in the field of view of the spectrometer. Since the spectrum of the sample holder was flat and close to zero in the entire spectral range of the spectrometer, this resulted in a slightly lower spectral reflectance. A slight horizontal degree of freedom resulted in a scaling effect on the acquired spectra. Three spectra were collected from each sample and by repeating the measurements 3 times (after emptying and refilling the sample holders), this resulted in 9 spectra for each sample.

Figure 4 shows the spectra of the pure materials acquired by both the spectrometer and the camera. A substantial difference between the acquired spectra can be observed, due to external variability, including variation in illumination and distance of the samples from the sensor, causing global scaling effects, and sensor-related differences, such as the use of different white-calibration, causing wavelength dependent scaling. Although we could correct for the latter, by applying the same calibration panel in both cases, we deliberately did not, to provoke cross-sensor differences.

The dataset and the trained models generated by the proposed method on this dataset are publicly available at "https://github.com/VisionlabUA/Mineral-dataset".

B. Dataset 2: RELAB dataset

This data set contains spectra of crafted mineral mixtures from the NASA Reflectance Experiment Laboratory (RELAB) at Brown University, publicly available at www.planetary.brown.edu/relab/ [36]. From the data set, binary mixtures from five minerals: Anorthite (An), Bronzite (Br), Olivine (Ol), Quarts (Qz) and Alunite (Al) were chosen. For the binary mixtures of
An-Br, Br-ol, Ol-An and Qz-Al, each time 3 mixtures were available with a 25%, 50% and 75% ratio by mass. These minerals have equivalent grain sizes (of the order of 100 μm) and densities (around 3 g/cm³), making the volumetric and areal fractional abundances very close to these mass ratio’s. The actual areal fractions are shown in the results section in Table VI. The main reason for selecting these four binary mixtures is that the fractional abundances are accurately estimated by the Hapke model.

In order to validate the supervised approaches, a training data set is required. Moreover, we want to assess the ability of the proposed method to account for endmember variability. Therefore, we obtained endmembers for the five minerals from the USGS spectral library of minerals (https://spectral.lib/usgs.gov). Endmembers from both USGS and Relab are shown in Fig. 5. It can be observed that the endmember spectra are quite different, since these endmembers were independently acquired by different sensors, and the used samples may exhibit some intrinsic variability as well. For the four binary mixtures, uniformly distributed ground truth fractional abundances were generated (100 in total). Then, nonlinear spectra were artificially generated by applying the Hapke model on the USGS endmembers.

Finally, the mineral mixtures Calcite-Chlorite (Cal-Chl) were obtained both from the USGS library and the Relab dataset. The Relab dataset contains three mixtures of Calcite and Chlorite (25 %, 50% and 75% by mass respectively) while the USGS library dataset contains two mixtures (33% and 66% by mass).

Fig. 5: Endmembers obtained from the USGS library (dashed) and the Relab dataset (full line).

### IV. Experiments and Results

The proposed method GSU was validated and compared to 3 unsupervised models, unsupervised geodesic unmixing and 2 other supervised approaches:

- **LMM**: the linear unmixing model
- **Fan**: a bilinear mixture model
- **Hapke**: the Hapke model
- **GU**: unsupervised geodesic unmixing. This is the first step of the proposed approach only.
- **SM**: a softmax feedforward neural network to estimate the fractional abundances. This method is similar to the second step of the proposed procedure. It is a supervised approach that uses a training set to learn a direct mapping of the observed spectra to the actual fractional abundances. In this network, the input layer contains \( d \) nodes, representing the spectral bands of the actual spectra. There is one hidden layer consisting of \( h \) nodes and the output layer consisting of \( p \) nodes, containing the true fractional abundances. The hyperbolic tangent function \( \tanh(a) = \frac{\exp(a) - \exp(-a)}{\exp(a) + \exp(-a)} \) is used as an activation function for the hidden layer and the softmax activation \( f(a_j) = \frac{\exp(a_j)}{\sum_j \exp(a_j)} \) for the output layer. This activation function guarantees the positivity and sum-to-one constraints on the abundances.
- **GP_LMM**: This supervised method learns a mapping from the observed spectra to the linear model [22]. As the mapping procedure, Gaussian Processes is applied. In contrast to the proposed method, GP_LMM does not account for spectral variability and will not properly work in cross-sensor situations. Some endmember variability can however be taken into account by applying the learned mapping to map the endmember spectra of the test dataset to the endmember spectra of the training dataset, a procedure that cannot be performed with the direct mapping method SM.

A phenomenon that was observed in most of the applied data was a random scaling of the spectra, due to variations in...
the acquisition conditions. For example, since the height of the sample holder was not easily controllable in the spectrometer, the self-crafted mineral mixtures were scaled with respect to each other in a random manner. This phenomenon does not cause problems on the mixing models, but leads to ordering problems in the geodesic unmixing approach and to mapping errors in the supervised approaches. A normalization of all spectra by their length (i.e. a projection onto the unit circle), prior to the application of an unmixing procedure would solve this issue. For this reason, we will normalise the spectra in all experiments prior to applying the methods GU, SM, GP_LMM and the proposed method GSU.

It is important to notice that this projection is nonlinear, and thus changes the nonlinearity of the manifolds. This will introduce errors in the geodesic unmixing approach. In the supervised approaches however, it does not introduce extra errors, since the nonlinearity is changed both in the training and the test manifolds in a similar way.

All quantitative comparisons are provided by the abundance root mean squared error (RMSE), i.e. the error between the estimated fractional abundances ($\hat{A}$) and the ground truth fractional abundances ($A$):

$$ \text{Abundance RMSE} = \sqrt{\frac{1}{pn} \sum_{k=1}^{p} \sum_{i=1}^{n} (\hat{A}_{ki} - A_{ki})^2} \times 100 $$

where $p$ and $n$ denote the number of endmembers and the number of mixed spectra respectively.

A. Experiments on self-crafted mineral dataset

1) Experiment 1: Simulated manifolds: In the first experiment, we generated simulated manifolds using the measured mineral endmembers from the camera and the spectrometer. From the mineral endmembers obtained from the AgriSpec spectrometer, ground truth fractional abundances were generated uniformly from the unit simplex. Then, nonlinear spectra were artificially generated by applying the Fan and the Hapke model, respectively. In this way, ten binary mixtures: (Al-Ca), (Al-Fe), (Al-Si), (Al-Ti), (Ca-Fe), (Ca-Si), (Ca-Ti), (Fe-Si), (Fe-Ti) and (Si-Ti) were produced for each of both mixing models. Similarly, simulated manifolds were produced from the mineral endmembers obtained from the camera. Some of the data manifolds from both the spectrometer and camera are shown in Fig. 6. As can be observed from the figure, the manifolds simulated by the Fan and Hapke models are quite different, and applying one model on the manifold generated by the other model will not work. Also, the application of the linear model is expected to lead to large errors, in particular for the Fan manifolds. In the Al-Fe mixture, half of the manifold will be projected onto the second endmember. Another observation is that the manifolds of the camera and the spectrometer are obviously different, since also the endmembers are different (see Fig. 4).

In Table II, the abundance RMSEs of the simulated camera data are shown. Obviously, the Fan model results are not shown on the simulated Fan data and the Hapke model results are not shown on the simulated Hapke data. The supervised algorithms were trained on the simulated spectrometer dataset. The geodesic distance was calculated by using all samples on the manifold. The outcomes of the experiments can be summarized as follows:

- As expected, the performance of the unsupervised models is poor, since the manifolds of the simulated Hapke and Fan data are completely different. As an exception, the linear model performs quite well on the Hapke dataset, because the manifolds are close to linear.
- The geodesic distance estimation of the abundances leads to errors of about 10% on the Fan data. On the Hapke data, it performs as well as the linear model, since the manifolds are close to linear. The errors are caused by the fact that the manifolds have a non-constant curvature.
- From the supervised approaches, the performance of SM is poor for any of the mixtures. This demonstrates that a direct mapping from the observed spectra to abundances will not work in a cross-sensor situation.
- The results of GP_LMM are much better, since this method also maps the endmembers. Results however are clearly better for the Hapke data and vary a lot between mixtures.
- Overall, the proposed approach GSU produces less than 2% abundance RMSE for most of the simulated binary mixtures. The proposed method is found to be very robust to endmember variability in the cross-sensor situation.

2) Experiment 2: Single sensor unmixing: In the second experiment, we investigated the performance of the supervised methods when trained and tested on the data from the same sensor. For this, the real mixtures were applied. 4 of the 7 mixtures (with 1.25, 3.75, 6.25 and 8.75 g of the first mineral respectively) were applied for training and the other 3 (2.5, 5.0 and 7.5 g) for testing. Results are shown in Table III for the camera data and Table IV for the spectrometer data. For comparison, the results of the unsupervised approaches are
shown as well.

The outcomes of the experiments can be summarized as follows:

- The Fan model always fails and observes a pure mineral rather than a mixture.
- The Hapke model does not perform better than the linear model. Both models as well as geodesic unmixing generally perform poor on mixtures of minerals with large differences in grain size and/or density (e.g. Si-Ti).
- Overall, all three supervised methods outperform the unsupervised approaches and were able to accurately predict fractional abundances from almost all binary mixtures. The algorithms perform equally well for the spectrometer and the hyperspectral camera data.
- GP_LMM performs the best. The proposed method GSU is only slightly worse. In this single sensor experiment, the use of the geodesic abundance estimation step has no extra advantage.

3) Experiment 3: Cross sensor unmixing: In the third experiment, we investigated the performance of the supervised approaches in a cross sensor situation. For this, we trained the algorithms on the spectrometer data and applied the learned models on the camera data. Similarly, we trained the algorithms on the camera data and applied the learned models on the spectrometer data. We do not show the results of the unsupervised approaches, since they have been treated in the previous experiment.

Results are shown in Table V. The results clearly show the advantage of the proposed strategy to tackle the endmember variability. GSU outperforms the other methods in almost all cases. SM performs the worst, while GP_LMM that takes endmember variability partially into account, performs reasonably well on some mixtures but poor on others.

B. Experiments on RELAB dataset

1) Experiment 4: Cross sensor experiment on simulated USGS and real Relab mineral mixtures: From figure 5, we can observe that there is a large variability between the endmembers obtained from the USGS spectral library and the Relab dataset. The applied minerals have similar densities and grain sizes, well above the SWIR wavelength ranges, so that the Hapke model is expected to be efficient.

In the fourth experiment, we investigated the performance of the supervised approaches for predicting fractional abundances of Relab mineral mixtures when the algorithms were trained on simulated mineral mixtures by the Hapke model on the USGS endmembers. For comparison, the results of the unsupervised approaches are shown as well.

In Table VI, we show the results. The Hapke model performs the best. All other unsupervised approaches perform poor. The Fan model fails. The geodesic unmixing approach and LMM produce similar results. From the supervised approaches, SM fails and GP_LMM performs poor on two of the four mixtures. Overall, GSU was able to predict fractional abundances of the Relab dataset accurately, sometimes even better than the Hapke model. This demonstrates the robustness of the proposed methodology with respect to endmember variability.

2) Experiment 5: Cross sensor experiment on real USGS and Relab mineral data: In the final experiment, we investigated the performance of the supervised approaches on Calc-Chl mixtures when trained on Relab spectra and tested on USGS spectra. Similarly, the algorithms were trained on USGS spectra and tested on Relab spectra. For comparison, the result of the unsupervised methods is shown as well.

Results are shown in Table VII. Except for the proposed approach, all methods including the Hapke model perform poor.

V. Discussion

From the experiments, the following general conclusions can be drawn:

- In general, the LMM does not perform well on intimate mixtures of mineral powders. The good performance of the LMM for some binary mixture of the self-crafted dataset suggests that the nonlinearity in those datasets is not very complex. This might be due to the fact that some minerals in the mixtures have similar spectral behavior.
- The Fan model is not suitable for estimating fractional abundances of binary mixtures of mineral powders.
- In general, the Hapke model estimates the fractional abundances of the intimate mixtures reasonably well. As an exception, the Hapke model produced large errors on the binary mixtures of Calcite and Chlorite, Calcium and Titanium, and Silica and Titanium.
- Geodesic unmixing generally produces poor estimations. This is because the data manifold comprises a nonlinear
In cross sensor situations, SM performs poor, since it
most of the supervised methods can estimate fractional
mixtures. Leading to improved results.

The endmember variability is partially taken into account,
by mapping the endmembers along with the mixtures,
resulting in a geodesic unmixing step that is invariant to end-
member variability, and a supervised mapping step to learn
the nonlinearity. The approach was validated and compared to
a number of spectral mixing models and supervised unmixing
approaches on binary mixtures of mineral powders, in single
sensor and cross sensor situations. In future work, we will
adapt the proposed method to be applicable on polynary
mixtures.

### VI. CONCLUSION

In this work, we have proposed a strategy for nonlinear
unmixing, taking into account spectral variability. The method
contains a geodesic unmixing step that is invariant to end-
member variability, and a supervised mapping step to learn
the nonlinearity. The approach was validated and compared to
a number of spectral mixing models and supervised unmixing
approaches on binary mixtures of mineral powders, in single
sensor and cross sensor situations. In future work, we will
adapt the proposed method to be applicable on polynary
mixtures.

### APPENDIX

A nonlinear relationship exists between the arc length and the
fractional abundances in data manifolds that are generated
by nonlinear mixing models. As a result, the geodesic distance

<table>
<thead>
<tr>
<th>Mixtures</th>
<th>Ground truth (first mineral)</th>
<th>LMM</th>
<th>Fan</th>
<th>Hapke</th>
<th>GU</th>
<th>SM</th>
<th>GP_LMM</th>
<th>GSU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-Si</td>
<td>0.593 0.813 0.929</td>
<td>0.437 0.771 0.918</td>
<td>0.012 0.030 0.036</td>
<td>0.473 0.658 0.837</td>
<td>0.290 0.503 0.890</td>
<td>0.503 0.786 0.959</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ca-Si</td>
<td>0.691 0.871 0.953</td>
<td>0.756 0.837 0.928</td>
<td>0.020 0.027 0.028</td>
<td>0.686 0.803 0.933</td>
<td>0.504 0.822 0.915</td>
<td>0.672 0.907 1.000</td>
<td>0.672 0.907 1.000</td>
<td></td>
</tr>
<tr>
<td>Ca-Ti</td>
<td>0.606 0.177 0.369</td>
<td>0.427 0.667 0.829</td>
<td>0.011 0.021 0.025</td>
<td>0.403 0.626 0.808</td>
<td>0.448 0.759 0.943</td>
<td>0.072 0.173 0.272</td>
<td>0.001 0.180 0.406</td>
<td></td>
</tr>
<tr>
<td>Fe-Al</td>
<td>0.525 0.768 0.901</td>
<td>0.485 0.730 0.886</td>
<td>0.917 0.960 0.984</td>
<td>0.356 0.613 0.824</td>
<td>0.712 0.860 0.906</td>
<td>0.446 0.810 0.910</td>
<td>0.536 0.785 0.896</td>
<td></td>
</tr>
<tr>
<td>Fe-Ca</td>
<td>0.418 0.682 0.865</td>
<td>0.515 0.654 0.978</td>
<td>0.916 0.944 0.879</td>
<td>0.361 0.511 0.799</td>
<td>0.611 0.725 0.887</td>
<td>0.485 0.733 0.838</td>
<td>0.501 0.700 0.887</td>
<td></td>
</tr>
<tr>
<td>Fe-Si</td>
<td>0.828 0.935 0.978</td>
<td>0.731 0.932 0.966</td>
<td>0.963 0.999 1.000</td>
<td>0.638 0.910 0.955</td>
<td>0.604 0.860 0.883</td>
<td>0.859 0.921 0.958</td>
<td>0.821 0.942 0.984</td>
<td></td>
</tr>
<tr>
<td>Si-Ti</td>
<td>0.031 0.083 0.087</td>
<td>0.082 0.088 0.054</td>
<td>0 0 0.007</td>
<td>0.088 0.320 0.572</td>
<td>0.320 0.502 0.113</td>
<td>0.016 0.044 0.008</td>
<td>0.000 0.048 0.047</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mixtures</th>
<th>Ground truth (first mineral)</th>
<th>LMM</th>
<th>Fan</th>
<th>Hapke</th>
<th>GU</th>
<th>SM</th>
<th>GP_LMM</th>
<th>GSU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-Si</td>
<td>0.593 0.813 0.929</td>
<td>0.571 0.965 1.000</td>
<td>0.002 0.023 0.022</td>
<td>0.606 0.970 1.000</td>
<td>0.639 0.833 0.833</td>
<td>0.329 0.702 0.946</td>
<td>0.448 0.768 0.927</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ca-Si</td>
<td>0.691 0.871 0.953</td>
<td>0.662 0.850 0.953</td>
<td>0 0.002 0.006</td>
<td>0.451 0.820 0.936</td>
<td>0.511 0.829 0.919</td>
<td>0.662 0.799 0.958</td>
<td>0.628 0.903 0.952</td>
<td></td>
</tr>
<tr>
<td>Ca-Ti</td>
<td>0.367 0.177 0.369</td>
<td>0.437 0.670 0.876</td>
<td>0.011 0.009 0.019</td>
<td>0.288 0.581 0.766</td>
<td>0.389 0.671 0.835</td>
<td>0.085 0.258 0.392</td>
<td>0.084 0.222 0.531</td>
<td></td>
</tr>
<tr>
<td>Fe-Al</td>
<td>0.525 0.768 0.901</td>
<td>0.436 0.671 0.901</td>
<td>0.921 0.954 0.993</td>
<td>0.349 0.595 0.938</td>
<td>0.732 0.888 0.941</td>
<td>0.472 0.494 0.944</td>
<td>0.355 0.768 0.901</td>
<td></td>
</tr>
<tr>
<td>Fe-Ca</td>
<td>0.418 0.682 0.865</td>
<td>0.427 0.627 0.927</td>
<td>0.921 0.950 0.991</td>
<td>0.381 0.564 0.903</td>
<td>0.654 0.755 0.899</td>
<td>0.490 0.665 0.911</td>
<td>0.547 0.690 0.890</td>
<td></td>
</tr>
<tr>
<td>Fe-Si</td>
<td>0.828 0.935 0.978</td>
<td>0.707 0.996 1.000</td>
<td>0.972 0.999 1.000</td>
<td>0.662 0.998 1.000</td>
<td>0.681 0.960 0.877</td>
<td>0.844 0.882 0.966</td>
<td>0.833 0.929 0.974</td>
<td></td>
</tr>
<tr>
<td>Si-Ti</td>
<td>0.011 0.031 0.087</td>
<td>0.178 0.225 0.394</td>
<td>0 0 0.003</td>
<td>0.151 0.219 0.418</td>
<td>0.370 0.404 0.483</td>
<td>0.012 0.021 0.043</td>
<td>0.016 0.028 0.075</td>
<td></td>
</tr>
</tbody>
</table>

TABLE III: Estimated fractional abundances on the single sensor experiment (camera data).

TABLE IV: Estimated fractional abundances on the single sensor experiment (spectrometer data).
<table>
<thead>
<tr>
<th>Mixtures</th>
<th>Ground truth (first mineral)</th>
<th>HSI SM</th>
<th>HSI GP_LMM</th>
<th>HSI GUI</th>
<th>Spectrometer SM</th>
<th>Spectrometer GP_LMM</th>
<th>Spectrometer GUI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al-Si</td>
<td>0.385 0.999 0.194 0.354 0.969 0.745 0.488</td>
<td>0.593 0.956 0.266 0.536 0.973 0.885 0.638</td>
<td>0.724 0.998 0.439 0.872 0.974 0.976 0.846</td>
<td>0.813 0.992 0.538 0.655 0.974 0.979 0.856</td>
<td>0.879 0.999 0.607 0.303 0.974 0.981 0.880</td>
<td>0.929 0.992 0.664 0.700 0.974 0.966 0.916</td>
<td>0.968 0.998 0.755 0.967 0.974 0.941 0.969</td>
</tr>
<tr>
<td>Ca-Si</td>
<td>0.494 0.394 0.521 0.440 0.319 0.422 0.513</td>
<td>0.691 0.559 0.606 0.656 0.482 0.511 0.725</td>
<td>0.802 0.675 0.660 0.728 0.790 0.633 0.820</td>
<td>0.871 0.733 0.882 0.860 0.861 0.795 0.894</td>
<td>0.919 0.822 0.918 0.901 0.896 0.812 0.934</td>
<td>0.953 0.795 0.926 0.931 0.892 0.852 0.966</td>
<td>0.979 0.877 0.940 0.933 0.887 0.849 0.990</td>
</tr>
<tr>
<td>Ca-Ti</td>
<td>0.030 0.061 0.005 0.031 0.018 0.025 0.030</td>
<td>0.067 0.085 0.011 0.084 0.010 0.100 0.053</td>
<td>0.115 0.084 0.020 0.123 0.020 0.166 0.100</td>
<td>0.177 0.232 0.065 0.194 0.024 0.324 0.170</td>
<td>0.265 0.170 0.093 0.297 0.047 0.400 0.249</td>
<td>0.369 0.291 0.123 0.464 0.098 0.448 0.315</td>
<td>0.599 0.278 0.130 0.604 0.200 0.463 0.607</td>
</tr>
<tr>
<td>Fe-Al</td>
<td>0.321 0.589 0.305 0.318 0.934 0.329 0.318</td>
<td>0.525 0.666 0.486 0.537 0.390 0.546 0.520</td>
<td>0.666 0.606 0.655 0.683 0.174 0.745 0.647</td>
<td>0.768 0.647 0.729 0.757 0.433 0.857 0.790</td>
<td>0.847 0.601 0.799 0.940 0.483 0.976 0.884</td>
<td>0.901 0.605 0.807 0.834 0.725 0.974 0.890</td>
<td>0.958 0.540 0.825 0.862 0.817 0.999 0.837</td>
</tr>
<tr>
<td>Fe-Ca</td>
<td>0.236 0.096 0.641 0.235 0.053 0.017 0.227</td>
<td>0.418 0.297 0.763 0.433 0.105 0.269 0.413</td>
<td>0.563 0.397 0.783 0.579 0.214 0.323 0.547</td>
<td>0.682 0.619 0.840 0.687 0.481 0.504 0.675</td>
<td>0.781 0.790 0.890 0.792 0.721 0.696 0.769</td>
<td>0.865 0.808 0.921 0.867 0.760 0.838 0.863</td>
<td>0.937 0.738 0.935 0.936 0.901 0.913 0.936</td>
</tr>
<tr>
<td>Fe-Si</td>
<td>0.674 0.226 0.613 0.673 0.483 0.735 0.679</td>
<td>0.828 0.302 0.784 0.806 0.633 0.881 0.837</td>
<td>0.897 0.215 0.879 0.893 0.714 0.936 0.920</td>
<td>0.935 0.506 0.957 0.938 0.731 0.972 0.938</td>
<td>0.960 0.469 0.946 0.962 0.798 0.973 0.951</td>
<td>0.978 0.443 0.939 0.967 0.782 0.972 0.963</td>
<td>0.990 0.240 0.918 0.939 0.873 0.962 0.955</td>
</tr>
<tr>
<td>Si-Ti</td>
<td>0.005 0.074 0.042 0.064 0.050 0.057 0.005</td>
<td>0.011 0.046 0.066 0.008 0.045 0.024 0.020</td>
<td>0.018 0.087 0.053 0.006 0.022 0.002 0.022</td>
<td>0.031 0.184 0.143 0.030 0.009 0.012 0.036</td>
<td>0.051 0.230 0.108 0.042 0.008 0.009 0.059</td>
<td>0.087 0.210 0.265 0.105 0.008 0.020 0.083</td>
<td>0.182 0.227 0.289 0.181 0.005 0.053 0.187</td>
</tr>
</tbody>
</table>

**TABLE VI:** Cross sensor results on real Relab mineral mixtures, where supervised approaches are trained on simulated USGS mixtures.
TABLE VII: Cross sensor results on real Relab mineral mixtures, where supervised approaches are trained on real USGS mixtures and vice-versa.

<table>
<thead>
<tr>
<th>Minerals</th>
<th>Ground truth (first mineral)</th>
<th>LMM</th>
<th>Fan</th>
<th>Hapke</th>
<th>GU</th>
<th>SM</th>
<th>GP_LMM</th>
<th>GSU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chl-Cal (USGS)</td>
<td>0.34</td>
<td>0.853</td>
<td>0.876</td>
<td>0.518</td>
<td>0.731</td>
<td>0.50</td>
<td>0.750</td>
<td>0.328</td>
</tr>
<tr>
<td>Chl-Cal (Relab)</td>
<td>0.67</td>
<td>0.970</td>
<td>0.976</td>
<td>0.863</td>
<td>0.902</td>
<td>0.50</td>
<td>0.834</td>
<td>0.685</td>
</tr>
<tr>
<td>Chl-Cal</td>
<td>0.258</td>
<td>0.718</td>
<td>0.819</td>
<td>0.491</td>
<td>0.710</td>
<td>0.492</td>
<td>0.897</td>
<td>0.334</td>
</tr>
<tr>
<td>Chl-Cal</td>
<td>0.510</td>
<td>0.849</td>
<td>0.905</td>
<td>0.696</td>
<td>0.834</td>
<td>0.496</td>
<td>0.947</td>
<td>0.520</td>
</tr>
<tr>
<td>Chl-Cal</td>
<td>0.758</td>
<td>0.973</td>
<td>0.982</td>
<td>0.986</td>
<td>0.945</td>
<td>0.497</td>
<td>0.931</td>
<td>0.817</td>
</tr>
</tbody>
</table>

between a mixture and an endmember does not provide the correct fractional abundance.

As an illustration, let us look at the Fan model in two dimensions. Consider a path in the spectral space from endmember 

e_1 = \begin{bmatrix} 0.6 \\ 0.5 \end{bmatrix}

to endmember 

e_2 = \begin{bmatrix} 0.5 \\ 0.6 \end{bmatrix}

, parametrized by the fractional abundance of endmember 

e_2 (t \in [0, 1]). Then, according to the Fan model, each data point of the manifold can be described by the following equation:

\[
y = \begin{bmatrix} 0.6 \\ 0.5 \end{bmatrix} (1 - t) + \begin{bmatrix} 0.5 \\ 0.6 \end{bmatrix} t + \begin{bmatrix} 0.6 \\ 0.5 \end{bmatrix} \odot \begin{bmatrix} 0.5 \\ 0.6 \end{bmatrix} (1 - t) t
\]

(11)

The arc length (geodesic distance) between 

e_1 and the data point 
\[y = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix}\] (see Fig. 7 for the data manifold) can be determined as follows:

\[
\text{Arc length}(t) = \int_0^t \left( (dy_1/\text{dt})^2 + (dy_2/\text{dt})^2 \right) \text{dt}
\]

\[
= \int_0^t (0.2 - 0.6t)^2 + (0.4 - 0.6t)^2 \text{dt}
\]

\[
= 0.1(t - 0.5) \sqrt{18t^2 - 18t + 5 - 0.0117851} \times \arcsinh(3 - 6t) + 0.1332340
\]

(12)

which is clearly nonlinearly related to 
\(t\).

This nonlinear relationship is caused by the fact that the curvature(\(\kappa\)) of the manifold is not constant:

\[
\kappa = \frac{\| \frac{dy}{dt} \times \frac{d^2 y}{dt^2} \|}{\| \frac{dy}{dt} \|^3}
\]

\[
= 0.12
\]

(13)

where \(\times\) denotes the cross product between two vectors and \(\| . \|\) is the Euclidean norm of the vector.
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