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Abstract

Supersonic flows provide a high thermodynamic non-equilibrium, which is crucial for energy-efficient conversion of CO$_2$ in microwave plasmas, and are therefore of great interest. However, the effect of the flow on the chemical reactions is poorly understood. In this work, we present a combined flow and plasma chemical kinetics model of a microwave CO$_2$ plasma in a Laval nozzle setup. The effects of the flow field on the different dissociation and recombination mechanisms, the vibrational distribution, and the vibrational transfer mechanism are discussed. In addition, the effect of experimental parameters, like position of power deposition, outlet pressure, and specific energy input, on the CO$_2$ conversion and energy efficiency is examined. The short residence time of the gas in the plasma region, the shockwave, and the maximum critical heat, and thus power, that can be added to the flow to avoid thermal choking are the main obstacles to reaching high energy efficiencies.
Introduction

The threat of man-made climate change is one of the most prominent problems of the 21st century. A possible pathway to limit the scope of this problem is CO\textsubscript{2} capture. This process is cost intensive, both for capture from ambient air, as for capture from point sources,\textsuperscript{1} resulting in extensive research in converting this waste product to value added chemicals.

Low-temperature plasmas are gaining increasing interest for the dissociation of CO\textsubscript{2} into CO, which can be combined with hydrogen gas to synthesize hydrocarbons. These plasmas are characterized by a high thermodynamic non-equilibrium between the electrons and the so-called heavy plasma species, allowing endothermic reactions to take place without heating the gas.\textsuperscript{2} In particular, microwave plasmas show promising results for the energy-efficient conversion of CO\textsubscript{2}.\textsuperscript{2,3} This is attributed to the important role of vibrational induced dissociation.\textsuperscript{2–6} Indeed, in microwave CO\textsubscript{2} plasmas, the relatively low electron temperature of about 1 eV allows for an efficient energy transfer from the electrons to the asymmetric mode vibrational levels of CO\textsubscript{2}.\textsuperscript{2} In excess of 90\% of the electron energy is converted to vibrational energy.\textsuperscript{7}

These vibrationally excited CO\textsubscript{2} molecules will exchange vibrational energy with other vibrationally excited molecules until they reach the dissociation limit, in a process called vibrational-vibrational (VV) relaxation.\textsuperscript{2,4–6} This process is energetically more favourable than direct electron impact dissociation,\textsuperscript{2} which is the main dissociation reaction in other plasma reactors, such as dielectric barrier discharges.\textsuperscript{4,7,8} However, part of the vibrational energy is also converted to translational energy, or gas heating, in a process called vibrational-translational (VT) relaxation.\textsuperscript{2,4–6} The key to higher energy efficiency is limiting the VT relaxation with respect to VV relaxation.

Berthelot and Bogaerts studied the effect of different discharge conditions on the energy efficiency and CO\textsubscript{2} conversion in microwave plasmas.\textsuperscript{6} They concluded that lower pressures, higher power densities, lower temperature, and cooling of the afterglow had a beneficial
effect on the efficiency of the dissociation process. The lower pressure and higher power densities lead to more vibrational excitation, which is beneficial for the conversion. A lower temperature results in more pronounced VV transfer with respect to VT transfer, while cooling of the afterglow limits the recombination of CO and O back to CO₂.

The requirement of low pressure and low temperature, however, poses challenges for industrial application of the technique. A microwave supersonic flow reactor can tackle these two issues, and has therefore demonstrated the maximum energy efficiency to date.⁹ In this setup, a pressure difference is applied over a converging-diverging nozzle. The adiabatic expansion of the nozzle cross section accelerates the flow to supersonic velocities. A first benefit of this type of reactor is that the acceleration to supersonic speed creates a pressure drop, from high pressure conditions (≥1 bar) to intermediate pressure (around 100 mbar), the latter being more beneficial for energy-efficient conversion.₂,⁶,¹⁰ A second benefit is that the rapid increase in kinetic energy reduces the internal energy of the gas, thus lowering the temperature.¹¹ This allows the use of higher power densities, while staying at low temperatures, which is also beneficial for energy-efficient CO₂ conversion.

Even in the absence of electromagnetic coupling, the supersonic flow field can drive the overpopulation of the highly excited vibrational states, leading to dissociation of CO₂.² This effect of supersonic expansion on the non-equilibrium vibrational distribution function in CO₂ was theoretically studied by Peerenboom et al.¹² in a quasi 1D model, which includes 21 asymmetric mode vibrational levels and state-to-state vibrational kinetics. The model shows that supersonic expansion indeed has a beneficial effect on the population of the highest vibrational levels.

In this paper, we present a combined supersonic flow model and chemical reaction kinetics model of a supersonic microwave CO₂ plasma in a converging-diverging nozzle geometry. The aim of this work is to study the effect of different characteristics of supersonic flow, e.g. pressure drop, and the shock wave, on the reaction kinetics. Based on this information, we will change the flow conditions in the model, in order to manipulate the flow field to examine
the effect of the latter on the CO$_2$ conversion.

**Computational Details**

The study consists of two separate parts. First, non-reactive flow simulations are performed in COMSOL multiphysics. A 2D axisymmetric high Mach flow number k/$\epsilon$-model is used to calculate the flow for pure CO$_2$ at room temperature. This model combines the standard Reynolds Average Navier Stokes (RANS) k/$\epsilon$-model with Euler’s equations for inviscid flow, and will be explained in more detail in section . This model is chosen based upon its user-friendly nature, and the limited amount of computational resources and time needed to acquire results. Certain aspects of the flow behavior are not captured in our model in contrast to more complex simulations. However, the effect of the approximations are not to an extent that will be relevant for this study.

Subsequently, a center cut line of the flow results is used as input in a zero-dimensional chemical kinetics model, described in more detail in section . The chemistry set that is used is presented in section . During the different simulations, the pressure and temperature will be fixed. The flow and plasma description are thus decoupled. The validity of this assumption, as well as other model approximations, will be discussed in more detail in section

**Flow Model**

The standard RANS k/$\epsilon$-model is well known in computational fluid dynamics theory and can describe a wide range of turbulent flows. It is a two-equation turbulence model that solves for the mass and momentum continuity partial differential equations:

$$\nabla \cdot (\rho \vec{u}_g) = 0$$  \hspace{1cm} (1)
\[ \rho (\vec{u}_g \cdot \nabla) \vec{u}_g = \nabla \left[ -p \mathbf{I} + (\mu + \mu_T) \left( \nabla \vec{u}_g + \nabla (\vec{u}_g)^T \right) \right. \\
\left. + \frac{2}{3} (\mu + \mu_T) (\nabla \cdot \vec{u}_g) \mathbf{I} - \frac{2}{3} \rho k \mathbf{I} \right] + \vec{F} \] (2)

where \( \rho \) stands for the gas density, \( \vec{u}_g \) is the gas flow velocity vector, superscript \( T \) stands for transposition, \( p \) is the gas pressure, \( \mu \) and \( \mu_T \) are the dynamic and turbulent viscosity of the fluid, \( k \) is the turbulent kinetic energy, \( \mathbf{I} \) is the unity tensor and \( \vec{F} \) is the body force vector. Next to this, the turbulence is modelled by adding two additional equations that solves for the turbulent kinetic energy \( k \), and the turbulent dissipation rate \( \epsilon \):

\[ \rho (\vec{u}_g \cdot \nabla) k = \nabla \cdot \left[ \left( \mu + \frac{\mu_T}{\sigma_k} \right) \nabla k \right] + P_k - \rho \epsilon \] (3)

\[ \rho (\vec{u}_g \cdot \nabla) \epsilon = \nabla \cdot \left[ \left( \mu + \frac{\mu_T}{\sigma_\epsilon} \right) \nabla \epsilon \right] + C_{\epsilon 1} \frac{\epsilon}{k} P_k - C_{\epsilon 2} \rho \frac{\epsilon^2}{k} \] (4)

Equation 3 and 4 calculate the transport of turbulent energy and its dissipation into heat \( (\epsilon) \), respectively. \( P_k \) represents the production term for turbulent kinetic energy. \( \sigma_k, \sigma_\epsilon, C_{\epsilon 1}, \) and \( C_{\epsilon 2} \) are model constants which are experimentally determined.\(^{14}\)

Since all flow properties are coupled to each other, the number and combinations of boundary conditions that are needed for well posedness depend on the flow state\(^{15}\). In order to provide consistent inlet and outlet boundary conditions, the speed at which the different flow quantities propagate at the boundary needs to be known.

A plane wave analysis of the inviscid part of the flow is performed in order to apply a consistent number of boundary conditions, using the method described in detail in ref. \(^{16}\). Inviscid flow is described by Euler’s equations, which can be written as

\[ \frac{\partial \vec{Q}}{\partial t} + \frac{\partial \vec{F}_j}{\partial \vec{Q}} \frac{\partial \vec{Q}}{\partial x_j} = 0 \] (5)
where

$$\vec{Q} = \begin{bmatrix} \rho \\ u_i \\ p \end{bmatrix}$$

with $\vec{Q}$ the state vector to be solved for, $\vec{F}_j$ the flux vector and $\rho$, $u_i$ and $p$ the mass density, velocity components and pressure, respectively.

**Plasma Model**

The plasma chemistry is described with the ZDPlaskin code.\textsuperscript{17} This model describes the time evolution of different plasma species in a non-equilibrium discharge. The time evolution of the different species through the reactor can be converted to an axial evolution through the discharge tube by calculating the velocity $u$ of the considered volume element. Given the input values for pressure, temperature, and mass flow rate that were acquired from the flow model, the velocity is calculated from the conservation of mass flow rate

$$u = \frac{\dot{m}}{\rho A} \quad (6)$$

with $\dot{m}$ the mass flow rate, $\rho = \sum_j n_j M_j$ the mass density of the gas, and $A$ the tube cross-sectional area, which is a function of the axial position, due to the converging-diverging nozzle. $n_j$ is the number density of element $j$ and $M_j$ the mass of element $j$. The model starts at the inlet ($z = 0$) with pure CO$_2$. The plasma is assumed to be ignited at a certain axial position in the reactor. In the plasma region, two plasma parameters are fixed. The reduced electric field is fixed to a value of 50$Td$, and the ionization degree to 10$^{-6}$, which are both typical values for CO$_2$ microwave plasmas.\textsuperscript{3,10} A certain power deposition density $Q_{dep}(z)$ is applied in order to sustain the plasma with these values for electron density and energy. The total power input $P_{dep}(z) = \int_{z_0}^z A(z)Q_{dep}dz$ (with $A(z)$ the cross section of the
tube at position $z$) is then used to calculate the specific energy input ($SEI[eV/molec.]$) at position $z$

$$SEI(z) = \frac{P_{dep}(z)}{\Phi} \frac{T_{ref}}{p_{ref}} \frac{k_B}{e} \frac{1}{10^{-3}}$$

(7)

where $\Phi[sls]$ is the gas flow rate in standard litres per second, $T_{ref} = 273.15 \, K$ and $p_{ref} = 101325 \, Pa$ are the temperature and pressure at standard conditions, $e$ is the elementary charge to convert $J$ into $eV$, and $k_B$ is the Boltzmann constant. The factor $10^{-3}$ comes from the conversion of $l = dm^3$ to $m^3$. We use a fixed value for the SEI, and apply a power deposition until the value for the SEI is reached at $z = z_0 + z_p$, with $z_p$ the plasma length, after which the power deposition drops to 0. This approach can be seen in figure 1, and was used in similar studies by our group.\textsuperscript{18,19} The plasma length is calculated by the model, based on the SEI value used. This is preferable, since no experimental data are available on the plasma length in this type of reactor.

The microwave power is mainly absorbed by the electrons in the system due to their lower mass, and thus higher mobility. Given the importance of the electron energy distribution function (EEDF) to the chemistry, the model has a built-in Boltzmann solver BOLSIG+\textsuperscript{20} that uses the two-term approximation to calculate EEDF, the electron kinetics and the energy dependent rate coefficients of the various electron impact reactions (Table 1 in SI), using the Phelps 7eV excitation cross section\textsuperscript{21} recommended by Bogaerts et al.\textsuperscript{22} The heavy particles are assumed to be in thermal equilibrium and are just described by the mean gas temperature $T_g$.

The Boltzmann solver is coupled to the chemical kinetics part of the model. In the latter part, the species densities $n_s$ are calculated at every timestep by a set of conservation equations

$$\frac{dn_s}{dt} = \sum_j R_j[a_{s_j}^R - a_{s_j}^L] = \sum_j (k_j \prod_l n_l)[a_{s_j}^R - a_{s_j}^L]$$

(8)
Index \( j \) refers to reaction \( j \) and index \( l \) refers to the different reactants of reaction \( j \). \( a_{sj}^{R} \) and \( a_{sj}^{L} \) the right- and left-hand side stoichiometric coefficients of species \( s \), respectively. \( k_{j} \) is the reaction rate coefficient of reaction \( j \), with \( R_{j} = k_{j} \prod_{l} n_{l} \) the reaction rate.

One of the main objectives of this study is to examine conditions for the highest CO\(_2\) conversion and energy efficiency. The model calculates the conversion (\( \chi \)) and energy efficiency (\( \eta \)) as follows

\[
\chi(z) = 100 \times \left( 1 - \frac{N_{CO_{2}}(z)v(z)A(z)}{N_{CO_{2}}(0)v(0)A(0)} \right) \tag{9}
\]
\[ \eta = \chi \frac{- \Delta H^\circ}{SEI} \] (10)

with \( N_{CO_2} \) the number density of \( CO_2 \), \( v(z) \) the velocity of the volume element at position \( z \), \( A(z) \) the cross section of the discharge tube at position \( z \), and \( \Delta H^\circ \) the enthalpy of the reaction \( CO_2 \rightarrow CO + \frac{1}{2}O_2 \).

**Chemistry Set**

**Species**

The chemistry set, used in this model, is based on the chemistry set reported in \(^{18,19}\). This set resulted from a chemistry reduction process, \(^{23}\) initiated from the original set by Kozák and Bogaerts \(^{4,5}\) that was later finetuned by Koelman et al. \(^{24}\) In this reduction, the species of minor importance to the plasma chemistry were removed, which reduces the complexity, but also the uncertainty on the outcome of the model results. \(^{18}\)

The species included in this model are listed in Table 1. The set includes 21 asymmetric mode vibrational levels \( CO_2[v_{1-21}] \) up to the dissociation limit, as well as 4 symmetric mode levels \( CO_2[v_{a-d}] \). For CO, 10 vibrational levels are included. The energy of the different \( CO_2 \) vibrational levels is calculated using formula (11), as in \(^{4,25}\)

\[ E_{CO_2} = \sum_i \omega_i(v_i + \frac{d_i}{2}) + \sum_{j \geq i} x_{ij}(v_i + \frac{d_i}{2})(v_j + \frac{d_j}{2}) + x_{l_2l_2} l_2^2 \] (11)

in which \( \omega_i, x_{ij} \) and \( x_{l_2l_2} \) are spectroscopic constants determined by experiments and \( d_i = (d_1 d_2 d_3) = (1 2 1) \) are the degeneracies of the three modes of vibration. The values for the spectroscopic constants can be found in ref. 25: \( \omega_1 = 1354.31 \text{ cm}^{-1}, \omega_2 = 672.85 \text{ cm}^{-1}, \omega_3 = 2396.32 \text{ cm}^{-1}, x_{11} = -2.93 \text{ cm}^{-1}, x_{12} = -4.61 \text{ cm}^{-1}, x_{13} = -19.82 \text{ cm}^{-1}, x_{22} = 1.35 \text{ cm}^{-1}, x_{23} = -12.31 \text{ cm}^{-1}, x_{33} = -12.47 \text{ cm}^{-1}, x_{l_2l_2} = -0.97 \text{ cm}^{-1} \).

The energies of the CO vibrational levels are calculated using the anharmonic oscillator
where \( v \) is the vibrational quantum number, \( \omega_e = 2169.81 \text{ cm}^{-1} \) and \( x_e = 6.12 \times 10^{-3} \) is the anharmonicity coefficient. The values for these spectroscopic constants are taken from the NIST database.\(^{27}\) The energies of the \( \text{O}_2 \) vibrational levels are taken from the Phelps database.\(^{21}\)

**Table 1: Species described in the model.**

<table>
<thead>
<tr>
<th>Neutral ground states</th>
<th>Charged species</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{CO}_2, \text{CO}, \text{O}_2, \text{O}, \text{C} )</td>
<td>( \text{CO}^+, \text{CO}^+_4, \text{O}^-, \text{O}_2^-, \text{CO}_3^-, \text{CO}_4^-, \text{e}^- )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Excited states</th>
<th>Associated energy [eV]</th>
<th>State(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{O}<em>2[v</em>{1-4}] )</td>
<td>Anharmonic oscillator</td>
<td>(00n)</td>
</tr>
<tr>
<td>( \text{CO}[v_{1-10}] )</td>
<td>Anharmonic oscillator</td>
<td>(010)</td>
</tr>
<tr>
<td>( \text{CO}<em>2[v</em>{1-21}] )</td>
<td>Anharmonic oscillator</td>
<td>(020) + (100)</td>
</tr>
<tr>
<td>( \text{CO}_2[v_a] )</td>
<td>0.083</td>
<td>(030) + (110)</td>
</tr>
<tr>
<td>( \text{CO}_2[v_b] )</td>
<td>0.167</td>
<td>(040) + (120) + (200)</td>
</tr>
<tr>
<td>( \text{CO}_2[v_c] )</td>
<td>0.252</td>
<td>(1(^1)(\Sigma_u^+)) + (3(\Pi_u)) + (1(\Pi_u))</td>
</tr>
<tr>
<td>( \text{CO}_2[e_1] )</td>
<td>10.5</td>
<td>(a(^1)(\Delta_g)) + (b(^1)(\Sigma_g^+))</td>
</tr>
<tr>
<td>( \text{O}_2[e_1] )</td>
<td>0.98</td>
<td>(B(^3)(\Sigma_u^-)) + higher triplet states</td>
</tr>
<tr>
<td>( \text{O}_2[e_2] )</td>
<td>8.4</td>
<td>(a(^3)(\Pi_r))</td>
</tr>
<tr>
<td>( \text{CO}[e_1] )</td>
<td>6.22</td>
<td>(A(^1)(\Pi))</td>
</tr>
<tr>
<td>( \text{CO}[e_2] )</td>
<td>7.9</td>
<td>(a(^3)(\Sigma^+)) + (d(^3)(\Delta_i)) + (e(^3)(\Sigma^-)) + (b(^3)(\Sigma^+))</td>
</tr>
<tr>
<td>( \text{CO}[e_3] )</td>
<td>13.5</td>
<td>(C(^1)(\Sigma^+)) + (E(^1)(\Pi)) + (B(^1)(\Sigma^+)) + (I(^1)(\Sigma^-)) + (D(^1)(\Delta))</td>
</tr>
<tr>
<td>( \text{CO}[e_4] )</td>
<td>10.01</td>
<td>(a) CO(_2) electronic states designation from Grofulović et al.,(^{28}) (\text{O}_2) and (\text{CO}) electronic states notation from Huber &amp; Herzberg.(^{29})</td>
</tr>
</tbody>
</table>

**Reaction Kinetics**

The reactions included in the model are listed in Supporting Information (SI). The electron impact reactions are shown in Table S1 and S2. The reactions of Table S1 are described by
electron impact cross sections, found in the LXCat database,\textsuperscript{30} while the reactions in Table S2 are described by rate coefficients, calculated with analytical expressions. Given that the cross sections for vibrational excitation are only available from ground state molecules to the lowest levels, the other cross sections for electron impact excitation between different vibrational levels are calculated using the Fridman approximation,\textsuperscript{2} which is based on the semi-empirical formula:

\[
\sigma_{nm}(\epsilon) = e^{\exp\left(\frac{\alpha(m-n-1)}{1+\beta n}\right)\sigma_{01}(\epsilon+E_{01} - E_{nm})}
\] (13)

in which \(E_{01} = E_1 - E_0\) and \(E_{nm} = E_m - E_n\) are the energy differences between vibrational states 1 and 0 and states \(m\) and \(n\), respectively, \(\epsilon\) is the electron energy, and the parameters \(\alpha = 0.5\) and \(\beta = 0.4,5\). The neutral-neutral reactions are shown in Table S3. The rate coefficients are Arrhenius expressions.

\[
k(T_g) = AT_g^B e^{\exp\left(\frac{E_a}{k_BT_g}\right)}
\] (14)

where \(k\) is the rate coefficient, \(T_g\) the gas temperature, \(E_a\) the activation energy, and \(A\) and \(B\) are experimentally or theoretically determined constants. Molecules in vibrationally excited levels need lower energy to overcome the activation energy barrier. The efficiency of this lowering is described by the Fridman-Macheret approximative \(\alpha\) model.\textsuperscript{2} More information about the effect of this efficiency determining \(\alpha\) parameter on the reaction mechanisms of microwave CO\textsubscript{2} plasmas can be found in ref. 19.

The rate coefficients for VV and VT transfer between different molecules can be found in Table S4. They are calculated by the Schwartz-Slawsky-Herzfeld (SSH) theory.\textsuperscript{31} More information about the implementation of this SSH theory in the 0D model can be found in ref. 4.
Model Approximations

Every model needs approximations, so here we would like to point out the validity of the approximations made in this work. First, the setup is studied with a 0D model. This model is radially averaged and can thus not take into account any spatial gradients in the radial direction. In reality, a MW plasma can become contracted when operating at higher pressures,\(^\text{32}\) which can thus not be captured by our model. A 0D model is however still favourable, since it yields a detailed description of the plasma chemistry, needed to evaluate the CO\(_2\) conversion and energy efficiency, within limited calculation time.

Further approximations are related to the temperature of the molecules. When a supersonic flow expands, internal energy is converted to kinetic energy in order to fuel the acceleration.\(^\text{11,33,34}\) This acceleration happens adiabatically if no heat source is applied on the flow. The flow is then described by the isentropic flow relations between pressure, temperature and density for a perfect gas:

\[
\frac{p}{p_t} = \left(\frac{\rho}{\rho_t}\right)^\gamma = \left(\frac{T}{T_t}\right)^{-\gamma/\gamma-1} = \left(1 + \frac{\gamma-1}{2} M^2\right)^{-\frac{\gamma-1}{\gamma}}
\]

(15)

where \(p, T, \rho\) are the static pressure, temperature, and mass density, respectively, and \(p_t, T_t, \rho_t\) the total pressure, temperature and mass density, \(\gamma = C_p/C_v\) is the ratio of specific heats, and \(M\) the Mach number of the flow. The total pressure, mass density and temperature are those when the flow is isentropically brought to rest, i.e. when \(M = 0\), and are assumed to stay constant when no heat is exchanged with the environment.

Given that the flow and the plasma are decoupled, the effect of the plasma on the flow is not included in this model. When a plasma is created in the supersonic region, the applied electrical energy can either dissociate the gas, or can be lost in gas heating. Gas expansion due to conversion and rising temperature can lead to an increase in the molar flow rate. In this paper, however, the conversion is limited to a few percent (see section ), so the effect of the conversion on the flow will be low.
When heat is added to supersonic flow, the trends of the different physical parameters are quite different with respect to subsonic flow. Contrary to subsonic flow, heat addition in supersonic flows will lead to a deceleration of the flow to lower Mach numbers.\textsuperscript{34} Such flow with heat addition is called Rayleigh-line flow\textsuperscript{34} and is described by a Rayleigh curve. The added heat will lead to both a temperature and pressure increase.\textsuperscript{34} This phenomenon is very unfavourable for MW plasma-based CO\textsubscript{2} conversion.\textsuperscript{6} The amount of heat can increase until a critical value for added heat is reached. At that point, the gas is decelerated to $M \approx 1$, after which the flow will be thermally choked,\textsuperscript{2,33,35,36} and a shock is generated. The critical heat ($Q_{cr}$) that can be added to a system, and still avoid thermal choking of the flow, can be estimated by the formula:

$$Q_{cr} = c_p T_0 \left[ \frac{(M^2 - 1)^2}{2(\gamma + 1)M^2[1 + (1/2)(\gamma - 1)M^2]} \right]$$ \hspace{1cm} (16)

with $c_p$ the specific heat capacity, and $T_0$ the inlet nozzle gas temperature. The critical heat can be augmented by an increase of the inlet nozzle temperature $T_0$ or by reagents dilution in noble gasses.\textsuperscript{36}

Eq. 16 is valid for constant area ducts. The deceleration of the flow, due to heat addition, can be countered by increasing the cross-sectional area of the discharge over the region in which the heat is added.\textsuperscript{36} This phenomenon is called 'nozzle profiling' and can double the critical heat with a sixfold increase of the cross-sectional area.\textsuperscript{36} However, since the 0D model does not take into account radial contraction of the plasma, the plasma length is shorter than it would be in a full 3D (or 2D cylindrically symmetric) calculation. Hence, the plasma length is only a few millimetres long (see section ). The formula of the constant area duct (eq. 16) can thus serve as a good estimate for our case, since a significant increase of the cross-sectional area over this distance is too complex and maybe impossible.

Figure 2 shows the critical heat as a function of Mach number. We can see that the critical heat rises with higher Mach numbers, until a maximum value of 0.1867 eV/molec. is reached at Mach $\infty$. 

Figure 2: Critical heat before thermal choking of the flow occurs, as a function of Mach number (full line). With the maximum critical heat at high Mach numbers (dashed line) and the critical heat and the deceleration heat for an example at Mach = 5 (dotted line).

The heat that is added to the system, by the plasma, is $Q = (1 - \eta) \times SEI$. This heat will increase the total temperature, while the total pressure is unaffected. The static pressure and temperature will increase (i.e. closer to the total values) due to the deceleration of the Mach number (see eq. 15). In this study, we use non-reactive flow results from COMSOL (i.e. without plasma) as input in a 0D plasma model. This means that the pressure and temperature remain fixed in the 0D model. Given that the total temperature (i.e. when the flow is at $M = 0$) remains at room temperature, we can assume that the reported energy efficiencies are maximum values of what can be achieved with this model, given that heat from the plasma would increase the total and static temperature and thus lower the energy.
efficiency.\textsuperscript{6} To make sure that after the plasma is applied, the static temperature and pressure conditions are still valid, we will assume that the heat from the plasma has decelerated a hypothetical initial flow with much higher Mach number to the one which we are using. The maximum deceleration heat for a certain Mach number can then be defined by:

\[ Q_{\text{dec}}(M) = Q_{\text{cr}}(M_\infty) - Q_{\text{cr}}(M) \quad (17) \]

where the flow decelerates from Mach $\infty$ to the Mach number from the flow results. For example, if flow conditions are used in which the Mach number reaches 5, then the maximum heat that can be added is the heat that slowed the flow down from Mach $\infty$ to Mach 5, i.e. \[ Q_{\text{dec}}(5) = Q_{\text{cr}}(M_\infty) - Q_{\text{cr}}(5) = 0.1867 - 0.1338 = 0.0529 \text{ eV/molec.}. \]

The maximum deceleration heat, and the critical heat are displayed in figure 2 for the example of Mach = 5. In this study, we make sure that the SEI is always chosen as not to violate the criterion of eq. 17. As mentioned above, the rising gas temperature due to the plasma can increase the molar flow rate. This effect is not taken into account in our flow model, because the plasma and flow model are decoupled. The magnitude of this effect is unclear and will depend on the specific energy input and the energy efficiency of the conversion process. We plan to study this effect in our future work, for which we will need to develop a fully coupled model.

Given that microwave CO\textsubscript{2} plasmas are characterized by their high thermodynamic non-equilibrium, the effect of the supersonic flow on the rotational and vibrational temperature needs to be discussed. In this study, the rotational degrees of freedom are assumed to be in equilibrium with translation, and will not be separately described. This assumption is valid for microwave CO\textsubscript{2} plasmas\textsuperscript{37} since the rotational-translational relaxation only slows down at high gas temperatures.\textsuperscript{38} We assume in this study that the vibrational temperature is also not affected by the supersonic expansion. Given that most of the energy for supersonic acceleration comes from translational energy, yielding a drop in gas temperature while the vibrational temperature remains constant, the non-equilibrium between these two is en-
hanced, leading to overpopulation of the vibrational levels with respect to the Boltzmann distribution. This assumption is also used in vibrational collision studies of hypersonic flows.

Results and Discussion

In section , we will illustrate the flow field results without plasma, i.e., for pure CO$_2$ at room temperature inlet conditions. In section and , we will describe the evolution of the plasma through the reactor, with focus on the CO$_2$ dissociation and recombination mechanisms, and the evolution of the vibrational distribution function. In sections , , and , we will discuss in more detail the effect of plasma position, flow conditions, and power, on the overall energy efficiency and CO$_2$ conversion. Finally, in section , we will study the maximum theoretical energy efficiency for different inlet and outlet pressures.

Flow Field Results without Plasma

The three parameters that define the geometry (see figure 1) are chosen to resemble the dimensions in which high energy efficiency is reported: $r_1 = 0.4$ cm, $r_2 = 2$ cm, and $z_1 = 10$ cm. The inlet nozzle is slightly larger than reported in. The flow results for an inlet pressure $p_{in} = 2$ bar and outlet pressure $p_{out} = 1$ bar are plotted in figure 3, illustrating the axial velocity profile, the Mach number, the static pressure and the static temperature. The results are only shown in the expansion region of the nozzle, where the supersonic acceleration affects these quantities. We discuss here one flow field case, for one geometry, inlet and outlet pressure, in detail, but additional flow results for different conditions and geometries (i.e. different values for $z_1$) can be found in the SI.

The flow field consists of two distinct regions (depicted in figure 3(a)). First, the flow accelerates due to the nozzle expansion (region I), from an axial velocity of 6 m/s before the nozzle to 415 m/s (Figure 3(a)). This corresponds to a Mach number of 1.9 (Figure
3(b)). The static pressure exhibits a drop from 2 bar to 0.3 bar (Figure 3(c)), while the static temperature drops from 300 K to 187 K (Figure 3(d)).

The supersonic region I is followed by a discontinuous deceleration to sonic conditions, called a shock wave. This is characterized by a decrease in Mach number, and an increase in pressure and temperature. At the inlet pressure of 2 bar, the flow shows a single shock with bifurcated ends.\textsuperscript{41,42} This shape is a result of boundary layer separation.\textsuperscript{41} When the flow accelerates to a lower Mach number, the shock wave could exhibit a more curved shape.\textsuperscript{41}

The shock wave separates the supersonic region from the mixing region (region II in figure 3(a)). In this region the pressure increases monotonically to the outlet pressure of 1 bar. The same trend is observed in the axial velocity, Mach number, and temperature, where a gradual return to sonic conditions takes place.

It can be seen in figure 3(a) that a part of the axial velocity (close to the walls) is negative. There is indeed a small portion of the flow that recirculates along the walls, after the shock wave. This effect can not be taken into account in a 0D model, but is of no importance, given that the ideal plasma location lies in the supersonic region, before the shockwave.

When the flow in the supersonic region accelerates to higher Mach numbers, a third region forms between the supersonic region and the mixing region, called the shock train. The shock train is characterized by a sequence of shocks separating subsonic from supersonic regions.\textsuperscript{41} After each shock, the flow accelerates again to supersonic velocities, after which it is decelerated by the following shock. The region is characterized by pressure and temperature oscillations. This can be seen in figure S1 of the SI (region III), for an inlet pressure of $p_{in} = 4$ bar and outlet pressure of $p_{out} = 1$ bar, in which the flow accelerates to Mach 2.5. We want to note that in this case, the calculated minimum temperature of 141K is far below the desublimation point of CO\textsubscript{2} at the corresponding pressure of 0.2 bar, which is about 180 K.\textsuperscript{43} In reality, cluster formation can occur in supersonic flow.\textsuperscript{44} When a plasma is applied, the temperature will most likely stay above this desublimation point, so including this phenomenon in our model is not relevant for this study.
Main CO$_2$ Dissociation and Recombination Mechanisms in the Plasma and Afterglow Region

The mechanisms will be studied by looking at the so-called reduced reaction rates of the different processes (i.e., $100 \times R/N [\%/s]$, with $R$ and $N$ the reaction rates and the total gas density, respectively). This approach is chosen to take into account the change of total density through the reactor. The results can hence be interpreted as the percentage of CO$_2$ that is converted or recombined through these processes, with $100 \%/s$ meaning that all CO$_2$ is converted in 1 second. Note that the values exceed far beyond $100 \%/s$, since the residence time is in the order of $\mu$s.

Figure 4 (top) shows the main dissociation and recombination mechanisms, when applying a SEI of 0.2 $eV/molec.$, in the supersonic flow region of a flow case with $p_{in} = 2$ bar and $p_{out} = 1$ bar, rendering $M \approx 1.9$. The pressure variation as a function of position is illustrated in figure 4 (bottom). The plasma covers a domain of 1 mm (see purple rectangle in Figure 4), which corresponds to a residence time of 2.7 $\mu$s. The three main CO$_2$ dissociation mechanisms are electron impact dissociation (X4, blue curve), dissociation of ground-state and
vibrationally excited CO$_2$ by collision with any molecule M (N1, red curve) and by reaction with an O radical (N2, yellow curve). The main recombination mechanism is recombination of CO with an O radical (N4, purple dotted curve).

At the start of the plasma, electron impact dissociation is the most prominent dissociation reaction. The reaction continues to be relevant in the entire plasma region, because of the abundance of free electrons, and drops to 0 at the end of the plasma. Vibrationally induced dissociation upon collision with any molecule (N1) becomes the most important dissociation mechanism at about 1/3 of the plasma length. The reason is that some time is required for the vibrational energy of CO$_2$ to climb the ladder up to the higher levels, from which dissociation can more easily take place. Given the high velocity, the gas travels some distance before this reaction becomes important. The same applies to dissociation by recombination with an O radical (N2), which even lags a little behind, since the O radicals first need to be produced by reaction (N1). At the same time, when the conversion rises in the plasma, recombination also becomes active, although the rate is much lower than for the dissociation reactions, given the low gas temperature.

As it takes some time for vibrationally induced dissociation to become a more active dissociation pathway, it is clear from these results that the short residence time (i.e. 2.7 $\mu$s) is also a limiting factor at this low SEI value. Indeed, after the high vibrational levels become more populated, the dissociation has little time to occur through this energetically favourable pathway. However, this could also be a result of working with a 0D model. In reality, radial contraction can increase the axial plasma length and thus the residence time, which would result in a greater importance of vibrationally induced dissociation, with respect to electron impact dissociation, in the plasma. At this stage, it is not possible to quantify this effect, but we plan to investigate this in the future, when developing a full 2D model. Furthermore, the residence time would also increase if the E/N (now set to 50 Td) or the ionization degree (now set to $10^{-6}$) were lower. While reducing the ionization degree will have a negative impact on the energy efficiency, a reduction of the E/N has a positive impact.$^{19}$ However,
values of 50 Td are characteristic for MW plasmas.\textsuperscript{3}

In the afterglow, reactions N1 and N2 remain active, but the latter becomes the most dominant dissociation reaction. Both reactions are, however, quenched when the pressure increases in the shockwave region (between the lines at 19.22 cm and 19.36 cm). The most important recombination reaction (N4) shows an opposite trend. The reduced rate of this reaction remains the same in the afterglow, compared to the end of the plasma, but exhibits a pronounced rise in the shockwave region. After the shockwave, this reaction becomes more important than the dissociation reactions, which will limit the overall CO\textsubscript{2} conversion and energy efficiency.

**Vibrational Distribution Function**

In order to better understand the results of the previous section, we take a closer look at the evolution of the vibrational distribution function (VDF); see figure 5, for the same conditions as in figure 4. The three upper panels show VDFs, calculated at different axial positions, as indicated by the corresponding numbers in the plot of the pressure in the lower panel. At the plasma onset, the VDF shows no significant overpopulation of the vibrational levels, and is close to a Boltzmann distribution (no. 1). The vibrational temperature at that point is 237 K, while the gas temperature is 198 K. Since the supersonic acceleration increases the non-equilibrium between the gas temperature and the vibrational temperature, the value of the latter is slightly higher.\textsuperscript{12} Very quickly, however, the vibrational levels get populated (no. 2-3), until the VDF reaches a stationary distribution (no. 4-7). This evolution explains the spatial delay in the rates of reactions N1 and N2, as displayed in figure 4. In the afterglow the VDF retains a high population of the higher vibrational levels (no. 8-10). However, in the shockwave, the pressure increases sharply from 305 mbar to about 1.15 bar over a distance of 1.4 mm, and the higher vibrational levels are depopulated (no. 11-14) due to VT relaxation and VV ladder downclimbing (see below). Right after the shockwave, the vibrational temperature is still high (1520 K). However, since the higher vibrational levels,
CO$_2$ + e$^-$ → CO + O + e$^-$ \hspace{1cm} (X4)
CO$_2$ + O → CO + O$_2$ \hspace{1cm} (N2)
CO$_2$ + M → CO + O + M \hspace{1cm} (N1)
CO + O + M → CO$_2$ + M \hspace{1cm} (N4)

Figure 4: Top: Evolution of the main CO$_2$ dissociation and recombination mechanisms in the plasma and afterglow for the following conditions: SEI = 0.2 eV/molec., $p_{in}$ = 2 bar, $p_{out}$ = 1 bar, and geometry dimensions: $r_1$ = 0.4 cm, $r_2$ = 2 cm, $z_1$ = 10 cm. Bottom: Absolute pressure as a function of axial position with the plasma indicated as a purple rectangle.

from which dissociation occurs, are depopulated by VT relaxation and VV downclimbing, there is no more CO$_2$ dissociation at that position.

To understand what happens with the vibrational energy, we take a look at the main vibrational reaction mechanisms, namely VV and VT relaxation.

Figure 6 shows the density averaged reaction rate for electron impact vibrational excitation (eV), VV relaxation (VV) and VT relaxation (VT), multiplied with the energy transfer of the different processes. For eV en VV (top panel), it can be interpreted as the energy
that is transported up minus the energy transported down the vibrational ladder per second. For VT relaxation (middle panel) it is the energy lost to heat per second. This approach is chosen to give more weight to reactions with higher energy gains or losses.

To realize efficient vibrationally induced dissociation, the higher vibrational levels must be very quickly populated. At the start of the plasma, electron impact vibrational excitation is the only process that transports energy up the vibrational ladder (see figure 6, top panel). This process continues to transport energy up the vibrational ladder in the rest of the plasma. In the afterglow, this process obviously does not occur anymore. Initially, VV relaxation transports energy from the higher vibrational levels to lower vibrational levels in a ladder downclimbing process (see figure 6, top panel). This can be explained since most of the net energy from electron impact vibrational excitation goes to the second and third levels, and is partially returned to the first level in a ladder downclimbing process. This happens until the lower levels are sufficiently populated, and a stationary VDF is reached. More information
about this can be found in the SI (Figures S2 and S3). In the second half of the plasma region, there is VV ladder climbing to the higher vibrational levels. This is continued in the afterglow, but the energy transported up the ladder gradually decreases, and reverses at some point (19.25 cm), so there is ladder downclimbing through the shockwave region.

The main vibrational energy loss, namely VT relaxation, rises in the plasma region (see figure 6, middle panel), due to the increasing vibrational overpopulation (cf. figure 5). In the afterglow, the VT energy loss slightly drops, but in the shockwave region, it rises again due to the rising pressure and temperature (see figure 3 above).

It is clear that the depopulation of the higher vibrational levels, as shown in figure 5, is the result of VV ladder downclimbing and increased VT relaxation.

**Effect of Plasma Position on the \( \text{CO}_2 \) Conversion and Energy Efficiency**

In the above results, the plasma was exactly located in the supersonic region. In this section, we will explore how changing the plasma position, by moving the position of the waveguide in the supersonic flow reactor, will affect the \( \text{CO}_2 \) conversion and corresponding energy efficiency. In figure 7 (top panel), we indicate different starting positions of the plasma region, keeping a fixed total SEI of 0.2 eV/molec. in a supersonic flow reactor with \( r_1 = 0.4 \) cm, \( r_2 = 2 \) cm, \( z_1 = 10 \) cm, at an inlet pressure of 2 bar and an outlet pressure of 1 bar (i.e., the same as in previous sections). In addition, the pressure evolution is shown. Note that the plasma lengths in the reactor are different, depending on the starting position, to keep the same SEI. While a larger reactor radius will result in a shorter axial plasma length, the plasma length seems more correlated with the pressure at which the plasma is ignited. Indeed, when the pressure is higher, the plasma length is shorter. This is a result of the higher power density applied to ignite a plasma with an ionization degree of \( 10^{-6} \). In reality, axial and radial contraction of the plasma is observed at higher pressures,\(^ {45}\) but so far this has not been studied in \( \text{CO}_2 \) microwave plasmas.
Figure 6: Evolution of electron impact vibrational excitation (eV, top panel), the VV relaxation (VV, top panel) and VT relaxation (VT, middle panel) through the plasma and afterglow, for the following conditions: SEI = 0.2 eV/molec., $p_{in} = 2$ bar, $p_{out} = 1$ bar, and geometry dimensions: $r_1 = 0.4$ cm, $r_2 = 2$ cm, $z_1 = 10$ cm. Bottom panel: Absolute pressure as a function of axial position with the plasma in purple rectangle.
Figure 7 (bottom panel) shows the energy efficiency (left axis) and CO$_2$ conversion (right axis) for the different plasma positions, displayed in the top panel. The most energetically favourable position is coloured in green in the top panel. The energy efficiency increases from 20.5 % to 26.5 % when moving deeper into the supersonic region. The conversion rises accordingly from 1.4 % to 1.8 %. Note that the calculated energy efficiency and conversion are proportional to each other, as the SEI is kept constant here (see eq. 10 above).

It can be seen that the most energetically favourable position (top panel) does not lie closest to the shockwave, where the pressure reaches its minimum. In fact, the energy efficiency is more than 1 % lower when the plasma lies directly in front of the shockwave. This is the result of the vibrational quenching effect due to the rising pressure in the shockwave (cf. figure 5 above), and the increasing importance of recombination, with respect to CO$_2$ dissociation (cf. figure 4 above). In contrast, when the plasma is generated somewhat before the shockwave, the dissociation reactions (N1, N2) continue to be important right after the plasma before the shockwave (see figure 4), and this has a beneficial effect on the overall conversion and energy efficiency.

Note that the results for energy efficiency and conversion were calculated in all cases with a fixed temperature profile, as obtained from the flow simulations (cf. figure 3). When the temperature would be calculated self-consistently, the energy efficiency and conversion, displayed in figure 7, would be somewhat lower.

**Effect of Flow Conditions on the CO$_2$ Conversion and Energy Efficiency**

With a fixed geometry, the main parameters that can be modified to change the flow field are the inlet and outlet pressure. Their effect on the flow field parameters can be seen in detail in the SI (Figures S5 and S6). Increasing the inlet pressure from 1 to 2 bar results in a lower temperature, a higher Mach number, and a lower minimum pressure. However, when the inlet pressure rises above 2 bar, the minimum pressure stays about the same, while the
temperature keeps decreasing and the Mach number keeps increasing.

Reducing the outlet pressure also yields a higher maximum velocity, a higher Mach number, a lower minimum temperature, and in addition, the minimum pressure drops, in contrast to a rise in inlet pressure where the drop in minimum pressure stops at inlet pressures above 2 bar. For energy-efficient CO\textsubscript{2} conversion, the outlet pressure is thus an ideal parameter to tune the flow field to reach optimum conditions. In this way, the negative effects of plasma heating due to the deceleration, namely an increase in temperature and pressure (see section ), can be countered. An increase in inlet pressure would not have the same desired effect, since the total pressure is increased, and a similar increase in added heat (and subsequent
decrease in Mach number) would result in a faster rise of the absolute pressure in the pressure drop (see equation 15). This means that the inlet pressure is not an ideal parameter to tune the flow in order to counter the effect of increasing pressure, and will hence not be described in this section. The maximum energy efficiencies that can be reached when changing this parameter will, however, be studied in more detail in section.

Here, we present the effect of the flow fields on the CO$_2$ conversion and energy efficiency, by varying the outlet pressure. Since a lower outlet pressure will increase the Mach number of the flow (see SI), and in order to stay consistent with the upper limit of the added heat (see eq. 17) we perform this study with a SEI of 0.15 eV/molec instead of 0.2 eV/molec.

Figure 8 shows the energy efficiency and conversion as a function of plasma position in the reactor, for three different outlet pressures (bottom panel). The pressure variation in these three cases is illustrated in the top panel. When the outlet pressure drops from 1 to 0.4 bar, the maximum energy efficiency increases from 20.46 % to 23.84 % (see bottom panel). When the outlet pressure is 1 bar, the minimum pressure is 307 mbar. The optimal plasma position for energy-efficient CO$_2$ conversion is then found between 19 cm (at a pressure of 365 mbar) and 19.08 cm (at a pressure of 342 mbar). When the outlet pressure is at 0.4 bar, the minimum pressure is 77 mbar. In this case, however, the highest energy efficiency is reached when the plasma is located between 19.8 cm (at a pressure of 180 mbar) and 19.95 cm (at a pressure of 158 mbar), hence much earlier than the shock wave position, compared to the case with outlet pressure of 1 bar. The reason is that the pressure for highest energy efficiency was found at pressures between 100 and 300 mbar. Closer to the shockwave, where the minimum pressure of 77 mbar is reached, the energy efficiency is only 14.8%.

**Effect of Power on the CO$_2$ Conversion and Energy Efficiency**

When a high amount of heat is applied on a supersonic region, the flow needs to accelerate to higher Mach numbers, to avoid thermal choking of the flow (see figure 2). For that reason, it is interesting to study the effect of power on the dissociation pathways and the
energy efficiency, since a lower amount of heat is then added to the flow, avoiding the initial acceleration to high Mach numbers. In this section, we will study these pathways for SEI of 0.05, 0.1, 0.15, and 0.2 eV/molec. We will not study the effect of higher SEI values, to avoid violating the maximum deceleration heat criterion (see eq. 17). The energy efficiency and CO$_2$ conversion as a function of plasma starting position for the above mentioned SEI values are included in the SI (Figure S4). They show the same trends as presented in section . The values for the maximum energy efficiency are 0.06 %, 9.4 %, 20.52, and % 26.5 %, respectively. The maximum energy efficiency thus increases much faster than the SEI (or
input power). It should be noted that at higher SEI, a higher amount of heat is added to the flow, in spite of the higher energy efficiency. Indeed, \( Q = (1 - \eta) \times SEI \) is 0.05, 0.0906 \( , 0.1192, \) and 0.1470 eV/molec., for the SEI values of 0.05, 0.1, 0.15, and 0.2 eV/molec., respectively. Note that if flow and plasma would be coupled together, this could have a negative impact on the VT-VV relaxation balance, which moves in favor of VT when the temperature increases, and this would decrease the relative contribution of N1 and N2 to the \( \text{CO}_2 \) dissociation, and hence lower the energy efficiency.

The plasma positions for highest energy efficiency for all 4 cases lie at the same position (see figure S4). The Mach number at that position is 1.83. However, higher SEI values give higher decelerations, since they add more heat (see above). According to eq. 17, the initial Mach numbers to end up with \( M = 1.83 \) are \( M = 3, M = 4.4, M = 6.1, \) and \( M = 12.8, \) respectively. A higher SEI thus requires a higher initial Mach number to counter the stronger deceleration.

The non-linear increase of the energy efficiency with increasing power (or SEI) is a result of the longer residence time. For SEI of 0.05, 0.1, 0.15, and 0.2 eV/molec., the residence time is 0.66 \( \mu \text{s}, 1.37 \mu \text{s}, 1.98 \mu \text{s}, \) and 2.7 \( \mu \text{s}, \) respectively. The residence time affects the relative contribution of the different dissociation processes, explained in more detail in section . These relative contributions are plotted in figure 9, for the four different SEI values. For SEI of 0.1, 0.15, and 0.2 eV/molec., the energetically efficient vibrationally induced dissociation processes (N1 and N2) contribute most to the overall dissociation. However, the relative contribution of N1 (with reaction enthalpy \( \Delta H = 5.5 \text{ eV} \)) is higher than the contribution of the most energetically favourable reaction N2 (with the lowest reaction enthalpy: \( \Delta H = 0.35 \text{ eV} \)). In an ideal case, these two reactions should have an equal relative contribution, so that the O atom created in N1 is used in N2.\(^{19} \) The contribution of N2 increases from 26 % at SEI = 0.1 eV/molec. to 35 % at SEI = 0.2 eV/molec., which explains the higher energy efficiency (see above).

When the SEI is 0.05 eV/molec., the residence time is so short that there is not enough
time for VV relaxation to populate the highest vibrational states. The dissociation is almost exclusively caused by electron impact dissociation, which is the least energy-efficient process (with Δ H = 7 eV), explaining the very low conversion and energy efficiency.

![Graph of CO₂ dissociation mechanisms](image)

**Figure 9**: Relative contribution of the main CO₂ dissociation mechanisms at different SEI for the following conditions: \( r_1 = 0.4 \text{ cm}, \ r_2 = 2 \text{ cm}, \ z_1 = 10 \text{ cm}, \ p_{in} = 2 \text{ bar}, \ p_{out} = 1 \text{ bar}. 

**Theoretical Maximum Energy Efficiency for Different Inlet and Outlet Pressures**

It is clear from section , that the two main limiting factors for high energy efficiency are the short residence time of the gas in the plasma region, and the maximum deceleration heat (see
In this section, we present the maximum calculated energy efficiency for supersonic conditions with different inlet and outlet pressures. Given that the temperature profile, used in this study, is without effect of plasma heating, and given that a higher temperature will negatively affect the energy efficiency of the system, the reported efficiencies should be considered as maximum values that are achieved with this model.

The maximum heat that can be added to a certain supersonic flow is according to the criterion, described in eq. 17. This criterion is checked when applying different SEI values in the pressure drop region. The results are only taken into account if the criterion is not violated at any of the plasma starting positions. In principle, the plasma could be applied before the pressure drop, in which the pressure drop serves as cooling for the afterglow, which has a beneficial effect on the energy efficiency. It is also important to note that the conditions used in this section represent the flow conditions, assuming that the deceleration due to the plasma has already taken place, and not the initial conditions before applying the plasma (in accordance with eq. 17). If these were initial conditions, the cases with a lower Mach flow number would have a lower allowed heat addition (see eq. 16).

Figure 10 shows the maximum energy efficiency as a function of inlet pressure, at an outlet pressure of 1 bar. The colors of the bars represent the maximum SEI that can be applied at any position in the pressure drop, without violating the above mentioned criterion of maximum deceleration heat. At lower inlet pressures, the acceleration of the flow is limited (see SI). This means that a higher SEI can be applied to the system (see eq. 17) to decelerate it from high initial Mach numbers. At higher inlet pressure, when the pressure difference between the inlet and the outlet increases, the acceleration of the flow becomes stronger, limiting the maximum SEI that can be applied to the flow. At an inlet pressure of 1.2 bar, the maximum energy efficiency is 27.4 %. As the inlet pressure increases, the maximum energy efficiency rises, until values of about 28 % are reached at inlet pressures of 1.7-2.4 bar. Note that this study is performed with stepwise increases of the SEI. Because higher energy efficiencies might exist at intermediate values of the SEI, errorbars have been added,
based upon the value of the energy efficiency obtained when the criterion of eq. 17 is first broken. When the inlet pressure is further increased to 3.1 bar, the maximum energy efficiency decreases to 27.3 %, as explained below.

The initial rise of the maximum energy efficiency, when increasing the inlet pressure, can be explained by the fact that the higher Mach number in the pressure drop results in intermediate pressures that are favourable for CO₂ dissociation in MW plasmas. The subsequent drop of the maximum energy efficiency upon further increasing the inlet pressure results from the limited SEI that can be applied in order to comply with the criterion of eq. 17, which reduces the residence time and decreases the contribution of the most energetically favourable dissociation reactions (see section and ).

Figure 11 shows the maximum energy efficiency at different outlet pressures, while keeping the inlet pressure at 2 bar. At lower outlet pressures, the supersonic acceleration increases. This limits the maximum SEI that can be applied to the system (see eq. 17), and subsequently shortens the residence time and the contribution of vibrationally induced dissociation (see section and ). The maximum energy efficiency also decreases with decreasing outlet pressure, since the pressure in the pressure drop region was already at optimal conditions for the case of 2 bar inlet pressure (see figure 10).

From figures 10 and 11, it is clear that the maximum energy efficiency does not increase above 30 %. However, as mentioned above, the initial Mach number should be very high in order to apply these types of SEI. In literature, energy efficiencies for MW plasmas at supersonic flow conditions have been reported, in excess of 90%. This is clearly much higher than predicted by our models. A number of reasons could explain this mismatch:

(i) The energy efficiency strongly depends on the CO₂ dissociation upon collision with an O atom. This was studied in previous work, done by our group, where it was shown that the energy efficiency depends on the activation energy of this reaction, which was significantly higher than the reaction enthalpy. However, there is a large uncertainty on the value of this activation energy. If this value would be lower, the calculated energy efficiency
Figure 10: Maximum energy efficiencies as a function of inlet pressure, at an outlet pressure of 1 bar. The color legend gives the maximum SEI that can be applied for each case, assuming a deceleration from high Mach number flows. Errorbars have been added to take into account the stepwise increase of the SEI, because higher energy efficiencies might exist at intermediate values of the SEI (see text).

Would significantly rise. In addition, part of the surplus vibrational energy of CO₂, that is used to overcome this energy barrier, might be transferred to the CO vibrational levels, and subsequently redistributed to the CO₂ molecules in VV relaxation. This process is not yet taken into account in our model, but we plan to investigate the effect of it on the energy efficiency in our future work.

(ii) As stated in section , nozzle profiling could increase the maximum critical heat that can be added to the system without thermal choking. When this effect is taken into account,
Figure 11: Maximum energy efficiency as a function of outlet pressure, at an inlet pressure of 2 bar. The color legend gives the maximum SEI that can be applied for each case, assuming a deceleration from high Mach number flows. Errorbars have been added to take into account the stepwise increase of the SEI, because higher energy efficiencies might exist at intermediate values of the SEI (see text).

it is possible to increase the amount of heat that can be added to the flow, and thus the SEI, probably resulting in a higher energy efficiency as well.

However, even when the energy efficiency would be underestimated in our model, the trends presented, and thus the message, will still be valid.
Conclusion

We developed a model, based on a combination of 2D fluid dynamics simulations of the gas flow and 0D chemical kinetics modelling of the plasma chemistry, to understand the performance of a supersonic flow microwave plasma reactor for CO$_2$ conversion.

Adding heat to a supersonic flow slows it down until it chokes. In this study, the plasma that was ignited meets a criterion of maximum deceleration heat, for which the supersonic flow could in theory slow down from high Mach numbers to the Mach number at which the plasma is applied. This criterion limits the SEI to values below 0.24 eV/molec.

We studied the evolution of the different reaction mechanisms through the plasma and afterglow. At the start of the plasma, electron impact vibrational excitation is the main dissociation mechanism. The model predicts that there is a spatial delay for vibrationally induced dissociation to start, due to the high velocity of the gas, combined with the time it takes for the higher vibrational levels to get sufficiently populated. Due to the limited SEI, the residence time of the gas inside the plasma region is short. As a consequence, the vibrationally induced dissociation pathway does not have enough time to operate, hence limiting the energy efficiency of the conversion process. Vibrational induced dissociation still occurs in the immediate afterglow region, due to the continued overpopulation of the higher vibrational levels, but the rate is much lower than in the plasma. The higher vibrational levels are subsequently quenched by the shockwave, which leads to a rise in pressure and temperature, after which recombination becomes more important than CO$_2$ dissociation.

We studied how the energy efficiency and CO$_2$ conversion change when moving the applied power profile (from the waveguide) through the supersonic reactor. The energy efficiency increases when the power profile moves into the pressure drop of the supersonic region. However, the most energy-efficient power position does not lie closest to the shockwave, given the continued effect of vibrationally induced dissociation in the early afterglow.

One of the main parameters to tune the energy efficiency is the outlet pressure. By changing the outlet pressure, the temperature and pressure in the supersonic region can be
modified. We illustrated that for an inlet pressure of 2 bar, the maximum energy efficiency and CO₂ conversion increase with decreasing outlet pressure. This can be explained by the more optimal pressure regime for efficient CO₂ dissociation,²,⁶,¹⁰ that was reached in the supersonic region at lower outlet pressures. However, the most favourable position moves further away from the position of minimum pressure.

The energy efficiency and CO₂ conversion increase upon higher input power. Indeed, the longer plasma residence time enhances the relative contribution from the most energetically favourable dissociation pathway (N1+N2), since the higher vibrational levels have more time to become populated.

Finally, we examined the maximum energy efficiency for different inlet and outlet pressures. For an outlet pressure of 1 bar, a sufficiently high inlet pressure should be applied to create favourable pressure conditions in the supersonic region. However, a too high inlet pressure will increase the Mach number, limiting the SEI that can be applied, when decelerating from high initial Mach numbers. A lower SEI results in a lower residence time, a shorter time for VV relaxation to take place, and hence a lower energy efficiency. This last phenomenon was also seen when reducing the outlet pressure, which increases the Mach number, allowing for a lower maximum SEI when coming from high initial Mach numbers, and hence a lower energy efficiency. The model predicts a maximum energy efficiency of 28.3% at an inlet pressure of 2.4 bar, an outlet pressure of 1 bar, and a SEI of 0.21 eV/molec.

In conclusion, the model provides insight into the underlying mechanisms, as well as the limitations for the energy efficiency of supersonic MW plasmas used for CO₂ conversion. These limitations include (i) the short residence time of the gas in the plasma region, limiting the time for sufficient population of the higher vibrational levels, which is important for energy-efficient CO₂ dissociation, (ii) the shockwave, resulting in a rise in pressure and temperature, which increases the rate of recombination and quenches the higher vibrational levels from which dissociation occurs, by a rise in VT relaxation and VV ladder downclimbing, and (iii) the maximum heat, and thus power or SEI, that can be added to the supersonic
flow by the plasma, to avoid thermal choking, which for CO₂ lies at 0.1867 eV/molec. In literature, much higher energy efficiencies, up to 90 %, were reported,⁹ which could not be reproduced by our model. This might be caused by some inherent limitations of the 0D model, i.e. no radial contraction, or by the uncertainty on the activation energy of the most energetically efficient dissociation reaction (N₂). However, even with an underestimation of the energy efficiency, the trends presented in this work, and thus the message, will still be valid.
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1 List of Chemical Reactions Included in the Model

Table S1: Electron impact reactions calculated with cross sections data, using the calculated EEDF, as explained in section 2.3 of the main paper, as well as the references where the data are adopted from.

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Ref</th>
<th>Note*</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X1)a</td>
<td>$e^- + CO_2 \rightarrow 2e^- + CO_2^-$</td>
<td>S1</td>
<td></td>
</tr>
<tr>
<td>(X2)b</td>
<td>$e^- + CO_2 \rightarrow 2e^- + O + CO^+$</td>
<td>S1</td>
<td></td>
</tr>
<tr>
<td>(X3)b</td>
<td>$e^- + CO_2 \rightarrow O^- + CO$</td>
<td>S1</td>
<td></td>
</tr>
<tr>
<td>(X4)b</td>
<td>$e^- + CO_2 \rightarrow e^- + O + CO$</td>
<td>S1</td>
<td></td>
</tr>
<tr>
<td>(X5)a</td>
<td>$e^- + CO_2 \rightarrow e^- + CO_2[v_i]$</td>
<td>S1</td>
<td></td>
</tr>
<tr>
<td>(X6)c</td>
<td>$e^- + CO_2 \leftrightarrow e^- + CO[v_j]$</td>
<td>S1</td>
<td>i=a,b,c,d</td>
</tr>
<tr>
<td>(X7)c</td>
<td>$e^- + CO_2[v_i] \leftrightarrow e^- + CO_2[v_j]$</td>
<td>S1</td>
<td>i=0-5</td>
</tr>
<tr>
<td>(X8)b</td>
<td>$e^- + CO \rightarrow 2e^- + CO^+$</td>
<td>S2</td>
<td></td>
</tr>
<tr>
<td>(X9)b</td>
<td>$e^- + CO \rightarrow C + O^-$</td>
<td>S3</td>
<td></td>
</tr>
<tr>
<td>(X9bis)b</td>
<td>$e^- + CO \rightarrow e^- + C + O$</td>
<td>S4</td>
<td></td>
</tr>
<tr>
<td>(X10)a</td>
<td>$e^- + CO \rightarrow e^- + CO[e_x]$</td>
<td>S4</td>
<td>x=1-4</td>
</tr>
<tr>
<td>(X11)c</td>
<td>$e^- + CO \rightarrow e^- + CO[v_i]$</td>
<td>S4</td>
<td>i=1-10</td>
</tr>
<tr>
<td>(X12)b</td>
<td>$e^- + O_2 \rightarrow e^- + O + O$</td>
<td>S5</td>
<td></td>
</tr>
<tr>
<td>(X12M)a</td>
<td>$e^- + O_2 + M \rightarrow e^- + O_2^- + M$</td>
<td>S5</td>
<td></td>
</tr>
<tr>
<td>(X13)b</td>
<td>$e^- + O_2 \rightarrow O + O^-$</td>
<td>S5</td>
<td></td>
</tr>
<tr>
<td>(X14)c</td>
<td>$e^- + O_2 \leftrightarrow e^- + O_2[v_i]$</td>
<td>S5</td>
<td>i=1,2,3</td>
</tr>
<tr>
<td>(X15)a</td>
<td>$e^- + O_2 \leftrightarrow e^- + O_2[e_x]$</td>
<td>S5</td>
<td>x=1,2</td>
</tr>
</tbody>
</table>

a) Same cross section also used for CO$_2$v$_i$ (i = the various vibrationally excited levels)
b) Cross section also used for CO$_2$v$_i$, modified by lowering the energy threshold by the energy of the excited state of CO$_2$v$_i$
c) Cross section for the various levels (i,j) scaled and shifted using Fridman’s approximation from the (0 $\rightarrow$ 1) cross-section

* v$_0$ is ground state
Table S2: Electron impact reactions using analytical expressions for the rate coefficients, given in m$^3$/s and m$^6$/s, for two-body and three-body reactions, respectively, as well as the references where the data are adopted from. $T_g$ and $T_e$ are given in K and eV, respectively.

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E1a)</td>
<td>$e^- + CO_2^+ \rightarrow CO(v_1) + O$</td>
<td>$1 \times 10^{-11}T_e^{-0.5}T_g^{-1}$</td>
<td>S6,S7</td>
</tr>
<tr>
<td>(E1b)</td>
<td>$e^- + CO_2^+ \rightarrow C + O_2$</td>
<td>$1 \times 10^{-11}T_e^{-0.5}T_g^{-1}$</td>
<td>S8</td>
</tr>
<tr>
<td>(E2)$^a$</td>
<td>$e^- + CO_4^+ \rightarrow CO_2 + O_2$</td>
<td>$1.61 \times 10^{-13}T_e^{-0.5}$</td>
<td>S8</td>
</tr>
<tr>
<td>(E3)</td>
<td>$e^- + CO^+ \rightarrow C + O$</td>
<td>$3.46 \times 10^{-14}T_e^{-0.48}$</td>
<td>S9,S10</td>
</tr>
<tr>
<td>(E4)$^a$</td>
<td>$e^- + O + M \rightarrow O^- + M$</td>
<td>$1 \times 10^{-43}$</td>
<td>S7</td>
</tr>
</tbody>
</table>

$^a$ The primary source was not accessible

Table S3: Ion-ion and ion-neutral reactions, as well as the references where the data are adopted from. The rate coefficients are given in m$^3$/s and m$^6$/s, for two-body and three-body reactions, respectively. $T_g$ is given in K.

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I1)</td>
<td>$CO_2 + CO^+ \rightarrow CO_2^+ + CO$</td>
<td>$1.0 \times 10^{-15}$</td>
<td>S11,S12</td>
</tr>
<tr>
<td>(I2a)$^b$</td>
<td>$CO_2 + O^- + CO_2 \rightarrow CO_3^- + CO_2$</td>
<td>$1.5 \times 10^{-40}$</td>
<td>S11,S13</td>
</tr>
<tr>
<td>(I2b)$^b$</td>
<td>$CO_2 + O^- + CO \rightarrow CO_3^- + CO$</td>
<td>$1.5 \times 10^{-40}$</td>
<td>S11,S13</td>
</tr>
<tr>
<td>(I2c)</td>
<td>$CO_2 + O^- + O_2 \rightarrow CO_3^- + O_2$</td>
<td>$3.1 \times 10^{-40}$</td>
<td>S11,S13</td>
</tr>
<tr>
<td>(I3)</td>
<td>$CO_2 + O_2^- + M \rightarrow CO_4^- + M$</td>
<td>$4.7 \times 10^{-41}$</td>
<td>S11,S13</td>
</tr>
<tr>
<td>(I4)</td>
<td>$CO + O^- \rightarrow CO_2 + e$</td>
<td>$5.5 \times 10^{-16}$</td>
<td>S11,S14</td>
</tr>
<tr>
<td>(I5)</td>
<td>$CO + CO_3^- \rightarrow 2CO_2 + e$</td>
<td>$5 \times 10^{-19}$</td>
<td>S15</td>
</tr>
<tr>
<td>(I6)$^a$</td>
<td>$CO_3^- + CO_2^+ \rightarrow 2CO_2v_b + O$</td>
<td>$5 \times 10^{-13}$</td>
<td>S7</td>
</tr>
<tr>
<td>(I7)$^a$</td>
<td>$CO_3^- + CO_2^+ \rightarrow 2CO_2v_b + O_2$</td>
<td>$5 \times 10^{-13}$</td>
<td>S7</td>
</tr>
<tr>
<td>(I8)$^a$</td>
<td>$O_2^- + CO_2^+ \rightarrow CO_2v_1 + O_2 + O$</td>
<td>$6 \times 10^{-13}$</td>
<td>S7</td>
</tr>
<tr>
<td>(I9)</td>
<td>$CO_3^- + O \rightarrow CO_2 + O_2^-$</td>
<td>$8 \times 10^{-17}$</td>
<td>S16</td>
</tr>
<tr>
<td>(I10a)$^a$</td>
<td>$CO_4^+ + O \rightarrow CO_3^+ + O_2$</td>
<td>$1.12 \times 10^{-16}$</td>
<td>S11</td>
</tr>
<tr>
<td>(I10b)$^a$</td>
<td>$CO_4^+ + O \rightarrow CO_2 + O_2 + O^-$</td>
<td>$1.4 \times 10^{-17}$</td>
<td>S11</td>
</tr>
<tr>
<td>(I11)</td>
<td>$O + O^- \rightarrow O_2 + e$</td>
<td>$2.3 \times 10^{-16}$</td>
<td>S17</td>
</tr>
<tr>
<td>(I12)$^a$</td>
<td>$O + O_2^- \rightarrow O_2 + O^-$</td>
<td>$1.5 \times 10^{-16}$</td>
<td>S11</td>
</tr>
<tr>
<td>(I13)</td>
<td>$O_2^- + M \rightarrow O_2 + M + e$</td>
<td>$2.7 \times 10^{-16} \left(\frac{T_g}{300}\right)^{0.5} \exp(-5590/T_g)$</td>
<td>S18,S19</td>
</tr>
<tr>
<td>(I14)$^c$</td>
<td>$O^- + M \rightarrow O + M + e$</td>
<td>$2.3 \times 10^{-16} \exp(-26000/T_g)$</td>
<td>S19–S21</td>
</tr>
</tbody>
</table>

$^a$ The primary source was not accessible
$^b$ The rate coefficient of $CO_2 + O^- + He \rightarrow CO_3^- + He$ was used, due to the lack of further information.
$^c$ For usual values of gas temperature, i.e. $T_g < 26000$ K, the rate coefficient is very low, as pointed out by Gudmundsson. S22
vibrationally excited levels of the molecules (see details in S23,S24).

The rate coefficients are given in m³/s and m⁶/s, for two-body and three-body reactions, respectively. $T_g$ is given in K. The $\alpha$ parameter determines the effectiveness of lowering the activation energy for reactions involving vibrationally excited levels of the molecules (see details in S23,S24).

### Table S4: Neutral-neutral reactions

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient</th>
<th>$\alpha$</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N1)</td>
<td>$\text{CO}_2 + M \rightarrow \text{CO} + \text{O} + M$</td>
<td>$6.06 \times 10^{-16}\exp(-52525/T_g)$</td>
<td>0.82</td>
<td>S25</td>
</tr>
<tr>
<td>(N2)</td>
<td>$\text{CO}_2 + \text{O} \rightarrow \text{CO} + \text{O}_2$</td>
<td>$2.8 \times 10^{-17}\exp(-16400/T_g)$</td>
<td>0.57</td>
<td>S26</td>
</tr>
<tr>
<td>(N3)</td>
<td>$\text{CO}_2 + \text{C} \rightarrow 2\text{CO}$</td>
<td>$&lt; 10^{-21}$</td>
<td>n.a.</td>
<td>S27</td>
</tr>
<tr>
<td>(N4)</td>
<td>$\text{CO} + \text{O} + \text{M} \rightarrow \text{CO}_2 + \text{M}$</td>
<td>$8.3 \times 10^{-46}\exp(-1510/T_g)$</td>
<td>0.0</td>
<td>S28,S29</td>
</tr>
<tr>
<td>(N5)</td>
<td>$\text{O}_2 + \text{CO} \rightarrow \text{CO}_2 + \text{O}$</td>
<td>$4.2 \times 10^{-18}\exp(-24000/T_g)$</td>
<td>0.5</td>
<td>S29</td>
</tr>
<tr>
<td>(N6)</td>
<td>$\text{O}_2 + \text{C} \rightarrow \text{CO} + \text{O}$</td>
<td>$1.99 \times 10^{-16}\exp(-2010/T_g)$</td>
<td>0.0</td>
<td>S30</td>
</tr>
<tr>
<td>(N7)</td>
<td>$\text{O} + \text{C} + \text{M} \rightarrow \text{CO} + \text{M}$</td>
<td>$2.14 \times 10^{-41}(\frac{T_g}{300})^{-3.08}\exp(-2144/T_g)$</td>
<td>n.a.</td>
<td>S31,S32</td>
</tr>
<tr>
<td>(N8)</td>
<td>$\text{O} + \text{O} + \text{M} \rightarrow \text{O}_2 + \text{M}$</td>
<td>$5.2 \times 10^{-47}\exp(900/T_g)$</td>
<td>n.a.</td>
<td>S29,S31</td>
</tr>
<tr>
<td>(N9)</td>
<td>$\text{O}_2 + \text{M} \rightarrow \text{O} + \text{O} + \text{M}$</td>
<td>$3.0 \times 10^{-12}\frac{T_g}{T_g}\exp(-59380/T_g)$</td>
<td>0.0</td>
<td>S29,S31</td>
</tr>
</tbody>
</table>

* Multiply by 7, 3 or 12 for M= CO₂, CO or O₂ respectively.

### Table S5: Neutral reactions between vibrationally excited molecules

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate coefficient</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V1)</td>
<td>$\text{CO}_2v_a + \text{M} \rightarrow \text{CO}_2 + \text{M}$</td>
<td>$7.14 \times 10^{-15}\exp(-177 T_g^{-1/3} + 451 T_g^{-2/3})$</td>
<td>S32–S34</td>
</tr>
<tr>
<td>(V2a)</td>
<td>$\text{CO}_2v_1 + \text{M} \rightarrow \text{CO}_2v_a + \text{M}$</td>
<td>$4.25 \times 10^{-7}\exp(-407 T_g^{-1/3} + 824 T_g^{-2/3})$</td>
<td>S34–S36</td>
</tr>
<tr>
<td>(V2b)</td>
<td>$\text{CO}_2v_1 + \text{M} \rightarrow \text{CO}_2v_b + \text{M}$</td>
<td>$8.57 \times 10^{-7}\exp(-404 T_g^{-1/3} + 1096 T_g^{-2/3})$</td>
<td>S34–S36</td>
</tr>
<tr>
<td>(V2c)</td>
<td>$\text{CO}_2v_1 + \text{M} \rightarrow \text{CO}_2v_c + \text{M}$</td>
<td>$1.43 \times 10^{-7}\exp(-252 T_g^{-1/3} + 685 T_g^{-2/3})$</td>
<td>S34–S36</td>
</tr>
<tr>
<td>(V3)</td>
<td>$\text{CO}_v_1 + \text{M} \rightarrow \text{CO} + \text{M}$</td>
<td>$1.0 \times 10^{-18} T_g\exp(-150.7 T_g^{-1/3})$</td>
<td>S37</td>
</tr>
<tr>
<td>(V4)</td>
<td>$\text{O}_2v_1 + \text{M} \rightarrow \text{O}_2 + \text{M}$</td>
<td>$1.3 \times 10^{-14}\exp(-158.7 T_g^{-1/3})$</td>
<td>S33,S34</td>
</tr>
<tr>
<td>(V5)</td>
<td>$\text{CO}_2v_1 + \text{CO} \rightarrow \text{CO}_2v_a + \text{CO}_2v_b$</td>
<td>$1.06 \times 10^{-11}\exp(-242 T_g^{-1/3} + 633 T_g^{-2/3})$</td>
<td>S34–S36</td>
</tr>
<tr>
<td>(V6)</td>
<td>$\text{CO}_2v_1 + \text{CO} \rightarrow \text{CO} + \text{CO}_2v_1$</td>
<td>$1.32 \times 10^{-18}(\frac{T_g}{300})^{0.5}\exp(\frac{1.20 T_g}{T_g})$</td>
<td>S38,S39</td>
</tr>
<tr>
<td>(V7)</td>
<td>$\text{CO}_v_1 + \text{CO} \rightarrow \text{CO} + \text{CO}_v_1$</td>
<td>$3.4 \times 10^{-16}(\frac{T_g}{300})^{0.5}(1.64 \times 10^{-6} T_g + 1.61 T_g)$</td>
<td>S40,S41</td>
</tr>
<tr>
<td>(V8)</td>
<td>$\text{CO}_2v_1 + \text{CO} \rightarrow \text{CO}_2 + \text{CO}_v_1$</td>
<td>$4.8 \times 10^{-12}\exp(-153 T_g^{-1/3})$</td>
<td>S34,S35</td>
</tr>
</tbody>
</table>
2 Flow Results for an Inlet Pressure of 4 bar

Figure S1 shows the flow results at a higher inlet pressure than presented in the main paper, namely 4 bar, and an outlet pressure of 1 bar. The results show the formation of a third distinct region (III), called the shock train, that forms between the supersonic and the mixing region. The shock train is characterized by a sequence of shocks separating subsonic from supersonic regions. After each shock, the flow accelerates again to supersonic velocities, after which it is decelerated by the following shock. The region is characterized by pressure and temperature oscillations.

![Figure S1: (a) Axial velocity magnitude, (b) Mach number, (c) static pressure and (d) static temperature in the case of $r_1 = 0.4 \text{ cm}$, $r_2 = 2 \text{ cm}$, $z_1 = 10 \text{ cm}$, $p_{in} = 4 \text{ bar}$, $p_{out} = 1 \text{ bar}$.](image)

3 Vibrational Energy Transfer

In figure 6 of the main paper, it was shown that in the beginning of the plasma, VV relaxation transports energy from the higher vibrational levels to lower vibrational levels in a ladder downclimbing process. The explanation for this lies in the fact that $\text{CO}_2(\text{V2})$ receives more energy from the electrons than $\text{CO}_2(\text{V1})$. This can be seen in figure S2, where the rate of
electron energy loss to the lowest vibrational levels upon excitation from ground state CO₂ is shown. Next to the fact that more electron energy goes to the second level of the asymmetric vibrational mode instead of the first level, the density of the latter can be further depleted by electron impact vibrational excitation from that level to the higher vibrational levels.

The VV energy transfer reacts to this non-equilibrium between the first and the second vibrational level. In figure S3, it can be seen that the first vibrational level is strongly populated by VV relaxation.

Figure S2: Electron energy loss to the different vibrational levels from ground state CO₂ inside the plasma, which ranges from z=19 to z=19.1 cm (cf. Figure 6 of the main paper), with SEI = 0.2 eV/molec. The other conditions are: $r_1 = 0.4$ cm, $r_2 = 2$ cm, $z_1 = 10$ cm, $p_{in} = 2$ bar, $p_{out} = 1$ bar
Figure S3: Energy transfer to the different levels in VV relaxation from the other levels, inside the plasma, ranging from z=19 to z=19.1 cm, with SEI = 0.2 eV/molec. The other conditions are: \( r_1 = 0.4 \text{ cm}, r_2 = 2 \text{ cm}, z_1 = 10 \text{ cm}, p_{in} = 2 \text{ bar}, p_{out} = 1 \text{ bar} \).

4 Effect of the Power on the Energy Efficiency

In figure S4 we show the energy efficiency and conversion as a function of the plasma position in the reactor, at three different SEI values, namely 0.05, 0.1, 0.15, and 0.2 eV/molec. The energy efficiency shows the same trend in the four different cases.
Figure S4: Conversion and energy efficiency (bottom panel) as a function of plasma position in the reactor, for four different SEI values. The other conditions are: $r_1 = 0.4$ cm, $r_2 = 2$ cm, $z_1 = 10$ cm, $p_{in} = 4$ bar, $p_{out} = 1$ bar. The radius of the reactor (dashed line) and pressure (full line) are plotted in the top panel.
5 Flow results for different inlet pressure

Figure S5 shows the evolution of the Mach number (top panel), pressure (middle panel) and temperature (bottom panel) for different inlet pressures, and an outlet pressure of 1 bar. With increasing inlet pressure, the maximum Mach number increases, and the minimum temperature decreases. In addition, the pressure minimum in the supersonic region decreases when the inlet pressure rises from 1.2 bar to 2 bar. A further increase of the inlet pressure does not change the minimum pressure, since the total pressure increases as well, requiring a higher Mach number to reach the same pressure in the supersonic region. The position of the pressure minimum, however, shifts a bit to later in the supersonic reactor.
Figure S5: Mach number (top panel), pressure (middle panel) and temperature (bottom panel) as a function of position for different inlet pressures. The radius of the geometry is given in dashed lines.
6 Flow Results for Different Outlet Pressure

Figure S6 shows the evolution of the Mach number (top panel), pressure (middle panel) and temperature (bottom panel) for different outlet pressures, at an inlet pressure of 2 bar. A lower outlet pressure increases the Mach number, decreases the pressure, and decreases the temperature in the supersonic region. This makes the outlet pressure one of the main parameters to compensate for the decrease in Mach number, increase in temperature, and increase in pressure upon heat addition of the plasma.
Figure S6: Mach number (top panel), pressure (middle panel) and temperature (bottom panel) as a function of position for different outlet pressures. The radius of the geometry is given in dashed lines.
7 Flow Results for Different Geometries

Figure S7 shows the evolution of the Mach number (top panel), pressure (middle panel) and temperature (bottom panel) for different values of $z_1$, at an inlet pressure of 2 bar and an outlet pressure of 1 bar. The supersonic region is elongated when the $z_1$ parameter is increased. The values of the parameters increase or decrease to the same local minima or maxima.
Figure S7: Mach number (top panel), pressure (middle panel) and temperature (bottom panel) as a function of position for different $z_1$. The radius of the geometries is given in dashed lines.
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