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Abstract 

PFAS sensing: Concept design of electrochemical and optical,bio- and biomimetic strategies 

PFASensing focuses on the concept design of electrochemical and optical, bio- and 

biomimetic strategies for the quantitative or semi-quantitative determination of per- and 

polyfluorinated alkyl substances (PFAS). PFAS are a class of more than 3000 manmade 

chemicals, which represent a global issue due to their bioaccumulation and toxic behavior. 

Therefore, they are subjected to strict regulatory plans and numerous sensing platforms 

have been reported for the rapid quantification or qualitative screening of these pollutants. 

The applicability of the existing analytical tools is limited by the challenges of the 

technological transfer processes and the never-ending evolution of PFAS molecules. Aiming 

to transpose toxicological studies in PFAS biosensing design, we follow the changes in the 

electrochemical behaviour of globins upon PFAS exposure supporting our data 

interpretation with native mass spectrometry. Also delipidated human serum albumin was 

considered for application in PFAS sensing. We designed a multi-analytical approach to 

assess the binding kinetics, stoichiometry and stability of albumin-perfluorooctanoic acid 

(PFOA) complex, here PFOA was selected as representative of PFAS class. Then, albumin was 

applied as bioreceptor in an impedimetric label-free biosensor for determining PFOA. The 

protein bioreceptor was immobilized at screen-printed electrodes previously modified via 

electropolymerisation developing a method compatible with EDC/NHS chemistry. The 

possibility to further combine albumin bioreceptor within a voltammetric sensing strategy 

was investigated using a natural redox probe, the haem group. Heam interaction with 

albumin depends on the protein conformation and this latter can be indirectly related to the 

presence/absence of PFOA. Albumin was immobilized even at D-shaped optical fibers 

developing a Lossy-Mode Resonance-based label-free platform. This proof-of-concept study 

is one of the first examples in which this kind of optical sensors is used for the determination 

of small molecules, such as PFOA. Apart from testing new strategies, PFASensing redesigned 

existing PFAS sensors, in particular a molecularly imprinted polymer (MIP)-based 

voltammetric sensors for perfluorosulfonic acid (PFOS) aiming to advance in the 

technological transfer process. This MIP single-substance platform was further compared 

with a screening strategy based on fluorinated self-assembled monolayers (SAM). The 

electrochemical study of the changes in different fluorinated SAM upon exposure to long-

chain and short-chain PFAS was supported by molecular dynamic simulations. PFASensing 

started answering the need of investigating new bio- and biomimetic sensing strategies by 

applying structural biology analysis in bioreceptor design, combing and comparing different 

sensing platforms, redesigning existing sensors and testing possible screening method. 

Overall, this study offers useful guidelines for the development of new sensing strategies for 

PFAS monitoring in different environmental matrices.   



Detectie van PFAS: ontwerp van elektrochemische, optische en bio(mimetische) strategieën 

PFASensing richt zich op het conceptontwerp van elektrochemische en optische, bio- en 

biomimetische strategieën voor de kwantitatieve of semi-kwantitatieve bepaling van per- 

en polyfluorhoudende alkylstoffen (PFAS). PFAS zijn een klasse van meer dan 3000 door de 

mens gemaakte chemicaliën, die een wereldwijd probleem vormen vanwege hun 

bioaccumulatie en toxisch gedrag. Daarom zijn ze onderworpen aan strikte 

regelgevingsplannen en zijn er talrijke waarnemingsplatforms gemeld voor de snelle 

kwantificering of kwalitatieve screening van deze verontreinigende stoffen. De 

toepasbaarheid van de bestaande analytische instrumenten wordt beperkt door de 

uitdagingen van de technologische overdrachtsprocessen en de nooit eindigende evolutie 

van PFAS-moleculen. Met het doel toxicologische studies in PFAS-biosensing-ontwerp om 

te zetten, volgen we de veranderingen in het elektrochemische gedrag van globines bij 

blootstelling aan PFAS en ondersteunen we onze gegevensinterpretatie met native 

massaspectrometrie. Ook gedelipideerd humaan serumalbumine werd overwogen voor 

toepassing bij PFAS-detectie. We hebben een multi-analytische benadering ontworpen om 

de bindingskinetiek, stoichiometrie en stabiliteit van albumine-perfluoroctaanzuur (PFOA) 

-complex te beoordelen, hier werd PFOA geselecteerd als representatief voor de PFAS-

klasse. Vervolgens werd albumine toegepast als bioreceptor in een impedimetrische 

labelvrije biosensor voor het bepalen van PFOA. De eiwitbioreceptor werd 

geïmmobiliseerd op gezeefdrukte elektroden die eerder waren gemodificeerd via 

elektropolymerisatie, waardoor een methode werd ontwikkeld die compatibel is met 

EDC/NHS-chemie. De mogelijkheid om albumine-bioreceptor verder te combineren binnen 

een voltammetrische detectiestrategie werd onderzocht met behulp van een natuurlijke 

redox-sonde, de haem-groep. Heam-interactie met albumine hangt af van de 

eiwitconformatie en deze laatste kan indirect verband houden met de aan-/afwezigheid 

van PFOA. Albumine werd zelfs bij optische vezels geïmmobiliseerd en ontwikkelde een op 

Lossy-Mode Resonance gebaseerd labelvrij platform. Dit proof-of-concept onderzoek is 

een van de eerste voorbeelden waarin dit soort optische sensoren wordt gebruikt voor de 

bepaling van kleine moleculen, zoals PFOA. Naast het testen van nieuwe strategieën, heeft 

PFASensing bestaande PFAS-sensoren opnieuw ontworpen, met name een op moleculair 

geprint polymeer (MIP) gebaseerde voltammetrische sensoren voor perfluorsulfonzuur 

(PFOS), met als doel vooruitgang te boeken in het technologische overdrachtsproces. Dit 

MIP single-substance platform werd verder vergeleken met een screeningstrategie op basis 

van gefluoreerde zelf-geassembleerde monolagen (SAM). De elektrochemische studie van 

de veranderingen in verschillende gefluoreerde SAM bij blootstelling aan PFAS met lange 

en korte keten werd ondersteund door moleculaire dynamische simulaties. Over het 

algemeen biedt deze studie nuttige richtlijnen voor de ontwikkeling van nieuwe 

detectiestrategieën voor PFAS-monitoring in verschillende milieumatrices. 
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“Mais alors, que dois-je devenir ?”  
“Un Curieux.” 
“Ce n’est pas un métier.”  
“Ce n’est pas encore un métier. Voyagez, écrivez, traduisez, apprenez à vivre partout. Commencez 
tout de suite. L’avenir est aux curieux de profession.” 
  
Jules et Jim, François Truffaut,1962 
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PFASensing 

Concept Design of Electrochemical and Optical,  

Bio- and Biomimetic Strategies 

 
PFASensing focuses on the concept design of electrochemical and optical, bio- and 

biomimetic strategies for the quantitative or semi-quantitative determination of 

ubiquitous environmental contaminants, namely per- and polyfluorinated alkyl 

substances (PFAS). PFAS are a class of more than 3000 manmade chemicals, that 

constitute a global issue due to their bioaccumulation and toxic behaviour. In the last two 

decades, improved regulatory plans and phase-out initiatives supported by in-depth 

environmental and toxicological studies limited the usage of PFAS. However, as Barceló 

and Ruan pointed out “this is not the end of the story” since novel fluorinated compounds 

continue to enter the market to replace the old ones and answer our industrial needs.  
 

These forever chemicals are well-known in Europe, particularly in the regions of two 

of the partner institutions of this Joint PhD project (Ca’ Foscari University of Venice in 

Veneto region and the University of Antwerp in the Flanders region of Belgium). In the 

Veneto region, PFAS groundwater contamination started early 2000s in the area of 

Trissino (Veneto) due to the discharges of the local industries, especially Miteni S.p.a. 

Since 2013, the media, national and local associations involved (i.e., Legambiente, 

Greenpeace) are promoting sensibilisation campaigns rising the awareness of the citizens 

and institutions around this issue. In Flanders region, especially in Antwerp, 

the media hurricane started last summer (2021) when the PFAS levels of tap water were 

declared to be higher than in the rest of Belgium (>30 ng/L). The data reported by local 

newspapers dated from 2018 to 2021. These two examples underline the urgency of 

facing PFAS water contamination and develop new analytical tools.  
 

In this frame, the design of portable and cost-affordable sensing platform which can 

be applied in large-scale, highly frequent monitoring plans is crucial. So far, numerous 

colorimetric and electrochemical sensors have been reported for the rapid quantification 

or qualitative screening of PFAS. However, most of these sensing platforms did not reach 

the market, yet. Apart from facing the challenges linked to the technological transfer 

steps, we believe in the need of identifying new sensing strategies by changing the criteria 

used in the design of these devices.  

 



We need to develop tuneable platforms able to follow the fast and “never-ending 

evolution” of these fluorinated pollutants. We improved the scientific research creating a 

well-structured network in which the findings of toxicological studies can be further 

applied in the design of sensing strategies or even bioremediation tools.  

Figure 1. Flow chart of PFASensing project describing the articulation of our study from 2018 to 2021. From 

the development of biosensing optical and electrochemical platforms using serum protein as biorecognition 

layers to the redesign of molecularly imprinted polymer-based voltammetric sensors and the investigation of 

fluorinated self-assembled monolayers applicability in PFAS screening.   

PFASensing started answering these needs by investigating new biosensing strategies, 

applying structural biology in bioreceptor design, combining and comparing different 

sensing platforms, redesigning existing PFAS sensors and testing possible screening 

method. The different proof-of-concept studies developed within the frame of 

PFASensing and summarised in Figure 1 are described in the following chapters:  

Chapter 1 - The Never-ending Story of PFAS: the State of Art 

A brief introduction to the “endless story” of PFAS pollution is reported highlighting the 

global widespread of PFAS, the lack of systematic mapping and monitoring of polluted 

sites in Europe and the current state of art of the analytical techniques.  
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Chapter 2 - Screening Protein Bioreceptor for PFAS:  The Globins Family 

Aiming to transpose toxicological studies in PFAS biosensing design, we follow the 

changes in the electrochemical behaviour of globins upon PFAS exposure, supporting our 

data interpretation using native mass spectrometry.  

 

Chapter 3 - Screening Protein Bioreceptors for PFAS:  Delipidated Albumin 

Apart from globins, also delipidated human serum albumin was considered for application 

in PFAS sensing. In this second case-study, a multi-analytical approach was designed 

aiming to assess the binding kinetics, mechanism and sites as well as the complex 

stoichiometry and stability.  

 

Chapter 4 - Applying delipidated hSA in impedimetric sensors: A portable strategy 

An impedimetric label-free biosensor was designed using albumin as biorecognition layer 

for perfluorooctanoic acid. The protein bioreceptor was immobilized at screen-printed 

electrodes previously modified via electropolymerisation developing a method which is 

compatible with EDC/NHS chemistry. 

 

Chapter 5 - Applying dhSA in electrochemical sensing: A haem-mediated strategy 

The possibility to further combine albumin bioreceptor within a voltammetric sensing 

strategy was investigated using a natural redox probe, the haem groups, whose 

interaction with albumin depends on the protein conformation. 

 

Chapter 6 - Applying dhSA in Optical Biosensors: A Label-free Strategy 

Albumin was immobilized also at D-shaped optical fibers developing a Lossy-Mode-

Resonance-based label-free platform. This proof-of-concept study is one of the first 

examples in which this kind of optical sensors is used for the determination of small-

molecules, such as perfluorooctanoic acid.  

 

Chapter 7 - Molecularly Imprinted Polymers-based Sensor: Practicalities and Pitfalls 

Redesigning existing PFAS sensors to advance in the technological transfer process entails 

facing several challenges. We observe that when working with electropolymerised 

molecularly imprinted polymers (MIP), a high control of the electrode surface features is 

required. A surface characterisation study enabling MIP mapping was carried out in this 

chapter. 

 

 

 



Chapter 8 - Fluorinated Self-Assembled Monolayers: Different Architectures for PFAS 

Screening 

Should we take advantage of fluorophilic interactions for the development of PFAS 

screening sensors? The results presented in this chapter seemed to confirm this 

possibility. The electrochemical study of different fluorinated self-assembled monolayers 

has been supported by molecular dynamic simulations. 

 

Chapter 9 - General Summary and Future Perspectives  

Where should we go now? Towards the design of class-selective sensing platforms for the 

preliminary screening of the total amount of PFAS in water. Indeed, single-substance 

detection devices are not able to follow the fast growth of this class of contaminants and 

do not match the needs of the market. Drawing some general conclusions, we provide a 

critical discussion of the future perspective of PFASensing: the need to innovate and 

redesign.  

 

Appendix I - Analytical Techniques 

The theoretical principles and basic concepts regarding the analytical techniques applied 

in this PhD work are briefly summarized in this section. Since PFASensing focuses mainly 

on the development of electrochemical sensing strategies, emphasis is given to 

voltammetric and impedimetric techniques. All surface characterisation techniques used 

were mentioned together with the ones used for the study of the protein-ligand 

complexes.  

 

Appendix II - List of Publications 

Appendix II summarises the publications of these three-years Joint PhD project. The 

abstracts of each publication are reported to provide a general understanding of the 

contents. Indirectly, this section offers an overview of the side-projects and fruitful 

collaborations cultivated in these years. 

 

 

 

 

 

 

 

 

 

 



|1 
 

The Never-ending Story of PFAS: 

The State of Art   
 

 

 

 

 

 

  



 
 

  



  Chapter 1 

9 

Abstract 
 

Per- and polyfluoroalkyl substances (PFAS) are synthetic compounds, which have been 

created in the early 40s to answer the needs of the construction industry as well as 

electronics, food packaging, household, textile manufacturers. Their groundbreaking 

capacity to resist extreme physical and chemical conditions like high temperatures and 

corrosion, and to be simultaneously liphophobic and hydrophobic are of great importance 

for industrial applications. However, these properties are also responsible for the 

hazardous effects of PFAS pollution, their toxicity and persistence in the environment. PFAS 

contamination and its long-term effects need to be carefully monitored to safeguard the 

overexposed population and our ecosystem. To this aim, the levels of these “forever 

chemicals” in environmental matrices (mainly water and soil) and biological fluids 

(plasma) has to be constantly monitored. Mapping PFAS contamination will help studying 

the long-term effects of these chemicals and reducing the potentially dangerous exposition 

of living organisms and, therefore, their impact on the ecosystem.   

 

This general introduction will focus on the evolution of PFAS contaminants and their 

“endless story” providing a detailed state of art of screening and confirmatory analytical 

methods currently in use for PFAS monitoring. In the editorial of the special issue “Analysis 

of Perfluoroalkyl Substances in the Environment and Human Health Samples”, edited by 

Damià Barceló and Ting Ruan for Trends in Analytical Chemistry in October 2019, the 

authors underlined that PFAS determination poses several open challenges. With this 

overview we aimed to briefly describe these challenges and underline how the 

development of novel sensing strategies can contribute to face them. Chromatographic 

and mass spectrometry-based hyphenated techniques play a key role in the quantification 

of PFAS in environmental matrices. However, their applicability in frequent, large-scale 

monitoring plans is not affordable and we need to design other analytical tools able to 

provide a first screening of these compounds.   

 

       “These chemicals have large quantities in numbers and complexity in molecular 

structure, which bring more analytical issues on chromatographic separation, structure 

elucidation, accurate quantification, and biological effect assessment”.  

 

D. Barceló, T. Ruan, TrAC, 2019,[1].   

 

 



 
 

1.1 What to Know about PFAS 
 

1.1.1 Perfluoroalkyl Substances: Widespread Use and Production Routes  

 

 Per- and polyfluoroalkyl substances (PFAS) represent a group of manmade chemicals 

that have been produced since the 1940s to answer several industrial needs [2,3]. Their 

revolutionary resistance/resilience explains their extensive use and consequent spreading 

into every environmental compartment: air, soil, and water. Nowadays, PFAS are known 

for their presence in sources of drinking water and food, and their harmful effects on 

living organisms’ health [4]. Environmental protection agencies (i.e., EAE, EEA) are 

mobilized to ensure a better consideration of the risks those substances pose to health 

and environment. This PhD project will be focused on perfluoroalkyl substances, as 

summarised in Table 1.1. Chemically speaking, perfluoroalkyl substances are aliphatic 

compounds where all the hydrogen atoms of the aliphatic chain have been substituted by 

fluorine atoms, while the head group consists of a carboxylic or sulphonic functionality 

[2]. Most PFAS are characterised by a water-soluble hydrophilic head group and a water 

insoluble hydrophobic and oleophobic fluorinated tail, as shown in Figure 1.1. For 

simplicity, PFAS can be grouped in two categories depending on the chain length: long 

and short chain [5,6]. According to the definition given by the Organisation for Economic 

Cooperation and Development, long chain PFAS are perfluoroalkyl carboxylic acids with 

eight or more carbon atoms (six or more perfluorinated carbons) and perfluoroalkyl 

sulfonates with six or more perfluorinated carbons. Long chain compounds, such as 

perfluorooctanoic acid (PFOA) and perfluorooctanesulfonic acid (PFOS) [7,8] are the most 

ubiquitous and toxic members of this family of water contaminants. It is worth noting that 

new generations of short chain PFAS with chain lengths ranging from six to four carbon 

atoms continue to enter the market to answer industrial needs [9,10]. The extreme 

resistance of PFAS to natural degradation processes is due to the remarkable chemico-

physical stability of the perfluorinated chain that arises from the unique properties of the 

elemental fluorine: it has the highest electronegativity among all elements, has high 

electron affinity, high oxidation potential and oxidation energy. Their stability is mainly 

due to the carbon-fluorine (C-F) bond, which is one of the strongest of organic chemistry, 

with a bond energy of about 466 KJ/mol. The oleophobicity is a consequence of the low 

polarizability of the C-F, which makes fluorocarbons intermolecular attractive interactions 

(London force) lower compared to hydrocarbons. The small size of covalently bonded 

fluorine (0.72 Å) allows an efficient shielding of a perfluorinated carbon atom without 

steric stress, contributing to the perfluoroalkyl chain extreme stability. PFAS are stable to 

alkali, acids, oxidation and can be heated up to 400°C without decomposition [11,12].  

 



  Chapter 1 

11 

Table 1.1 Summary of the most common perfluoroalkyl substances name, acronym and structural formula. 

 

Name Acronym Structural formula 

Hexafluoropropylene oxide dimer GenX/HFPO-DA C6F11O3H 
Perfluorbutanesulfonic acid PFBS C4F11SO3H 
Perfluorodecanoic acid PFDA C10F19O2H 
Perfluorododecanoic acid PFDoA C12F23O2H 
Perfluoroheptanoic acid PFHpA C7F13O2H 
Perfluorohexanesulfonic acid PFHxS C6F13SO3H 
Perfluorohexanoic acid PFHxA C6F11O2H 
Perfluorononanoic acid PFNA C9F16O2H 
Perfluorooctanesulfonic acid PFOS C8F17SO3H 
Perfluorooctanoic acid PFOA C8F15O2H 
Perfluorotetradecanoic acid PFTeDA C14F27O2H 
Perfluorotridecanoic acid PFTrDA C13F25O2H 
Perfluorundecanoic acid PFUnA C11F21O2H 

 

 

Figure 1.1. Chemical structures of PFOA and PFOS with emphasis on the fluorinated tails and the anionic 
hydrophilic head groups (in blue and red, respectively). 

 Perfluorinated surfactants can lower the surface tension of water to half the value 

attainable with the use of analogous hydrocarbon surfactants, and can be applied in harsh 

conditions (i.e., high temperature/pressure). PFAS industrial application include military 

equipment, firefighting foams, erosion inhibitors in aircraft fluids, and consumer products 

of daily use, such as cookware, pizza boxes, and stain repellents, as depicted in Figure 1.2. 

Despite their versatility, PFAS have soon been discovered to be persistent and accumulate 

in animal and vegetal tissues with adverse outcomes [13]. As a result, several PFAS have 

been listed in the Stockholm Convention on Persistent Organics Pollutants of 2009, and in 

the U.S.A. the industry voluntary phased-out PFOS and PFOA, while local and national 

governments launched restrictions for their use and production worldwide [14]. 

However, “this is not the end of the story” as pointed out by D. Barceló et al.: a more 

systematic and synergic strategy should be considered from the legal authorities and 

environmental agencies to face PFAS pollution [1].    

 Despite the variety of applications, PFAS synthesis follows two main routes: 

electrochemical fluorination (ECF) and telomerization. The primary manufacturers are 

DuPont and 3M Company [6,15]. ECF is performed by dissolving or dispersing the 

substrate (linear sulfonyl or acyl halide) in anhydrous hydrogen fluoride in an 

electrochemical reactor. A voltage below 8 V (typically 5-7 V) is applied, fluorination 

occurs at the anode and hydrogen evolves at the cathode. The cathode is usually made 



 
 

of iron or nickel and the anode is made of nickel. The passage of direct current in the 

solution causes the formation of free radicals leading to chain rearrangements and 

breakage. This results in a mixture of linear and branched perfluorinated isomers and 

homologues of the raw material. In the synthesis of PFOS and PFOA, a mixture of 70-80% 

of linear products and 20-30% of branched products is obtained. Cell temperature is kept 

under the boiling point of hydrogen fluoride (20 °C). Electrochemical methods have been 

also applied to operate PFAS removal [16]. Telomerization consists in a radical 

polymerization where a perfluoroalkyl iodide (telogen), most commonly 

pentafluoroethyliodide (CF3CF2I), reacts with tetrafluoroethylene (taxogen), CF2CF2, to 

yield a mixture of longer perfluoroalkyl iodide (telomer). The telomer is finally oxidised to 

give perfluoro alcohols, perfluoro carboxylic acids and perfluoro sulphonic acids. 

Telomerization produces completely linear PFAS with an elevate number of carbons [17]. 

A general knowledge of the synthetic paths in use is fundamental if we consider that most 

PFAS emissions come from production plants. These latter have been identified as the 

main sources of PFAS environment pollution [18] together with the other emission 

sources summarised in the infographic of Figure 1.2. 

 

1.1.2 PFAS Sources of Exposure and Effects on Living Organisms’ Health 

 

 How do PFAS reach drinking water, food, air, and soil? PFAS are released in the 

environment mainly by chemical industries and then transported over long distances, far 

from their source of emission. Following several routes, PFAS penetrate into the soil and 

then reach the groundwater, therefore easily attaining human beings. Human beings are 

exposed to PFAS from many sources: they can be introduced in the human organism by 

ingestion, inhalation, and skin penetration [18]. Ingestion of PFAS-contaminated tap 

water has been identified as the primary source of exposure (>90% of total PFAS 

exposure) for populations living near contaminated sites [19,20].  Food can be 

contaminated with water used in farming, or by the use of treated municipal sludge and 

biosolids as fertilizers in crops [18]. Fortunately, this happens in a limited number of cases. 

According to Vestergren et al.,“(…) food intake is the major contemporary exposure 

pathway for the background population, whereas drinking water exposure is dominant for 

populations near sources of contaminated drinking water”[21]. Another common route of 

contact with perfluoroalkyl carboxylic acids is its presence in non-stick cookware and in 

oil-resistant lining of food packaging treated with fluorotelomer (fluoropolymer) as an 

unwanted by-product of the telomerization process [22]. As a representative example of 

the presence of these compounds in food, it was reported that microwave popcorn could 

account for about 20% of the PFOA exposure in adults consuming 10 bags a year if 1% of 

the fluorotelomers are metabolized to PFOA.  Indoor dust has been reported to contain 
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PFAS and to be a source of exposure via inhalation, hand-to-mouth contact and skin 

penetration, contributing up to 15% to adult PFAS exposure [18]. The reported PFAS in 

indoor dusts are predominantly PFOA, PFOS and PFNA, and the PFAS total concentration 

ranges from 100 to 917 ng/g [23].  

 
Figure 1.2 Emission and exposure to PFAS during their lifecycle (source: EEA-ETC report, Systemic view on 

fluorinated polymers, forthcoming, 2020). 
 

 As summarised in Figure 1.3, the exposure to PFAS leads to several adverse effects in 

human beings and animals, including: toxicity on liver, kidney and immune system, 

mesothelioma, liver, testicular and kidney cancer, infertility, thyroid diseases, endocrine 

interferent, higher risk of diabetes mellitus, hypercholesterolemia, ulcerative colitis, 

pregnancy-induced hypertension and pre-eclampsia [13,24]. 

 In a recent study Foresta et al. [25] investigated the effects of PFAS on human fertility. 

Recent research has focused mostly on female fecundity, but both in vitro and animal 

studies have shown a detrimental effect of PFOA and PFOS on testicular functions as well, 

by the alteration of steroidogenic machinery and subsequent defect of spermatogenesis 

[4,26–28]. In the epidemiologic studies, the data collected indicated that PFAS activity 

might be linked also to the genetic expression of sex hormones nuclear receptors, 



 
 

suggesting that PFAS might induce the blood-testis barrier dysfunction and infertility [29–

32]. When human beings and animals eat or drink food or water contaminated by PFAS, 

these latter are absorbed and bioaccumulated in the body for relatively long periods of 

time. Therefore, a constant exposure to PFAS from different sources over time results in 

the accumulation of meaningful levels of these substances in the body (tissues and blood), 

leading to the above mentioned pathologies [21,33]. To be more specific, we can relate 

PFAS toxic effects to their long elimination half-life1 (t1/2). The average t1/2 depends on the 

PFAS chain length: long chain PFAS are reported to have longer t1/2, an average of 2-5 

years for PFOA and PFOS, while short chain has average t1/2 of days, an average of 26 days 

for PFBS [18]. 
 

 
Figure 1.3 Main adverse effects of PFAS on human body. Image reprinted from EEA official website2. 

Organic fluorine was firstly detected in human blood in 1968 using 19F Nuclear 

Magnetic Resonance; however only in 1976 its presence was related to PFOA [26,34]. 

Nowadays, PFOS and PFOA are present in the blood of virtually every American citizen in 

the low nanomolar range concentration (416 nM for PFOS) [21]. In the period between 

1999 and 2014, PFOA and PFOS concentration in American citizens decreased by 70% and 

84%, respectively, as a result of phasing out of PFOA and PFOS in the US. Higher 

 
1 Elimination half-life of a molecule in human body is the time it takes from its maximum concentration to half maximum 

concentration.  
2 https://www.eea.europa.eu/publications/emerging-chemical-risks-in-europe/emerging-chemical-risks-in-europe 
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concentrations are detected in the blood of people exposed to PFAS in the workplace, 

with values ranging from 5 to 24 µM in blood of PFAS production plants workers [27,28]. 

This can be considered an extreme example of PFAS impact on a confined population, 

however meaningful levels (nM) of PFOA/PFOS in blood were reported even for European 

and especially Italian citizens. In Italy, high levels of PFAS contamination were observed 

in Veneto and Piemonte regions in correspondence to PFAS production plants of Miteni 

and Solvay, respectively [35]. Blood levels of PFAS 70 times higher than the national 

average were found in people, irrespective of age, living in Veneto areas contaminated 

by Miteni [35,36].  

1.1.3 PFAS Open Challenges: from Regulation to Remediation  

 Globally regulated PFAS. Since 2009, perfluorooctane sulfonic acid (PFOS) and its 

derivatives have been included in the inventory of the International Stockholm 

Convention as emerging contaminants and, as a consequence, an action plan to limit PFOS 

use was drafted. Since 2010, PFOS use has been restricted in the EU according to the EU’s 

Persistent Organic Pollutants (POPs) Regulation. In addition, the Stockholm Convention 

regulates the global elimination of perfluorooctanoic acid (PFOA), its salts and PFOA-

related compounds. PFOA has been banned under the POPs Regulation since 4 July 2020. 

Perfluorohexane sulfonic acid (PFHxS), its salts and related compounds as well as 

perfluorinated carboxylic acids (PFCAs) are being considered for inclusion in the 

Stockholm Convention and consequent global elimination [37–39]. In Table 1.2, the 

current REACH restrictions values for PFOS and PFOA in drinking water of U.S.A., Germany 

and U.K. are compared to the ones of Veneto Region before and after 2017. PFCAs, their 

salts and precursors will be further restricted in the European Union/European Economic 

Area from February 2023 onwards, following a decision taken by the European 

Commission. Meanwhile, the government of Norway has proposed a restriction on 

perfluorohexane-1-sulphonic acid (PFHxS), its salts and related substances. In June 2020, 

the European Chemical Agency’s (ECHA) scientific committees shared their opinion 

supporting these restrictions and the proposal is currently with the European Commission 

for decision, including representative of the EU countries. In Germany, the competent 

authority has also submitted a further restriction proposal for undecafluorohexanoic acid 

(PFHxA), its salts and related substances. Netherlands and Germany, with the support 

from Norway, Denmark and Sweden, are preparing a restriction proposal to cover a wide 

range of PFAS uses – in support of the statements made in the Environment Council in 

December 2019. They are expected to submit the proposal to ECHA by 15 July 2022. 

Furthermore, ECHA will submit a restriction proposal in January 2022 for PFAS used in 

firefighting foams. Numerous other PFAS are in the REACH Candidate List for substances 

of very high concern (SVHC). In June 2019 and January 2020, two PFAS groups were 



 
 

identified as SVHC, based on their persistence, mobility and toxicity, and were considered 

a threat to human health and wildlife. These groups are: (i) 2,3,3,3-tetrafluoro-2-

(heptafluoropropoxy) propionic acid, its salts and its acyl halides (HFPO-DA), a short-chain 

PFAS substitute for PFOA in fluoropolymer production (its ammonium salt is commonly 

known as GenX), (ii) perfluorobutane sulfonic acid (PFBS) and its salts, the current 

alternative to PFOS. This SVHC identification indicated these PFAS as of equivalent 

concern to carcinogens, mutagens and reprotoxicants (CMRs) and persistent and 

toxic/very persistent and very bioaccumulative (PBTs/vPvBs) chemicals. Only few PFAS 

show a common classification and labelling under the Labelling and Packaging (CLP) 

regulation.  

 

 Since 2014, an informal coordination group of several EU Member States, ECHA, and 

the European Commission has screened data on PFAS contained in ECHA’s registration 

database and coordinated group-based regulatory work. Despite operating a more 

efficient approach compared to single-substance regulation, this work has only been able 

to cover the PFAS groups of highest urgency due to the very large number of PFAS. ECHA’s 

database contains information on over 2 000 individual PFAS on the EU market. To face 

this scenario, ECHA acknowledges a holistic group approach to the regulatory assessment 

and risk management, as requested in the proposal for an EU strategy for PFAS submitted 

in December 2019. The recast of the Drinking Water Directive, which took effect on 12 

January 2021, includes a limit of 0.5 µg L-1 for all PFAS. This is in line with a grouping 

approach for all PFAS. As anticipated, PFAS are released into the environment through 

industrial manufacturing not directly linked to food production, and through the use and 

disposal of PFAS-containing products. The main contributors to human dietary exposure 

are certain vegetables and drinking water, but also fish and seafood, meat and meat 

products, eggs, milk and dairy products [40]. In September 2020, the European Food 

Safety Authority (EFSA) set a new safety threshold for the main perfluoroalkyl substances 

that accumulate in the body (tolerable weekly intake (TWI) of 4.4 nanograms per kilogram 

of body weight per week). EFSA’s scientific advice will support risk managers in their 

decisions on how best to protect consumers from exposure to PFAS through food. The 

rising concern for PFAS pollution, the evidence of toxic effects and the growing interest 

of public opinion, have led to extensive regulatory policies in the United States and 

Europe, as showed in Table 1.2. The American Environmental Protection Agency (EPA) 

Office of Water indicated a lifetime health advisory limit of 70 ng L-1 for PFOS and PFOA in 

drinking water, while in Italy, until 2017, the so-called performance limit was 60 ng L-1 for 

PFOS and 500 ng L-1 for PFOA. After the PFAS contamination of surface and groundwater 

resulting from Miteni plant (Trissino) emissions, Veneto region imposed a strict regulation 

for PFAS, lowering the drinking water limits to 30 ng L-1 for PFOS and 60 ng L-1  for PFOA 
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[41,42]. Despite their differences, all regulations presented aim to safeguard water safety, 

particularly for populations living near contaminated areas.  
 

Table 1.2 Examples of health advisory limits of PFOA and PFOS for drinking water in USA, Veneto Region before 
and after 2017 (Miteni eco-crime), Germany and United Kingdom [12,41,42]. 

 

State PFOS (ng L-1) PFOA (ng L-1) 

U.S.A. 70 70 

Veneto region (before 2017) 60 500 

Veneto region  30 60 

Germany 100 100 

United Kingdom 300 10 000 

 

 When considering drinking water limits, it has to be considered that PFAS are a wide 

and fast developing class of chemicals, since industries are gradually replacing common 

long chains with novel short chains, but only the drinking water levels of the most 

common and studied PFAS are regulated [12]. The industrial practice of phasing out a 

PFAS and replacing it with a structurally similar one is an easier and less expensive strategy 

than identifying a nonfluorinated alternative and converting the whole manufacturing 

process. This replacement strategy increases both the numbers of PFAS on the market 

and the difficulties in tracking them, without solving the health issues. PFAS manufactures 

are often reluctant to communicate PFAS structures, residual intermediates, by-products 

and confidential toxicity studies [43]. In this scenario, tuneable analytical tools are 

urgently needed.   

 

  



 
 

1.2 Analytical methods for PFAS detection 
 

The analytic techniques for PFAS detection in water can be divided in confirmatory and 

screening methods [14,44]. Confirmatory methods rely mainly on the application of 

hyphenated techniques, where a separation technique (i.e., liquid chromatography) is 

coupled with an online spectroscopic detection (i.e., mass spectrometry). Confirmatory 

techniques are powerful analytical tools which allow the simultaneous identification and 

quantitative determination of contaminants, even in complex environmental matrices. 

However, the samples must be collected, then brought to a centralized facility and 

subjected to a laborious pre-treatment requiring long analysis times. Screening methods 

are mainly based on sensing platforms designed to detect the targeted molecule with or 

without minimal pre-treatment, providing qualitative or semiquantitative results, and 

allowing the performance of large-scale monitoring plans. Among screening methods, 

which include also sensing platforms, optical and electrochemical sensing strategies have 

been largely investigated for environmental and clinical applications.   

A chemical sensor is a compact device that transforms chemical information into an 

analytically useful signal [45]. The chemical information can originate from a chemical 

reaction with the participation of the analyte, or from a physical property of the system 

investigated. Chemical sensors contain two basic functional units: a receptor or 

recognition layer and a transducer part. In the receptor, specific chemical information is 

transformed into a form of energy which can be measured by the transducer, that 

transforms this energy in the analytical signal. The transducer itself does not present 

selectivity. Chemical sensors are classified according to the operating principle of the 

transducer: thermal, mass, optical, colorimetric, potentiometric, amperometric or 

voltametric. Sensing strategies may be classified either as switch-on when the analytical 

signal is enhanced in the presence of increasing concentrations of target molecule or 

switch-off when the signal is quenched. Compared to confirmatory techniques, the main 

advantages of sensors are the low costs, the rapidity of operation, and their portability.  

 

 Let’s take a step back. Our current knowledge on PFAS can largely be attributed to 

Hansen et al., who pioneered their detection with the use of high-performance liquid 

chromatography coupled to tandem mass spectrometry (HPLC-MS/MS) searching for 

PFAS in human serum [46]. Since then, an ever-growing variety of instrumental 

chromatographic configurations were reported in the literature for quantitative or 

qualitative PFAS analysis. Instrumental variations can result in different sensitivities, 

analytical time, and costs; therefore, a clear understanding of the possible choices is 

crucial when selecting the appropriate analytical tool.  
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In all the cases, prior to the chromatographic analysis, several steps of pre-treatment, 

extraction, and clean-up of aqueous samples are often necessary to remove potentially 

interfering substances. To this aim, several techniques have been applied, such as solid-

phase extraction (SPE) and liquid-liquid extraction (LLE). Recent advancements for the 

most precise extraction of PFAS involve solid-phase microextraction (SPME) and 

dispersive liquid-liquid microextraction (DLLME) [47,48]. The applicability of each 

extraction technique can differ based on the analytes. High-performance liquid 

chromatography (HPLC) is the most commonly applied analytical method for PFAS in 

aqueous matrices, generally presenting good sensitivity and limits of detection in the 

range of a few ng L-1, which are satisfying PFAS regulation limits [49,50]. Comparing HPLC-

MS/MS to UHPLC-MS/MS and capillary LC-MS for analysis of PFAS in river waters, HPLC 

scored the lowest for linearity of response, analytical speed, sensitivity, and 

reproducibility [51]. The higher investment cost of UHPLC systems can be compensated 

by the reduction in solvent volumes and associated disposal costs, as well as reducing the 

analytical time, which is around 50% lower. However, transition from HPLC to UHPLC 

systems requires time and resources, since HPLC methods are already very well 

established. Gas chromatography (GC) is less commonly applied, due to the limitation of 

the volatility of PFAS, and is applied for mainly determination of airborne PFAS [52].  

 Chromatography is commonly coupled with MS as detection method; typically, MS is 

carried out by electron impact (EI) or chemical ionisation (CI). Generally, MS/MS systems 

provide significantly better accuracy than MS systems, due to the increased selectivity of 

double mass filtering. Simcik and Dorweiler reported quantification limits in the range of 

0.28 to 0.58 ng L-1 for surface waters with the use of MS, while comparable limits have 

been reported for detection in serum [53,54]. When MS systems are used for PFAS 

detection, efficient sample clean-up steps and robust quality assurance information are 

needed to exclude the possibility of sample contamination. Overestimation of absolute 

recoveries (>100%) is often being reported. This is indicative of matrix and absorption 

effects that can cause signal suppression or enhancement. Matrix-matched calibration 

standards were found to compensate for this issue [55].  

 

  



 
 

1.3 PFAS Sensing Platforms 
 

 Electrochemical sensing methods are successfully applied to nonelectroactive targets 

using indirect detection strategies. These methods usually record changes in the 

electrochemical signal of an electroactive probe in the presence/absence of the target, 

when the latter interacts with a molecular recognition layer (receptor) present on the 

electrode surface (transducer) [56]. These electrode modifications include bioreceptors 

and biomimetic receptors such as antibodies, enzymes, peptides, aptamers and 

molecularly imprinted polymers (MIP). For instance, indirect detection can exploit the 

inhibition of an enzymatic receptor and the consequent decrease in the signal of its 

electroactive products to determine a target able to selectively bind and inactivate the 

enzyme [56]. In other cases, the target concentration results to be proportional to 

changes in the charge transfer resistance at a MIP after the recognition event [57]. To 

enhance the sensitivity of the final devices, these receptors are often immobilized on 

hierarchical nanomaterials and/or nanocomposites [58]. Moreover, indirect monitoring 

can be extended to the detection of electroactive targets with a non-characteristic 

electrochemical fingerprint, especially in complex matrices (such as blood, wastewater, 

etc.). In general, the signal amplification and adaptability of these indirect electrochemical 

sensing strategies make them particularly attractive for the detection of nonelectroactive 

contaminants at very low concentrations. In literature, different approaches to the 

development of sensing strategies for PFAS have been reported so far, including: 

colorimetric, optical, fluorescence spectrophotometric, and electrochemical-based 

sensors.  

 Colorimetric detection strategies are based on the change/development of solution 

colour in presence of the target molecule, due to the interaction between the analyte and 

a molecular recognition system (see Figure 1.4). The anionic nature of PFAS has been 

exploited by Fang et al., who proposed a portable smartphone app-based system for 

colorimetric detection: PFOA and PFOS bind to a cationic dye and a forman ion pair that 

can be extracted in non-aqueous phase for colorimetric analysis [44]. In this case, other 

ionic surfactants cause interference, and solid or liquid phase extraction is necessary prior 

to analysis to remove possible interferences. However, these detection strategies did not 

achieve detection limits required by health advisory bodies/performance limits and 

further development is necessary. 

Niu et al. exploited the size-dependent colour of gold nanoparticles for PFAS class 

detection in water. Gold nanoparticles (Au-NPs) were first modified with perfluorinated 

thiols [59]. The specific fluorophilic interactions between the fluorinated thiols and PFAS 

tails led to the absorption of PFAS on the perfluorinated thiols layer, and to the 

aggregation of Au-NPs. The colour of the sample solution and its absorbance in the UV−Vis 

range change progressively upon increased PFAS concentrations, therefore the 



  Chapter 1 

21 

colorimetric test results to be semi-quantitative. This sensor exhibits PFAS-class 

selectivity, and a detection limit of 100 ng L-1 was obtained.   

 

 
Figure 1.4 Comparison of recent colorimetric sensing strategies for long-chain PFAS: (A)polystyrene-modified 
gold nanoparticles for the PFOA screening (PFOA in green), (B) peroxidase-mimicking 3D magnetic 
MoS2/Fe3O4 nanocomposites used in PFOS screening and (C) fluorescent detection of PFOA by the 
aggregation of MPA-CdS quantum dots (PFOA in red). This overview is reprinted with permission from [45]. 

 

 

PFAS fluorescence detection strategies draw researchers’ attention in the last ten 

years [44]. These sensors are based on the enhancement or reduction of fluorescence 

that arise from the interaction between PFAS and a molecular system bearing a site with 



 
 

affinity for PFAS. Recently, Cheng et al. reported a selective turn-on fluorescence sensor 

for PFOA and PFOS based on the fluorescence enhancement in system [60]. Cheng et al. 

also reported a fluorescence sensor where the PFOS molecule enhances the fluorescence 

of a carbon dots-berberine chloride hydrate system. This sensor exhibits improved 

selectivity toward PFOS [61]. A fluorescence enhancement (switch-on) approach is 

preferred to a fluorescence quenching (switch-off) one, since the former reduces the 

chance of false positive data by other fluorescent quenchers existing in samples [62]. 

However, these platforms did not reach the detection limit required by health advisory 

bodies/performance limits.  

 Electrochemical sensors based on (bio)mimetic receptors, such as molecularly 

imprinted polymers (MIP), were largely applied as reviewed by Menger et al. and further 

discussed in Chapter 7 [44]. Also, self-assembled monolayers (SAM) have been reported 

for PFAS detection and are believed to receive more attention in the near future. Fang et 

al. reported a detection strategy for PFOA employing SAM modified gold electrodes 

[63,64]. This strategy provides insightful results about SAM-PFAS interactions, as further 

described in Chapter 8.  

 Recent advances on new sensing platforms offer an opportunity to develop 

inexpensive, user-friendly sensors for water safety, large-scale environmental monitoring, 

and direct in situ analysis. Regardless of the detection strategy, sensors need to be robust, 

stable, reliable, and target-selective for application in environmental matrices.  
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Abstract 
 

Shall we transfer toxicological findings in bioreceptor design to develop innovative 

pathways for PFAS biosensing? Toxicological studies provide crucial information about 

PFAS-biomolecules complexes that can help evaluate their applicability even in 

biosensing. Characterising PFAS-protein binding is instrumental to the understanding of 

cellular toxicities, biotransformation pathways, as well as the fate of PFAS.  

Since PFAS were traced in human plasma and recognised globally as hazards for our 

health, numerous toxicological studies focused on PFAS-serum protein interactions. 

Haemoglobin and albumin (Chapter 3) were specifically considered in these studies. 

Haemoglobin is part of the superfamily of globins including other haem-proteins, such as 

neuroglobin (NGB). 

In this chapter, we try to answer our first question by considering the outcomes of 

previously reported haemoglobin-PFAS studies. These studies underlined that PFAS 

binding leads to a conformational change in haemoglobin quaternary structure. Such 

conformation change might result in the redox electrochemical signal of the protein, 

which depends on the presence of haem groups. Following these changes, we can 

possibly trace back the presence of PFAS. However, haemoglobin is a tetramer, and its 

haem group are buried in the amino acid chains, leading its direct electrochemistry to be 

often difficult to record. Other globins, such as NGB, present a monomeric structure with 

a more exposed haem, resulting more suitable for the development of electrochemical 

sensing strategies. Here, a preliminary study of NGB electrochemistry was carried out, 

evaluating the effect of oxygen. The possible variations of NGB electrochemical 

behaviour after exposure to PFAS was investigated via voltammetric techniques. This 

study has a double scope: i) screening PFAS toxicity on NGB, ii) evaluating the protein 

applicability as PFAS bioreceptor.  

Apart from voltammetric techniques, also native mass spectrometry (MS) was 

applied. The rich toolbox of native MS enables supporting the electrochemical data 

interpretation. For this preliminary study, NGB interactions with well-known PFAS, such 

as perfluorooctanoic acid and perfluorooctanesulfonic acid, were considered to verify the 

potential of native MS screening approach. This first multi-analytical study, followed by 

a more complex one (Chapter 3), provides an example of how an in-depth understanding 

of serum proteins-PFAS interactions can contribute to toxicological studies and probe the 

applicability of these proteins as bioreceptors.   

  

https://d.docs.live.net/7dd6d68ea0261b35/Documenti/Giulia/PhD_Tesi/Chapter%203/Chapter3-20211101.docx#_msocom_1


 

2.1. Introduction 
 

2.1.1 From Toxicological Studies to Biosensors Design 

Biosensing platforms are answering the increasing demand of analytical tools for 

environmental monitoring [1–3]. A key step in the development of biosensors is the 

selection of the bioreceptor or biorecognition element: a biomolecule (i.e., protein, 

peptide or aptamer) which enables the specific recognition of the analyte and undergoes 

biochemical changes that can be further translated into a detectable signal, as 

anticipated in Chapter 1 [4]. In general, the possibility to combine a (protein) bioreceptor 

within a biosensing platform depends mainly on the affinity and specificity of the 

recognition, the compatibility with the matrix of interest (i.e., waste water, biological 

fluids), the production costs and the physicochemical stability in the required working 

conditions [5]. These criteria should be carefully evaluated while screening new 

bioreceptors for small organic molecules, such as PFAS. Although the monitoring of long-

chain and short-chain PFAS through fluorescence-based, optical and electrochemical 

sensors showed promising results [6–9], the examples of biosensing platforms for PFAS 

are still limited because: i) certain types of bioreceptors, such as aptamers, are not 

compatible with PFAS due to their chemico-physical properties and ii) the selection of 

peptides or nanobodies toward such small highly fluorinated compounds is still an open 

challenge. In this scenario, proteins, especially serum proteins of toxicological interest, 

appear to be a suitable alternative, together with more complex strategies, such as the 

one reported by Cennamo et al. The authors developed an immunosensor selecting 

antibodies which is able to recognise PFOA-bovine serum albumin (BSA) conjugates [10]. 

Even in this sensing strategy, PFOA is captured by a protein bioreceptor (BSA) and then, 

detected using an antibody. The analysis of the PFAS sensing literature proved once 

again the need for investigating new sensing architecture, starting from the recognition, 

or better, biorecognition layers.  

 

Transposing toxicological studies, particularly the ones focusing on PFAS-protein 

interactions, to bioreceptor design might allow to develop new biosensing platforms and 

conceptualisation strategies. Toxicological studies provide fundamental information 

about PFAS-protein complexes by clarifying binding site distributions, affinity constants, 

stoichiometries, etc. A complete overview of the analytical techniques in use for the 

characterisation of PFAS-protein complexes, giving emphasis to their limits and 

potential, was recently reported by Liu et al. [11]. For instance, PFAS affinity toward 

serum proteins such as haemoglobin (Hb) and albumin was extensively characterised by 

multi-analytical approaches based on fluorescence spectroscopy, mass spectrometry 

(MS), circular dichroism (CD), isothermal titration calorimetry (ITC), X-ray 
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crystallography, and molecular docking [12–15], as further discussed in Chapter 3. A 

study carried out by Wang et al. [16] shows that the perfluorooctane sulfonate (PFOS) 

has interactions with Hb. This study was based on CD, UV-VIS spectroscopy, fluorescence 

spectroscopy and molecular docking analyses. CD data showed that PFOS leads to a 

significant change in the secondary structure of the protein. UV-VIS and fluorescence 

results underlined that PFOS binding affects also the tertiary structure of Hb. Also, the 

symmetry of the haem group was found to be altered, affecting Hb functions (in 

particular its ability to bind to oxygen). The experimental analyses were supported by a 

molecular modelling screening which showed that PFOS could enter the main cavity of 

Hb by several non-covalent interactions. Overall, the Hb-PFOS complex formation causes 

a conformation change in the protein structure, resulting in a major exposure of the 

haem group, as showed in Figure 2.1.  

 
Figure 2.1 Haemoglobin-PFOS binding mode predicted via molecular docking; zoom in the binding site in 
proximity of the haem group. Image reprinted from Wang et al. [16]; the original image is in low resolution. 

 

These findings play a crucial role in the understanding of PFOS toxicity: they explain 

the relatively long half-life of these contaminants in our blood and also how they alter 

serum protein functions. However, these results show also that the conformational 

changes caused by PFOS binding are highly specific, meaningful, reproducible and do not 

lead to a sudden denaturation/unfolding phenomenon (PFOS-Hb complex can be 

considered stable in physiological working conditions). All these characteristics are often 

required for a bioreceptor, as previously stated. Therefore, Hb or other proteins of the 

globin superfamily, such as neuroglobin (NGB), should be further considered in the 

development of biosensing strategies.  

As described by Wajcman et al., all globins are structurally related and characterised 

by a common prosthetic group, the haem group, [17]. Among globins, Hb is surely the 

most known, but not the easiest to study via direct electrochemistry, considering that it 

presents four haem groups buried in the amino acid chains of its tetrameric structure, 

as shown in Figure 2.2A-C [18]. In Figure 2.2 D-E, other monomeric globins that are 

possibly more suitable to test for application as bioreceptors in PFAS electrochemical 



 

biosensors are pictured. Globin's electroactive behaviour, especially the one of Hb, was 

largely applied in fundamental studies, catalysis and design of biosensing strategies, as 

described by Scheller et al. [18], confirming the applicability of this protein superfamily 

in electrochemical sensors.  
 

 
Figure 2.2. Structure of Hb: tetramer (A), dimer (B) and monomer (C); structure of myoglobin (D) and 

neuroglobin (E). Details of neuroglobin structure (F-H), particularly the CD region (H). Image created with 

PyMOL [19], PDB ID: 1NQP; 3RGK; 1OJ6. 
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2.1.2 The Globin Superfamily and Neuroglobin 

The haem group is responsible for the affinity of globins for oxygen and other 

diatomic molecules, on which the two possible oxidation states (+2 and +3) of the 

protein also depend, based on the iron atom at the centre of the haem group. The 

configuration of the iron atom determines the hexacoordinate or pentacoordinate 

nature of the globins. Most globins are hexacoordinate, while pentacoordination often 

represents a transition state, since when the metallic centre is in this state of 

coordination, there is a high affinity for oxygen. In the absence of ligands, the structure 

will be predominantly hexacoordinate [20]. Furthermore, these coordination changes 

alter the conformation of the protein, which will therefore have a different behaviour in 

interactions with other proteins or in redox reactions. By following the electrochemical 

behaviour of globins in the absence/presence of ligands, indirect information can be 

obtained with respect to the conformational changes induced by the formation of the 

globin-ligand complex. This is valid for diatomic molecules, such as oxygen or carbon 

monoxide, as well as for other small molecules (potentially toxic to the protein), such as 

acrylamide [21]. The interactions with ligands that modify the conformation and 

behaviour of globins can be fundamental in toxicological studies, since they are capable 

of altering the functionality of globins. By evaluating the presence or absence of 

variations in the electrochemical behaviour of the protein, one could confirm or not the 

presence of a certain ligand/analyte.  

Among globins, neuroglobin was selected in this study because of i) its monomeric 

structure, ii) its known electrochemical behaviour and iii) its conformational changes 

upon PFAS exposure have not been studied yet. Therefore, our study might also provide 

useful toxicological information. NGB protein was first identified in 2000 by Burmester 

et al. at the University of Mainz, Germany [22]. With a MW of 17 kDa, NGB is expressed 

in the central and peripheral nervous system, cerebrospinal fluid, retina and endocrine 

tissues [22,23]. The total concentration of NGB is in any case lower than that of other 

globins, such as Hb. Although NGB belongs to the class of globins and has similarities 

with Hb, they appear to have less than 25% of the amino acid sequence (primary 

structure) in common. The so-called globin fold, on the other hand, generally remains 

conserved, even if with some modifications. In particular, NGB is a monomeric protein 

like myoglobin, while the α and β helices are similar to the structure of Hb. NGB 

rearranges into eight α helices (see Figure 2.2G), and is part of the globins with the 

classic 3/3 α-helical folding and the various helices also give a hydrophobic character to 

the structure [23].  

The electroactive behaviour of NGB, as well as Hb, is linked to the presence of the 

haem group consisting of a porphyrin ring, which is coordinated with an iron atom. The 

presence of this transition metal characterizes the ability of the group, and therefore of 



 

the protein, to bind to other substances. The iron atom possesses an octahedral 

geometry: it can hence up to six bonds, four of which are between iron and the 

porphyrin ring, therefore remaining on the same plane, and two are in coordination with 

the histidine of the protein, in particular His-F8 proximal and distal His-E7, out of plane. 

Thus, NGB is a hexacoordinate haemo-protein. When the interaction with distal histidine 

fails, NGB will be defined as a pentacoordinate haemoprotein. In this case, the iron atom 

will be slightly exposed with respect to the plane, towards the distal histidine. This occurs 

at the moment of transition, when the ligand comes into contact with the group to bind. 

As reported by P. Ascenzi et al. [24], globins have a high flexibility in the α-helices C, D, 

E and F, whose spatial configuration can influence the pseudo-enzymatic properties and 

reactivity with the protein ligands. For example, the interaction and folding of the C and 

D chains gives rise to the formation of the region called: CD-loop/α-helix D region, 

presented in the previous Figure 2.2F-H. The conformational changes of this region, due 

to the disulphide bridge of the two Cys (CD5) 46-Cys (D5) 55 cysteines, affect the 

reactivity of the haem group, weakening the coordination bonds of iron and facilitating 

the entry of the ligands. All this structural information suggests that the interpretation 

of the changes in NGB electrochemical behaviour might be related to different structural 

features and conformational changes in the protein structure. Therefore, data 

interpretation needs to be extremely careful and a multi-analytical approach is 

preferable to avoid misinterpretations.   

NGB electrochemistry was first described by Trashin et al. [25] considering different 

variants of this globin. Under nitrogen atmosphere, NGB shows highly reversible 

electrochemical behaviour either in solution or immobilized on the electrodes surface. 

The redox process has a formal potential E0 of about 0.136 V vs SCE corresponding to 

Fe3+/2+ transition in the haem unit of NGB. Because of hexacoordination of the iron, the 

haem unit undergoes little structural reorganisation during the reduction/oxidation 

transition, enhancing electron transfer kinetics. Its redox behaviour is easy to follow 

since its haem group is less hindered than in Hb.  

To support the electrochemical study, we draw upon the rich toolbox of native mass 

spectrometry (MS). This technique is widely applied in the study of noncovalent 

interactions of small molecules with biomolecules, such as proteins. Its soft ionisation 

enables to maintain protein-ligand complexes in the gas phase, preserving even 

relatively weak noncovalent interactions. The complex formation can be followed by 

monitoring the shifts in the m/z value of the biomolecule. In presence of multiple binding 

events, these shifts are proportional to the number of ligands bounds. So far, native MS 

has never been applied in the screening of possible protein-based bioreceptors for 

sensing applications in support of electrochemical data.  

In this chapter, NGB electrochemical behaviour in presence/absence of PFAS was 

studied, while haemoglobin and cytochrome c were used as a reference system. 
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Cytochrome c (cyt c) is a 12 kDa, water-soluble protein and can be considered as a model 

protein[26,27]. Then, PFAS bioreceptor library was screened by native MS. Through 

these case studies, we aim to evaluate the applicability of native MS as a complementary 

method for the design and characterisation of bioreceptors.  

 

2.2. Materials and Methods 
 

2.2.1. Materials 

Perfluorooctanoic acid (PFOA, ≥ 96 %), perfluorooctane sulfonic acid potassium salt 

(PFOS, ≥ 98 %), human haemoglobin (Hb) and cytochrome c from the human heart were 

purchased from Sigma-Aldrich (Belgium). Recombinant human neuroglobin was 

expressed and purified as reported previously [24]. The 100 mM ammonium acetate 

solution pH 6.8 was prepared using ammonium acetate (> 98 %) purchased from Sigma-

Aldrich (Belgium). All other reagents were of analytical grade, and solutions were 

prepared using double distilled deionised water. Human neuroglobin (NGB) was 

prepared by Prof. S. Dewilde’s group (University of Antwerp, Belgium), following the 

protocol reported in the literature [28]. Stock solutions 1-2 mg mL-1 (2.41*10-3 M for 

PFOA and 2.00*10-1M per PFOS) were prepared with deionized water, 10% MeOH was 

added to PFOS solution. 

 

2.2.2. Sample Preparation 

Prior to use, Hb was dialysed overnight in 100 mM ammonium acetate pH 6.8 using 

Slide-a-Lyzer Mini dialysis units with a molecular weight cut-off of 3.5 kDa (Thermo 

Fisher Scientific, Belgium). The denatured samples were directly prepared in 50/50 

acetonitrile/MilliQ water with 0.1 % formic acid. The concentrations of the protein 

solutions were verified using a Nanodrop2000 (Thermo Fisher Scientific) using the 

parameters in Table 2.1. The average of three triplicate measurements was considered. 

NGB and cyt c were buffer exchanged to 100 mM ammonium acetate pH 6.8 using Micro 

Bio-spin columns (Bio-gelP6, Bio-rad). Samples of 10 µM protein with the desired 

concentration of PFOA/PFOS were prepared in 100 mM ammonium acetate pH 6.8. 

Once the protein prepared, PFOA/PFOS solutions were kept for a maximum of 5 hours 

in the fridge at 4 ⁰C. No incubation time with the target was needed before running the 

measurements. 



 

 

 
Table 2.1. Parameters used for Nanodrop2000 measurements. 

Protein Wavele

ngth (nm) 

Molecular 

weight (Da) 

Ε (mol-1cm-

1L) 

PDB 

Hb (oxyhaemoglobin) 414 64458 524280 1NQP 

NGB 410 17501 12200 1OJ6 

 

2.2.3 Electrochemical Measurements 

Electrochemical measurements were carried out using a three-electrode cell setup 

equipped with: a gold disk electrode (Au-DE) as working electrode (1 mm diameter), a 

Pt coil counter electrode, and an Ag/AgCl (KCl sat.) reference electrode. CV and Square 

Wave Voltammetry (SWV) were carried out using the potentiostat PGSTAT101 

(Metrohm-autolab) controlled by NOVA 2.0 software. In the standard cell configuration, 

the three electrodes were immersed in a 10 mL cell with phosphate buffer. In the case 

of NGB study, a particular configuration with a cellulose dialysis membrane with MWCO4 

of 14 kDa (D9777-100FT, Sigma Aldrich) fixed to the working electrode surface was used. 

This modification of the working electrode allows the protein to be confined on the 

electrode surface operating with a standard configuration electrochemical cell, without 

the need to use specific micro-volume cells, such as the Hagen cell [29]. The membrane 

must allow the protein to remain close to the electrode surface, while ensuring the 

exchange of ions and the diffusion of other chemical species from the solution to the 

electrode, and vice versa. Therefore, a membrane with MWCO of 14 kDa will be able to 

retain proteins with molecular weight greater than 14 kDa such as neuroglobin (17 kDa). 

Despite the numerous advantages in terms of versatility, the use of dialysis 

membranes can present some limitations and problems. In particular, proteins can 

adsorb to the membrane through hydrophobic interactions, modifying its porosity and 

making mass transport heterogeneous. These adsorption phenomena are controlled by 

various factors including the concentration of the protein, the ionic strength of the 

buffer solution, the pH, the temperature, etc. In the development of the experimental 

part these factors were carefully considered. 

 

2.2.4. Native MS 

A sample volume of approximately 2-4 µL protein solution was required for each 

measurement, and introduced into the mass spectrometer using nESI with in-house 

made gold-coated borosilicate capillaries. Two different instruments were used in this 

process. The hSA measurements were performed on a Q-TOF2 instrument (MSVision) 

that is modified for the transmission of high-mass macromolecular assemblies. The spray 

https://www.sciencedirect.com/topics/chemistry/cyclic-voltammetry
https://www.sciencedirect.com/topics/chemistry/square-wave-voltammetry
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capillary voltage ranged between 1.2 and 1.8 kV, the source temperature was set to 30 

°C and the sample and extractor cone were set to 25 V and 10 V, respectively. The 

collision energy was fixed to 50 V. Gas pressures were 10 mbar and 1·10-2 mbar for the 

backing and collision gas, respectively. The measurements of the other proteins were 

performed on a Synapt G2 HDMS instrument (Waters) with N2 gas (purity 99.9999 %, 

Messer) in the IM cell and the following instrument settings were used: spray capillary 

voltage 1.2-1.9 kV, source temperature 30 °C, sampling cone 25 V, extraction cone 1 V, 

trap collision energy 5 V (for the CIU experiments this was varied from 10 to 150 V), 

transfer collision energy 0 V, trap DC bias 45 V, IMS wave height 35 V and IMS wave 

velocity 700 m/s. The backing pressure was set to 3.9 mbar, the source pressure to 

2.8·10-3 mbar, the trap pressure to 2.4·10-2 mbar, the IMS pressure to 3.0 mbar, and the 

transfer pressure to 2.5·10-2 mbar.  

All data were analysed using MassLynx v4.2 (Waters) and Driftscope v2.3 (Waters). 

The Gaussian peak deconvolution algorithm within OriginPro 2018 was used to separate 

main and shoulder peaks and bound and unbound states. Afterwards, the intensity of 

these peaks was used to estimate the abundance of each species.  

 

2.3. Results and Discussion 
 

Before starting, preliminary tests were carried out confirming the ability of Hb to bind 

PFOS and perfluorooctanoic acid (PFOA) using native MS and the eventual possibility to 

follow this phenomenon via electrochemical mediated strategies, using hydrogen 

peroxide. From the previous structural considerations and these additional data, we 

could expect that even NGB is capable of binding PFOS/PFOA. To our knowledge, NGB-

PFOS/PFOA interactions were not investigated so far. Possible NGB-PFOS/PFOA 

interactions were investigated following the changes in NGB electrochemical signal. 

 

2.3.1.  Electrochemistry of Neuroglobin 

The expected electrochemical behaviour of neuroglobin is a single reversible and 

monoelectronic redox process. In the analysis of this process, the structural features of 

NGB must be taken into account. As described in the introduction (Figure 2.2G,H), the 

presence of the CD region can lead to the formation of disulphide bridges between the 

cysteines of the NGB and, therefore, affect the binding capacity of the protein also with 

oxygen. However, in the potential range chosen for the NGB analyses, the cysteines will 

be in the reduced state and hence unable to form the bridge, which therefore does not 

affect the binding capacity. As reported by Trashin et al. [25], the reduction potential of 

this bridge is -0.194 V and it does not affect the progress of the reaction, as it remains 

in reduced form. The voltammogram of 20 μM NGB in phosphate buffer solution at pH 



 

7.4, recorded with membrane configuration at a scanning rate of 20 mV s-1, is presented 

in Figure 2.3A (the working conditions had been previously optimized).  

 
Figure 2.3 (A) Cyclic voltammograms recorded in 20 μM NGB (blue full line) in phosphate buffer pH 7.4 

(dotted line) at 20 mV s-1 in deaerated solution. (B)  Anodic and cathodic SWV recorded in 20 μM NGB (blue 

full line) in phosphate buffer pH 7.4 (dotted line).  

 

The voltammogram is characterised by a single reversible redox process, with a 

cathodic peak at approximately -0.387 V vs SCE, followed by an anodic peak at 

approximately -0.350 V vs SCE ascribed to the haem group, in agreement with data from 

[25]. The measured peak to peak separation (ΔEp) is 0.037 V, is lower than the expected 

value for a monoelectronic process in standard conditions (0.059 V). This difference can 

be ascribed to the experimental conditions used (membrane configuration, see Section 

2.2.3), in which the analyte is confined close to the electrode surface, and the mass 

transport is characterized by an apparent diffusion coefficient and thickness of the 

diffusion layer which are very different from the solution conditions. Such experimental 

conditions (the presence of the membrane and the orientation of the electrodes) are 

responsible for the drifting observed in the baseline in the potential window exploited.  

The same redox process was investigated with SWV, in order to implement the signal-

to-noise ratio. As shown in Figure 2.3B, both anodic and cathodic peaks are well defined 

and present the gaussian shape characteristic of a reversible system. 
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2.3.2 The Role of Oxygen  

 

NGB is able to coordinate oxygen to the metal centre of the haem group, changing 

the oxidation state of iron. Therefore, the presence of different concentrations of 

oxygen might affect the NGB electrochemical signal. These variations need to be 

carefully evaluated prior to study how PFAS will possibly affect NGB electrochemistry 

because we will not be able to fully control the presence of oxygen in the PFAS solution 

added to NGB one using the setup described. It is worth noting that oxygen control is a 

recurrent issue in globin electrochemical studies.  

These preliminary experiments were aimed to understand which parameters of NGB 

voltammetric response are affected (Ep, Ip, etc.) by oxygen presence, how meaningful 

these variations are and if after oxygen removal (deaerate), the changes result to be 

completely reversible or not. The voltammetric response of 25 μM NGB after complete 

deaerate was recorded via CV and SWV in the absence/presence of increasing oxygen 

concentrations (10-200 μM). The measurements were carried out by successive 

additions of aerated buffer solution (estimated oxygen concentration of about 260 μM) 

in deaerated cell solution under argon atmosphere. Figure 2.4 presents the results 

obtained in completely deaerated solution in 25 μM NGB after addition of 200 μM of 

oxygen to exemplify the changes observed. The comparison of these voltammograms 

clearly shows that the presence of oxygen hinders NGB signal (Figure 2.4A). However, 

keeping the solution under argon atmosphere for >30 min, it is possible to recover NGB 

original signal (Figure 2.4B). The changes upon oxygen addition and removal are even 

more evident if we consider the current drop/recover recorded by SWV (Figure 2.4C,D). 

Oxygen effect was confirmed to be fully reversible and proportional to oxygen 

concentration in the range tested (data not shown). The decrease in the anodic peak 

current, Ipa, values after addition of oxygen concentration < 50 µM were lower than 35%. 

For the cathode peak current, Ipc, this decrement reaches the 20% at 50 µM of oxygen. 

Oxygen concentrations > 150 µM lead to higher currents drops > 50% and the signal 

recovery even after 2h deaereation treatment was not complete (with a loss of about 

10%).  

Oxygen contribution should be always taken into account when studying the direct 

electrochemistry of globins [18,25]. Here, oxygen effect can be limited by including 

deaerate steps in the analytical protocol used, as done in the next sections. These 

preliminary data suggest also the possibility to develop a branched project using NGB 

for the determination of the oxygen concentration of an unknown aqueous solution 

(ongoing). 

 

 

 



 

 

 
 

Figure 2.4 Voltammograms recorded at maximum oxygen concentration 200 μM. (A) CV of NGB 25 μM (blue 

line) followed by the addition of aerated buffer solution (red line). (B) CV recorded in the same working 

conditions after a deaerate of the solution (violet line). (C-D) SWV showing cathodic and anodic peaks after 

addition of oxygen and deaerate (dotted green line-blank; dotted blue line-NGB signal before aeration/ 

deaerate; solid red line-NGB signal after aeration; solid violet line-NGB signal after deaerate).  

 

2.3.3. Effect of PFOS and PFOA on the Voltammetric Behaviour of NGB 

 

Solution of PFOS/PFOA were added to NGB solution following the changes in the 

protein voltammetric response. The three-electrode configuration with dialysis 

membrane allows to operate PFOS/PFOA additions in the deaerated cell using a syringe. 

The analytes solutions were previously deaerated; however, we cannot assume to have 

a complete control of oxygen concentration. The additions operated with a syringe will 

always introduce oxygen in our system and its concentration is difficult to control and 

quantify. As observed in Section 2.3.2, oxygen can affect NGB cathodic/anodic peak 

currents when its concentration is greater than 50 μM. But even at lower 

concentrations, oxygen contribute to alter the current intensities. The changes in the 

redox behaviour of NGB were recorded after addition of PFOS/PFOA in the presence of 
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increasing concentration of oxygen. By keeping the analyte:protein ratio fixed at 1:10 

with 20 μM NGB solution in the membrane, different solutions with an oxygen 

concentration ranging from 10 to 50 μM were tested. The results are summarised in 

Figure 2.5.  
 

 

 
Figure 2.5 Voltammograms obtained in the presence of PFOS and PFOA contaminants at increasing oxygen 

concentrations. SWV records of cathodic peaks (A) and anodic peaks (B) changes upon increasing oxygen 

concentrations ([O2] increases in the direction of the arrow). Trend of the variation of the cathodic (C) and 

anodic (D) peak currents as a function of the increasing oxygen concentration. Tests with oxygen only (black 

points), with PFOS and oxygen (red line) and with PFOA and oxygen (blue line) are reported.  

 

From the plots in Figure 2.5, we observed a trend which is consistent with the one 

previously described in the presence of increasing oxygen concentrations. Both cathodic 

and anodic peak currents decrease linearly at increasing oxygen concentrations, and the 

presence of PFOS/PFOA did lead to further decreases in the signal. On the contrary, in 

the presence of PFOS/PFOA, the effect of oxygen is slightly lower: for example, at 50 μM 

of oxygen there is a decrease of the anodic peak of about 30% in the presence of PFOA 

or PFOS, compared to the 35% recorded in the absence of contaminants. In Figure 2.5A, 

we can observe that in the presence of PFOS there are also variations in the peak 

potential (potential shift) of ± 5 mV. These shifts were not observed in the anodic 



 

process, in Figure 2.5B. Considering that these preliminary experiments did not show 

any unexpected changes in NGB electrochemistry, it was possible to proceed with the 

study.  

For the next experiments, PFOS/PFOA addition was followed by supplementary steps. 

The system was deaerated (>30 min) and kept under gentile stirring to favour the 

analytes diffusion and, as a consequence, their interaction with NGB, prior to proceed 

with the voltammetric study. Once again, we expect the addition of PFOS/PFOA to alter 

NGB current intensities due to: i) oxygen effect limited by the deaerate step and ii) the 

possible contribution of the fluorinated compounds, which can vary the protein 

conformation leading to a major or minor exposure of the haem group. Figure 2.6 offers 

a brief summary of the results obtained at increasing NGB:PFOS/PFOA ratios. 
 

  
Figure 2.6 Summary of the changes in current intensities after incubation of increasing ratios of PFOS/PFOA. 

The changes are expressed as percentages of the increase in the Ip currents (both cathodic, Ipc, and anodic, 

Ipa, ones) in respect to the intensities recorded with NGB only.  

 

Upon addition of meaningful PFOS/PFOA ratios, and after reducing the oxygen effect 

with deaerate, an increase in the peak currents was recorded, which can be ascribed to 

a major exposure of the haem or a partial unfolding of the protein. However, these data 

were affected by a scarce reproducibility, as underlined by the error bars in Figure 2.6. 

Consequent voltammetric measurements show a progressive decrease in the currents 

intensities and meaningful potential shifts suggesting the occurrence of adsorption 

processes. The potential shifts were considered as well, showing no linear correlation 

with the increasing PFOS/PFOA ratios added even after 12h or 24h of incubation, as 
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showed in Figure 2.7. The same data collection was performed for PFOA at different 

incubation times (<1h, 12h and 24h) recording similar trends (data not shown).  
 

 
Figure 2.7 Example of the changes in NGB peak potentials (Ep) after a 12h or 24h exposure to increasing 
concentration of PFOS. 

 

Overall, these preliminary results suggest that PFOS/PFOA interactions with NGB are not 

leading to stable conformation changes recordable via electrochemical methods. The 

first part of this study allows to develop a methodology to study NGB interaction with 

small molecules minimizing oxygen contributions. The interpretation of this dataset 

needs to be further supported by additional analyses for a better understanding of 

PFOS/PFOA-NGB interaction mechanism. To this aim, native MS was selected. As 

anticipated in Section 2.1, haemoglobin was first screened as a control system to 

develop a protocol for the study of globin-PFAS interactions.   

 

2.3.4 Native Mass Spectrometry of NGB-PFOA/PFOS Complexes 

2.3.4.1 Haemoglobin 

 Once again, the study of Wang et al. and the idea that Hb bind PFOS molecules were 

considered as a starting point [16]. The native mass spectrum of Hb (Figure 2.8A) shows 

that the protein is mainly present in its native tetrameric form (charge states 17+ to 

14+). Upon adding a 10-fold excess of PFOS, a complex with a 1:1 stoichiometry was 

observed (Figure 2.8C), proving the coherence of the native MS data with the literature 

[16]. After verifying the formation of the Hb-PFOS complex, we studied the interaction 

of PFOA with Hb. Again, a 1:1 Hb-PFOA complex was observed after addition of a 10-fold 

excess of the target. The intensity of the peak corresponding to this complex (93%) is 

higher than the Hb-PFOS complex (51%) (Figure 2.8D). In both cases, the haem groups 



 

are not removed from the Hb upon binding of PFOA/PFOS, indicating there is no 

competition between the haem groups and PFOS or PFOA. These findings are in 

agreement with the Hb-PFOS complex structure suggested by molecular modelling by 

Wang et al. [16] in which the target molecule was suggested to bind the domain proximal 

to the haem without any direct interactions with the prosthetic group. 

 

 

 
Figure 2.8. Native MS spectrum of Hb (A) together with a zoom of the tetramer region (B). Native MS 

spectrum of Hb complex with PFOS (C) and PFOA (D) in a 1:10 protein:target ratio. The dashed lines indicate 

the theoretical m/z-values of Hb. The arrows indicate the theoretical m/z-value of Hb minus one haem group. 
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Therefore, Hb-PFOA/PFOS screening confirmed the formation of complexes and their 

stability (i.e., no loss of the haem group), as well as the consistency of MS data with the 

literature. Once we confirmed the capability of Hb to bind PFAS, it was possible to 

proceed with the screening of other haemoproteins, such as cytochrome c (cyt c) and 

NGB. These analyses confirmed the data previously reported and were instrumental to 

the development of a suitable analytical protocol for the study of globin-PFAS 

interactions.  

 

2.3.4.2 Cytochrome c and Neuroglobin  

  

Prior to study neuroglobin, cyt c has to be considered as an additional control system 

in the native MS study. Cyt c was chosen because it is known to bind to lipid bilayers. To 

check whether cyt c can bind PFOA, native MS experiments were performed (Figure 2.9). 

Cyt c shows two charge states (7+ and 6+) which are heavily adducted with sodium ions 

(a common contamination in native MS). Upon adding a 10-fold excess of PFOA, no new 

peaks appeared indicating the lack of a cyt c-PFOA complex (Figure 2.9A-B). To verify this 

observation, the negatively charged PFOS was used as well, but again no complex was 

observed (Figure 2.9D). This was unexpected, since cyt c is known to interact with 

anionic phospholipids, such as cardiolipin [30]. Over the years, multiple binding sites for 

these anionic lipids were discovered and it was found that electrostatic forces play a key 

role in the cyt c-lipid interaction [31,32]. Since PFOA and PFOS mimic fatty acids and are 

negatively charged at neutral pH, it was plausible that cyt c could interact with these 

PFAS and could work as a bioreceptor [33]. One possible explanation for the absence of 

the complex is that cyt c specifically binds cardiolipins and that the PFAS used here are 

structurally too different to interact with cyt c. The mass spectrum of NGB shown in 

Figure 2.9C is characterised by two prominent charge states (8+ and 7+). Upon adding a 

10-fold excess of PFOA, only low-intensity peaks corresponding to the 1:1 complex were 

observed (Figure 2.9D). 

Overall, 87% of the NGB is present in its unbound state and only 13% has one PFOA 

bound. This indicates NGB is only able to bind PFOA weakly and with a lower affinity than 

Hb. The most intense peaks correspond to NGB with haem group, and the very low 

intensity peaks around 2110 and 2410 m/z that are present after addition of PFOA can 

be assigned to NGB without the haem group. This could suggest that PFOA is affecting 

the stability of NGB. Furthermore, there is no evidence of NGB without a haem group 

binding to PFOA. Finally, the NGB-PFOS complex formation was investigated (Figure 

2.9G-H). The spectra showed that the amount of NGB-PFOS complex formed (7%) is even 

lower than for NGB-PFOA. 



 

 
 

Figure 2.9. Native MS spectra of cyt c (A and B) and NGB (C and D) without (A and C) and in the presence of 

PFOA in a 1:10 protein:target ratio (B and D, respectively); native MS spectra of cyt c (E and F) and NGB (G 

and H) without (E and G) and in the presence of PFOS in a 1:10 protein:target ratio (F and H, respectively). 

The dashed lines indicate the theoretical m/z-values of the protein and 1:1 protein-target complex in grey 

and red/blue, respectively. The arrows indicate the theoretical m/z-value of NGB without the haem group. 

 

From this screening, NGB is found to be a less suitable bioreceptor for PFAS 

compared to Hb. Very small amount of NGB:PFOS/PFOA were found to be formed, and 

this can be ascribed to the progressive unfolding of the complex itself. Moreover, the 

formation of the complex is not favourited: NGB spectra is not deeply affected by 

PFOS/PFOA presence. These data can partially support the electrochemical study, 

confirming that the formation NGB: PFOS/PFOA complex is not favoured and compared 

to Hb:PFAS complexes, NGB ones seems to be less stable.   
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2.4. Conclusions 
 

Starting from Hb:PFOS complexes, this chapter offers an overview of Hb:PFOS/PFOA 

interaction, NGB:PFOS/PFOA, and even cyt c: PFOS/PFOA interactions. The results of the 

electrochemical study showed that NGB redox functionalities are affected by PFAS, but 

this globin did not show the characteristics required to be applied as a bioreceptor for 

these contaminants (low reproducibility, no stable complex, etc.).    

The second part of the study underlines the potential of applying native MS in the 

screening of biorecognition elements and implementation of bioreceptor libraries for 

environmental contaminants such as PFAS. This example illustrate how native MS can 

contribute to the screening and characterisation of possible bioreceptors. Although 

many challenges still remain open, our approach has the potential to play an important 

role in the transfer of toxicological findings to the design of bioreceptors for innovative 

biosensing strategies. One of the major challenges will be the screening of short-chain 

PFAS, as discussed in Chapter 3. Future research efforts should be oriented toward 

testing novel proteins and assessing binding affinity and stoichiometry using different 

molar ratios. 

In conclusion, this preliminary study emphasises the importance of multi-analytical 

approaches in characterising PFAS protein binding. For these reasons, Chapter 3 will be 

dedicated to an extensive study of PFOA-albumin interaction with a more structured 

approach, involving three different analytical methods.   
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Abstract 
 

 

Characterising PFAS-protein binding is instrumental to the understanding of cellular 

toxicities, biotransformation pathways, as well as the fate of selected PFAS. Since PFAS 

were traced in human plasma and recognised as global hazards for our health, numerous 

toxicological studies focused on PFAS-serum protein interactions were carried out, as 

described in Chapter 2. Globins, especially haemoglobin, and albumin were first 

considered. Albumin resulted to be affected by PFAS losing its functions. These findings 

were easily explained considering that PFAS structures mimic the ones of lipids, which are 

transported by albumin (the main carrier protein we have). An in-depth understanding of 

PFAS - albumin interactions will allow to evaluate albumin applicability in PFAS biosensing. 

This possible bioreceptor can be further engineered to improve its performances in terms 

of selectivity towards the analyte/s.  

 

In this chapter, perfluorooctanoic acid (PFOA) interactions with delipidated human 

serum albumin (dhSA) were characterized aiming to transpose toxicological findings in 

biosensing applications. In this case-study, PFOA was selected as representative of long 

chain PFAS. The performances of dhSA in presence of excess of PFOA were studied using a 

multi-analytical approach, untreated albumin was considered as control system. This 

latter combined: i) the characterisation of the PFOA-dhSA in solution via isothermal 

titration calorimetry (ITC), ii) a description of the binding site distribution based on X-ray 

crystallography and iii) an assessment of the complex stability referred to as collision 

induced unfolding (CIU) study carried out with native mass spectrometry (native MS). The 

dhSA shows a 4:1 binding stoichiometry and two affinity constants in the low µM-range 

(0.36 µM and 27.1 µM). ITC was applied to study the changes in the binding affinity at 

different temperatures and the binding site distribution was screened with competition 

assays. These findings were confirmed by the X-ray structure of the complex: PFOA binds 

at four fatty acids (FA) sites acting as a lipid. PFOA mimicking behaviour stabilises the 

albumin conformation leading to a stable complex, as seen in CIU plots.  

 
This multi-analytical study provides an example of how an in-depth understanding of 

serum proteins-PFAS interactions can help evaluating the applicability of these proteins as 

bioreceptors and contribute to toxicological studies at the same time.  

 
 

  



 

 

3.1. Introduction 
 

The characterisation of PFAS interactions with human serum proteins, such as human 

serum albumin, is fundamental to evaluate PFAS toxicity, as anticipated in Chapter 2. 

These findings can contribute to the advancement in toxicological studies and be applied 

in the design of protein-based bioreceptors and, even, in medical treatments for PFAS 

removal, such as hemoperfusion, plasma-adsorption or plasmapheresis [1,2]. Early 

studies of PFAS-protein interactions were firstly carried out in the 1950s, aiming to 

prevent bovine serum albumin denaturation and precipitation after interaction with 

perfluorooctanoate acid (PFOA) [3–5]. Only in the late 70s, the presence of 

organofluorine chemicals in human plasma was reported [6] showing the urgent need of 

understanding PFAS bioaccumulation paths in humans. Since then, numerous 

qualitative/quantitative methods were reported for the characterisation of PFAS-protein 

binding (studying the binding mechanism, kinetics and adverse effects on the activity of 

proteins) [7]. Among the most common methods we have: separative methods, such as 

equilibrium dialysis (ED) or size-exclusive chromatography (SEC), calorimetric ones, such 

as differential scanning calorimetry (DSC) or isothermal titrations (ITC) and spectroscopic 

methods (i.e., UV-VIS, IR, nuclear magnetic resonance (NMR), circular dichroism (CD), 

fluorescence). Lately also mass spectrometry (MS), surfactant methods, molecular 

docking and surface plasmon resonance were reported in protein binding studies. By 

combining these different methods, we can acquire a better characterisation of PFAS-

protein binding, overcoming the limits intrinsic to each analytical technique. According to 

Liu et al., we should focus more on multi-analytical approaches integrating emerging 

analytical techniques to unveil the differences in protein binding of different PFAS, from 

long to short chain ones, and face PFAS contamination with a more targeted-strategies 

[7].  

In the last decade, the affinity of PFAS, especially PFOA, for human, rat and bovine 

serum albumins was extensively characterized by multi-analytical approaches [8–11]. The 

strong affinity of PFOA for human serum albumin can be explain considering that its 

carboxylic head and fluorinated C8 tail mimic long-chain fatty acids (FAs) structure 

enabling PFOA to bind albumin FAs pockets and, thus, altering the protein functionalities. 

Albumin-PFOA interactions are noncovalent, mainly hydrophobic, and influenced by the 

protein conformation, working and environmental conditions (pH, etc.), as for FAs. 

However, the binding mechanism of PFOA to albumin is still unclear. To study the binding 

site distribution, check the affinity constant previously reported and assess the stability 

of PFOA-albumin complex a multi-analytical study based on ITC, X-ray crystallography and 

native MS was designed. PFOA was selected as representative of long chain PFAS aiming 

to use the previous literature to validate the results collected with the proposed 

approach.  
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Mature human serum albumin is a not glycosylated globular protein of 585 amino 

acids with a m. w. of 66.5 kDa [12]. It is the most abundant circulating protein in the 

plasma with a concentration of about 35-50 gL-1 [13]. Mostly synthesised in the liver 

where the hepatocytes store limited amount, 13-14 g of albumin reaches the 

intravascular space daily [14]. Compared to other carrier proteins, human serum albumin 

has many low and high affinity binding pockets and is able to reversibly bind a wide range 

of endogenous (i.e., FAs, lipophilic hormone, hemin, bilirubin, tryptophan) and exogenous 

ligands (i.e., metal ions, pharmaceutical drugs, anti-tumoral drugs) [12]. The low 

immunological response and long half-life of albumin has been applied as stabilizing agent 

to enhance drug potential and delivery system of new designed molecules for specific 

targets [15]. The secondary structure is composed of 67% α-helix elements arranged in 

three homologous domains (I-III), whose reciprocal interactions create an asymmetric 

module with up to nine distinct FAs binding sites, as shown in Figure 3.1. The location, 

nature and conformational organisation of these binding sites in the presence of different 

FAs has been extensively investigated using multiple yet complementary biophysical tools 

[16–18]. The structural studies of Curry et al. allowed describing seven FAs sites with 

asymmetrical distribution (see FA1-FA7 in Figure 3.1). 

 
Figure 3.1. Crystal structure of human serum albumin (PDB identification code: 1E7E) showing the distribution 
of the domains (A) and the fatty acids sites (B): FA1 (light orange), FA2 (pink), FA3 (dark red), FA4 (dark blue), 
FA5 (light blue), FA6 (yellow), FA7 (grey) and crevice (green). The three-dimensional structure model was 
generated and rendered using PyMOL. 

 
These sites are located in sub-domain IB (FA1), at the interface between sub-domains 

IA and IIA (FA2), in sub-domain IIIA in correspondence of Sudlow's drug-binding site II 

(FA3-FA4), in sub-domain IIIB (FA5), at the interface between sub-domains IIA and IIB 

(FA6), in the sub-domain IIA in correspondence of Sudlow's drug-binding site I (FA7) and 



 

 

in the crevice between sub-domains IB and IIIA [16,19,20]. Short to medium length FAs (6 

to 12 carbons) bind albumin using these pockets with affinities between 0.5 and 60 μM, 

while the longest ones (14 to 18 carbons) have 10-fold higher affinities (below 50 nM) 

[21–23]. The lipid affinity for FAs pockets is crucial if we consider that PFOA can possibly 

compete to access these sites. By studying the PFOA-albumin complex we aimed to 

elucidate if PFOA is hosted by FAs cavities and, eventually, which ones.   

Albumin would represent an abundant, accessible and flexible potential bioreceptor 

for PFAS biosensing, therefore its applicability as a biorecognition layer needs to be 

verified. To improve the reproducibility of this possible bioreceptor, a delipidation 

treatment was introduced. The removal of FAs is expected to improve the selectivity 

(PFOA will not have to compete with the FAs present in albumin pockets) even though 

this treatment might also lower the protein stability (FAs were found to stabilise albumin 

structure, so if absent the albumin unfolding rate might be higher). Delipidated human 

serum albumin (dhSA) is commonly used in physiological, medical and pharmacokinetics 

studies to assess the interaction mechanism of this carrier protein with fatty acids, 

hormones, drugs, etc. PFOA binding to dhSA was not studied, so far. Apart from the 

binding mechanism, an estimation of the affinity constants in solution and an assessment 

of the stability of the complex formed is required to evaluate its applicability as 

bioreceptor. In Chapter 2, we saw the importance of probing the protein-analyte with 

complementary techniques, here a more structured approach is reported. In this chapter, 

PFOA-dhSA binding in solution was investigated in solution by ITC suggesting the presence 

of multiple binding sites with different affinity constants for PFOA. A 4:1 PFOA-dhSA 

stoichiometry was observed with one high and three low affinity binding sites. 

Competition experiments with well-known albumin-binding drugs allowed locating the 

high affinity binding site in subdomain IIIA (Figure 3.1). Once the formation of the complex 

was confirmed, the location of the sites was elucidated. We report here the crystal 

structure of dhSA in complex with PFOA and a medium-chain saturated FA, the myristic 

acid. A total of eight distinct binding sites, four occupied by PFOAs and four by FAs, have 

been identified. Then, the stability of the dhSA in comparison to the untreated albumin 

was probed by collision induced unfolding (CIU) in the native MS study. By activating the 

albumin ions at increasing collision energies, this ion mobility-mass spectrometry (IM-MS) 

method enables to discriminate protein isoforms based on their unfolding patterns and 

stabilities. Overall, the proposed multi-analytical approach allowed to have a better 

understanding of the interaction between PFOA and dhSA, which can provide not only a 

better assessment of the absorption and elimination mechanisms of these compounds in 

vivo but also have implications in the development of novel molecular receptors for 

diagnostic and biotechnological applications. 
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3.2. Materials and Methods 
 

3.2.1. Materials and Sample Preparation 
 

Recombinant human serum albumin (hSA, Albagen XL) was purchased from Albumin 

Bioscience (Alabama, US), cytochrome C and sodium myristate from Sigma Aldrich 

(France). Perfluorooctanoic acid (PFOA, ≥96%) and perfluorooctanesulfonic acid 

potassium salt (PFOS, ≥98%), perfluorhexanesulfonic acid (PFHxS) and 

perfluoropentanoic acid (PFPA) were purchased from Sigma Aldrich (Belgium). The 

2,3,3,3-tetrafluoro-2-(heptafluoropropoxy)-propanoate ammonium salt (HFPO-DA) was 

purchased from Carbosynth (UK) and (difluoro{[2,2,4,5-tetrafluoro-5-(trifluoromethoxy)-

1,3-dioxolan-4-yl]oxy}acetic acid (C6O4) from Solvay (Italy). A 0.1 M sodium phosphate 

buffer (NaPi) (>99.0%) 0.1 M of NaCl and 7.5 M ammonium acetate (NH4CH3CO2) solutions 

(>99.0%) were freshly prepared and purchased from Sigma-Aldrich (Belgium). The 

charcoal was purchased from Caesar & Loretz GmbH (Germany). All the reagents were of 

analytical grade and solutions were prepared using double distilled deionized water. 

Two different types of recombinant human serum albumin (hSA) have been prepared: 

an untreated and a delipidated form (dhSA). The dhSA was obtained by adsorption onto 

activated charcoal as described previously [24]. Briefly, the water-washed charcoal (0.4 

mg per mg of hSA) was suspended in PBS pH 7.4, the pH was lowered to 3 with a solution 

1 M of HCl. The resulting suspension was incubated at least 3 h under gentle shaking at 4 

°C. Then, the pH of the supernatant was adjusted to 7.4 using 2 M of NaOH before filtering 

the supernatant. The polymers/aggregates and the disulphide-bridged dimer formed 

during protein treatment were removed by size exclusion chromatography (SEC) using a 

HiLoad 16/600 Superdex 200 pg column (GE Healthcare, Germany) connected to an ÄKTA 

pure 25 M system (GE Healthcare, Germany) equilibrated with 50 mM NaPi, 100 mM 

NaCl, pH 7.4. The fractions containing monomeric dhSA protein were pooled and further 

concentrated by using 10000 NMWL Amicon Ultra-15 ultrafiltration devices (Merck Life 

Science, Germany) at 4000 g and 4 °C on a Heraeus Multifuge X1R centrifuge (Thermo 

Fisher Scientific, U.S.A.) to a final protein concentration of 25 mg mL−1 (375 µM). Protein 

concentrations were determined by mySPEC spectrophotometry (VWR, U.K.). The 

procedure employed for the purification of untreated hSA was identical. Purified hSA 

proteins were flash frozen in liquid nitrogen and stored at −80 °C. The monodisperse state 

of concentrated hSA proteins was confirmed by SEC using a Superdex 200 10/300 GL 

column (GE Healthcare, Germany) connected to an ÄKTA pure 25 M system and 

equilibrated with 50 mM NaPi, 100 mM NaCl, pH 7.4. Purified hSA proteins were eluted 

as a single peak at elution volumes (Ve) that corresponds to apparent molecular mass of 

about 66.5 kDa (monomer). 

 



 

 

3.2.2 Isothermal Titration Calorimetry 
 

ITC experiments were performed using a Microcal PEAQ-ITC instrument (Malvern 

Panalytical). Recombinant dhSA (120 μM), PFOA (4 mM), ibuprofen (4 mM) and 3-

carboxy-4-methyl-5-propyl-2-furanpropionic acid (CMPF, 4 mM) were dissolved in 50 mM 

NaPi, 100 mM NaCl, pH 7.4, while warfarin (8 mM) and iodipamide (4 mM) were dissolved 

in the same buffer including 2.5% vol/vol DMSO to improve solubility. All working 

solutions were properly degassed. Titrations were carried out at different temperature 

values ranging from 12 to 37°C and 750 rpm stirring rate to ensure rapid mixing. A volume 

of 280 μL of dhSA in the cell was titrated with 40 μL of PFOA, ibuprofen, CMPF, warfarin 

or iodipamide. The injection volume was 1.5 μL and a 120 s interval between injections 

was applied to guarantee the equilibrium at each titration point. Each titration involved a 

total of 25 independent stepwise additions. Initial injection volume (0.4 μL) was excluded 

from the analysis. The heats of ligands dilutions were subtracted in all experiments. 

Competition experiments were conducted by adding in the cell saturating concentrations 

of each single molecule (ibuprofen = 250 μM; CMPF = 250 μM; warfarin = 200 μM; 

iodipamide = 600 μM) and titrating PFOA (4 mM). Data were analysed using the MicroCal 

PEAQITC Evaluation software (Malvern). Integrated heat signals were fitted to a “one set 

of sites” or a “two set of sites” binding models. Values for the affinity constant (KA = KD
-1) 

and enthalpy change (ΔH) together with the stoichiometry of the PFOA-dhSA reaction 

were obtained from the curve fitting. Free energy and the entropy change (ΔS) were 

calculated from the Gibbs free energy (ΔG) relationships: –RTlnKA = ΔG = ΔH–TΔS.  

 

3.2.3 X-ray Crystallography 

Crystallisation trials of the defatted recombinant dhSA in complex with PFOA and/or 

sodium myristate (MYR) were carried out at 285 K in a MRC maxi 48-well crystallisation 

plate (Hampton Research, CA, USA) using the sitting-drop vapor-diffusion method and the 

Morpheus MD1-46 protein crystallisation screen kit (Molecular Dimensions Ltd, Suffolk, 

UK). Droplets of 1.6 μL volume (0.8 μL of protein complex and 0.8 μL of reservoir solution) 

were set up using an Oryx 8 crystallisation robot (Douglas Instruments Ltd, Berkshire, UK) 

and equilibrated against 120 μL reservoir solution. In all the cases, the largest crystals 

were obtained by streak- or micro-seeding into drops that had been allowed to equilibrate 

for 5–7 days. Best crystals of dhSA incubated with a 10-fold molar excess of PFOA and a 

5-fold molar excess of MYR were obtained using: 50 mM HEPES, 50 mM MOPS, 30 mM 

diethylene glycol, 30 mM triethylene glycol (PGE), 30 mM tetraethylene glycol (PG4), 30 

mM pentaethylene glycol, 12.5% v/v MPD, 12.5% w/v PEG 1000, 12.5% w/v PEG 3350 pH 

7.5, as precipitant agent. Best crystals of dhSA incubated with a 5-fold molar excess of 

PFOA and a 10-fold molar excess of MYR were obtained using: 50 mM HEPES, 50 mM 
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MOPS, 20 mM 1,6-hexanediol (HEZ), 20 mM 1-butanol, 20 mM 1,2-propanediol, 20 mM 

2-propanol, 20 mM 1,4-butanediol (BUD), 20 mM 1,3-propanediol (PRD), 12.5% v/v MPD, 

12.5% w/v PEG 1000 and 12.5% w/v PEG 3350 pH 7.5, as precipitant agent. Best crystals 

of dhSA incubated with a 10-fold molar excess of MYR were obtained using: 50 mM 

HEPES, 50 mM MOPS, 30 mM sodium fluoride, 30 mM sodium bromide, 30 mM sodium 

iodide, 12.5% v/v MPD, 12.5% w/v PEG 1000, 12.5% w/v PEG 3350 pH 7.5, as precipitant 

agent. For X-ray data collection, crystals were mounted on LithoLoops (Molecular 

Dimensions Ltd, Suffolk, UK), soaked in cryoprotectant solution (crystallisation buffer 

added with 20% v/v ethylene glycol (EDO)) and flash-frozen in liquid nitrogen. 

X-ray diffraction data of the complexes were collected at the ID30 beamline of the 

European Synchrotron Radiation Facility (ESRF, Grenoble, France) and at the I04 beamline 

of Diamond Light Source Ltd (DLS, Oxfordshire, UK). The best crystals of the ternary 

complex dhSA-PFOA-Myr (1:10:5) obtained using an excess of PFOA over Myr diffracted 

to 2.10 Å maximum resolution. Crystals belong to the C2 space group, with unit cell 

parameters: a =184.79 Å, b = 38.51 Å, c = 95.59 Å, α = 90°, β = 104.95° and γ = 90°. The 

asymmetric unit contains 1 molecule, corresponding to a Matthews coefficient of 2.45 

Å3/Da and a solvent content of about 49.84% of the crystal volume. The best crystals of 

the ternary complex dhSA-PFOA-Myr (1:5:10) obtained using an excess of Myr over PFOA 

diffracted to 1.80 Å maximum resolution. Crystals belong to the C2 space group, with unit 

cell parameters: a =185.06 Å, b = 38.64 Å, c = 96.06 Å, α = 90°, β = 104.88° and γ = 90°. 

The asymmetric unit contains 1 molecule, corresponding to a Matthews coefficient of 

2.48 Å3/Da and a solvent content of about 50.34% of the crystal volume. The best crystals 

of the binary complex dhSA-Myr (1:10) diffracted to 1.80 Å maximum resolution. Crystals 

belong to the I2 space group, with unit cell parameters: a =95.31 Å, b = 38.54 Å, c = 184.28 

Å, α = 90°, β = 104.45° and γ = 90°. The asymmetric unit contains 1 molecule, 

corresponding to a Matthews coefficient of 2.45 Å3/Da and a solvent content of about 

49.71% of the crystal volume. Frames were indexed and integrated with software XIA2, 

merged and scaled with AIMLESS (CCP4i2 crystallographic package) [25]. 

The structures were solved by molecular replacement with software PHASER using as 

a template the model 1BJ5 [26]. Refinement was carried on using REFMAC and PHENIX. 

Rebuilding and fitting of the PFOAs, MYRs and precipitant/buffer molecules (BUD, EDO, 

HEZ, MPD, MOPS, PG4, PGE, PRD) was performed manually with graphic software COOT 

[27]. Since the first cycles of refinement, the electron density corresponding to the bound 

PFOA and/or Myr molecules were clearly visible in the electron density map. The final 

model of the ternary complex dhSA-PFOA-Myr (1:10:5) contains 4664 protein atoms, 100 

PFOA ligand atoms, 64 MYR ligand atoms, 88 water molecules and 88 atoms of other 

molecules. The final crystallographic R factor is 0.21 (Rfree 0.28). The final model of the 

ternary complex dhSA-PFOA-Myr (1:5:10) contains 4677 protein atoms, 75 PFOA ligand 

atoms, 96 MYR ligand atoms, 191 water molecules and 80 atoms of other molecules. The 



 

 

final crystallographic R factor is 0.212 (Rfree 0.245). The final model of the binary complex 

dhSA-Myr (1:10) contains 4636 protein atoms, 96 MYR ligand atoms, 23 water molecules 

and 53 atoms of other molecules. The final crystallographic R factor is 0.21 (Rfree 0.29). 

Geometrical parameters of the three models are as expected or better for this resolution. 

The solvent excluded volumes and the corresponding buried surfaces were calculated 

using PISA software [28] and a spherical probe of 1.5 Å radius. Intra-molecular and inter-

molecular hydrogen bond interactions were analysed by PROFUNC [29], LIGPLOT+ [30] 

and PYMOL [31] software. The interactions established by PFOA atoms were calculated 

using CLICK server[32]. 

 

3.2.4 Native IM-MS and CIU 

Prior to use, both untreated and dhSA were defrosted at +4⁰C in the centrifuge (15 000 

g for 5 min) and dialyzed overnight in 100 mM ammonium acetate using Slide-a-Lyzer 

Mini dialysis units (3,5 kDa MWCO). After dialysis, the concentrations of the protein 

solutions were checked at λ=280 nm with Nanodrop2000-ThermoScientific using the 

following parameters for both albumins: MW = 66531 Da and ε=34445 M-1cm-1. The 

average of three consecutive measurements was considered. Then, the protein samples 

were diluted to a final concentration of 10 µM in ammonium acetate pH 6.8 and aliquot 

of PFOA solutions were added to prepare the samples. The stock PFOA solution of 5 mM 

(C8HF15O2, MW= 414.07 g/mol) was prepared in 0.1 M phosphate buffer saline with 0.1 

M of NaCl and sonicated for 10 min. Once prepared the hSA/dhSA and PFOA solutions 

were kept for max 5 h in the fridge at +4 ⁰C. No incubation time was needed before 

running the measurements. A volume of approximately 2-4 µL was required for each 

measurement. The instrument was set using the conditions previously described in 

Section 2.2.3. 

The measurements of the other proteins and the CIU experiments of albumin were 

performed on a Synapt G2 HDMS instrument (Waters) with liquid nitrogen (purity 99 %, 

Messer) in the IM cell and the following instrument settings were used: spray capillary 

voltage 1.2-1.9 kV, source temperature 30 °C, sampling cone 25 V, extraction cone 1 V, 

trap collision energy 5 V (for the CIU experiments this was varied from 10 to 150 V), 

transfer collision energy 0 V, trap DC bias 45 V, IMS wave height 35 V and IMS wave 

velocity 700 m/s. The backing pressure was set to 3.9 mbar, the source pressure to 2.8·10-

3 mbar, the trap pressure to 2.4·10-2 mbar, the IMS pressure to 3.0 mbar, and the transfer 

pressure to 2.5·10-2 mbar.  

 

All data were analysed using MassLynx v4.2 (Waters) and Driftscope v2.3 (Waters). The 

Gaussian peak deconvolution algorithm within OriginPro 2018 was used to separate main 

and shoulder peaks and bound and unbound states. Afterwards, the intensity of these 
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peaks was used to estimate the abundance of each species. The KD of untreated hSA-PFOA 

complex was estimated from a single point measurement, as described by Göth et al., for 

all charge states and the mean KD was reported [33]. Arrival times were extracted from 

the 15+ charge state (no mass selection) from the full width at half maximum of the whole 

peak, including salt adducts and complexes (where appropriate). This corresponds to an 

m/z-window from 4435 to 4455 m/z and 4435 to 4520 m/z for the unbound and bound 

hSA, respectively. Experimental TWCCSN2 [34]1 values were calculated using a previously 

reported method relying on a calibration with other native proteins under the same 

experimental conditions [35]. During the calibration procedure, a linear fitting was 

applied according to Thalassinos et al. [36]. The CIUSuite 2 software (v2.2) developed by 

Polasky et al. was used to generate the CIU plots and analyse these data [37].  

 

3.3. Results and Discussion 
 

In recent years, the binding of PFOA to albumin has been characterised using multiple 

analytical techniques and considerable insights have been accumulated, however our 

understanding of the PFOA-albumin interactions is far from complete [38]. Though 

human serum albumin has been reported to bind between 1 to more than 10 PFOA 

molecules with binding affinities ranging from 10−2 to 10−6 M. The difference in the 

analytical techniques, sample preparation protocols (i.e., protein purification) and 

instrumentation used make the results reported in the previous studies often inconsistent 

and hard to compare. Moreover, a high-resolution structural analysis of the interaction 

between PFOA and albumin is still lacking. For these reasons, the multi-analytical 

approach reported in this chapter aims to characterise the PFOA-dhSA binding complex 

in solution by ITC, to elucidate its crystallographic structure, to confirm its stability by 

native MS and the CIU methods and provide a consistent set of data. Prior to describing 

the results in details, it is worth noting that a total of four PFOA binding sites with different 

affinities have been determined. The changes in binding stoichiometry and affinity were 

investigated at different temperatures (from 12 to 37°C). Competition experiments with 

known dhSA-binding drugs allowed locating the high affinity binding site in sub-domain 

IIIA. The elucidation of the molecular basis of PFOA -dhSA complex confirmed the FA-like 

behaviour of this ligand. This information is crucial for the design of engineered albumin-

bioreceptors for PFAS sensing. In this context, native MS analysis completed the dataset 

with additional information: i) delipidated albumin formed more reproducible complexes 

with PFOA and ii) the complex is stable as well as the protein itself (PFOA binding do not 

lead to albumin partial unfolding).  

 
1 Type of IM, where TW stands for “travelling wave” 



 

 

 

3.3.1. Characterisation in Solution: ITC  
 

The molecular interaction between PFOA and dhSA was first characterised in solution 

at 25°C by isothermal titration calorimetry. The raw data reported in Figure 3.2A (25°C) 

were fitted using a “two sets of sites” binding model, as explained in Section 3.2.2, and 

the fitting values are summarised in Table A3.1, Annex A. The results suggest that each 

dhSA can bind up to four PFOA molecules (4:1 stoichiometry). The PFOA binding sites are 

grouped into two pairs with different dissociation constants (KD): a high-affinity site (KD = 

0.357 μM) and three low-affinity ones (KD = 27.1 μM). For all the four sites, the energetic 

of PFOA binding followed an exothermic reaction. The high affinity site shows a favourable 

energetic contribution of both enthalpy (∆H) and entropy (∆S), suggesting that the 

interaction is achieved through electrostatic and hydrophobic contribution, as shown in 

Figure 3.2B. Inversely, binding of the PFOA to the three low-affinity sites is mainly 

characterized by a positive entropic contribution, which can be ascribed to hydrophobic 

interactions. 
 

 
Figure 3.2 Isothermal titration calorimetry analysis of PFOA binding to dhSA. (A) Representative raw trace (top) 
of the calorimetric titration of PFOA into dhSA and integrated binding isotherm (bottom); (B) Summary of 
thermodynamic parameters. Bar diagram presenting the thermodynamic parameters for the high affinity (left) 
and low affinity (right) binding site. Gibbs free energy changes (ΔG), enthalpy changes (ΔH) and entropy 
changes (ΔS) are shown in red, blue and grey, respectively. n indicates the stoichiometry of the binding; (C) 
Column graph reporting the number of PFOA ligands bound to dhSA (gray) and dhSA (blue) human serum 
albumin. The molecular mass of untreated hSA and dhSA in complex with increasing amount of PFOA was 
determined using native MS. Values (y-axis) represent the means ± s.e.m. (bars) of at least three independent 
experiments.  

 

The effect of the temperature on the binding of PFOA was studied considering a range 

going from 12-37 °C, as shown in Figure 3.3. No significant variations were observed in 

the stoichiometry nor in the binding affinities when ITC studies were performed at 

temperatures ranging from 12 to 30°C (Table A3.1). On the contrary, a change in the 

stoichiometry of the low-affinity binding sites was instead observed at physiological 

temperature (37°C) with one or two low-affinity sites showing a minor their binding 
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affinity. Though, these sites appear to recur when longer titrations are performed 

(Figure 3.3B). These multiple bindings were observed also via native MS analysis, using 

increasing molar ratio of PFOA to dhSA. The results revealed the presence of up to eight 

PFOA binding sites (Figure 3.2C). This data is in good agreement with previous studies [39] 

and confirmed the ability of PFOA to occupy additional dhSA pockets at higher 

concentrations. A consistent trend in the binding stoichiometry was observed when the 

analysis was performed using dhSA or untreated hSA, as further discussed in Section 

3.3.3.  

To assign the high affinity binding site, we performed competitive ITC studies using a 

range of commercially available drugs with known binding affinity and site-selectivity 

[40]. Drugs binding in the sites FA4, FA6 and FA7 were selected because the structural 

analysis revealed that these are the preferential pockets for PFOA binding, as described 

in following Section 3.3.2. These drugs include ibuprofen (binding FA4 and FA6), 3-

carboxy-4-methyl-5-propyl-2-furanpropionic acid (CMPF; binding FA4 and FA7), warfarin 

(binding FA7) and iodipamide (binding FA7 and crevice). The superimposition of all 

albumin-drugs structures presented in Figure 3.4A shows the complementary distribution 

of these sites. By considering presence/absence of a competition equilibria between 

PFOA and each of these drugs, we will be able to identify the high affinity sites among the 

four FAs considered. First, titration profiles of the four compounds to dhSA were recorded 

confirming the binding to the protein and allowing us to assess the optimal saturating 

conditions for each drug (Figure 3.4C, Table A3.3). The experimental binding parameters 

were in good agreement with those reported in the literature [41–43]. The presence of 

small amounts of DMSO, needed to solubilize some drugs, did not alter the binding 

parameters of PFOA to dhSA (Figure 3.4E, Table A3.2). The overlay of the individual 

titration profiles of PFOA to dhSA saturated with single drug enabled the identification of 

the highest binding affinity site for PFOA. While the titration profiles obtained in the 

presence of warfarin- and iodipamide-saturated dhSA are comparable to that of dhSA, 

those obtained in the presence of ibuprofen- and CMPF-saturated dhSA revealed a nearly 

saturated flat curve, suggesting a direct competition and preservation of the only lower 

affinity sites. In addition, the thermodynamic parameters of binding of PFOA to dhSA in 

the presence of ibuprofen or CMPF show little or null enthalpic contribution, which is 

instead present when the protein is saturated with iodipamide or warfarin and 

comparable to that of dhSA (Figure 3.5).  



 

 

 
 
Figure 3.3 Isothermal titration calorimetry analysis of dhSA binding to PFOA at different temperatures. (A) 
Representative raw trace (top) and integrated binding isotherm (bottom) of the calorimetric titration of PFOA 
binding to dhSA at 12 °C, 19 °C, 22 °C, 25 °C, 30 °C and 37 °C; (B) Representative raw trace (top) and integrated 
binding isotherm (bottom) of the calorimetric titration of PFOA binding to dhSA for 100 min at 37 °C; (C) 
Summary of thermodynamic parameters. Bar diagram presenting the thermodynamic parameters for the high 
affinity (left) and low affinity (right) binding sites. Gibbs free energy changes (ΔG), enthalpy changes (ΔH) and 
entropy changes. 
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Figure 3.4 Isothermal titration calorimetry analysis of dhSA binding to four commercially available drugs in the 
absence and in the presence of PFOA. (A) Superimposition of dhSA structure (white) with aligned dhSA-
ibuprofen [PDB identification code: 2BXG], dhSA-CMPF [PDB identification code: 2BXA], dhSA-iodipamide [PDB 
identification code: 2BXN] and dhSA-warfarin [PDB identification code: 2BXD] complexes. Bound molecules are 
shown in a ball-and-stick representation and coloured as follow: ibuprofen = red, CMPF = yellow, iodipamide 
= green and warfarin = blue; (B) Overlay of the individual titration profiles of PFOA to dhSA saturated with 
ibuprofen (red), CMPF (yellow), iodipamide (green) and warfarin (blue). Titration profile of PFOA to dhSA alone 
is shown in black.(C) Representative raw trace (top) and integrated binding isotherm (bottom) of the 
calorimetric titration of ibuprofen, CMPF, warfarin and iodipamide into dhSA; (D) Representative raw trace 



 

 

(top) and integrated binding isotherm (bottom) of the calorimetric titration of PFOA binding to ibuprofen-, 
CMPF-, warfarin- and iodipamide-saturated dhSA; (E) Titration profiles of PFOA binding to dhSA in the 
presence or in the absence of 2.5% v/v DMSO. 

 
Given that ibuprofen and CMPF share the same FA4 binding site and that among all 

the compound tested ibuprofen is the only one that does not bind FA7, we can conclude 

that FA4 is a high affinity site for PFOA, whereas FA6, FA7 and the crevice are the low 

affinity ones. The results are consistent with the comparative analysis of the interactions 

of each single molecule of PFOA to the residues of dhSA which shows that the PFOA 

molecule bound to the FA4 site establishes a higher number of intermolecular contacts if 

compared to other sites, as described in the next section. 
 

  
Figure 3.5. Summary of thermodynamic parameters for the binding of PFOA to hSA in the presence of four 
commercially available drugs. (A) Bar diagram presenting the thermodynamic parameters for the high affinity 
(left) and low affinity (right) binding site of PFOA to ibuprofen-, CMPF-, warfarin- and iodipamide-saturated 
dhSA; (B) Bar diagram presenting the thermodynamic parameters for the high affinity (left) and low affinity 
(right) binding site of PFOA to dhSA in absence (left) and presence (right) of 2.5% v/v DMSO. Gibbs free energy 
changes (ΔG), enthalpy changes (ΔH) and entropy changes (ΔS) are shown in red, blue and grey, respectively. 
n indicates the stoichiometry of the binding. 
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3.3.2 Molecular Binding Mode: X-ray Crystallography 
 

X-ray crystallography was applied to determine the structure of the complex. To 

resemble the physiological conditions, we co-crystallized dhSA in the presence of both 

PFOA and the representative long FA myristic acid (Myr). The dhSA-PFOA-Myr complex 

was prepared by incubating the dhSA protein with a two-fold molar excess of PFOA over 

Myr, different ratios were tested (Section 3.2.3). The best crystals diffracted to 2.10 Å 

maximum resolution and the structure solved by molecular replacement (Figure 3.6, 

Table A3.4, PDB identification code: 7AAE). The polypeptide chain of dhSA could be traced 

unambiguously from His3 to Leu585. The electron density was clearly visible for all the 

ligands allowing a definite assignment of the positions and orientations of both PFOA and 

Myr bound molecules. A total of eight distinct binding sites, four occupied by PFOA and 

four by Myr, have been identified (Figure 3.6C). The binding sites occupied by PFOA are 

located at the Sudlow's drug-binding site I (subdomain IIA) and II (subdomain IIIA). Here, 

we refer to these two ligands as PFOA3 and PFOA1. A third molecule, named PFOA2, is 

positioned at the interface of subdomains IIA and IIB (FA6) whereas a fourth binding site 

(PFOA4) laid in the crevice at the interface between sub-domains IB and IIIA. The 

remaining binding sites FA1, FA2, FA3, and FA5 were all occupied by Myr molecules.  

 
Figure 3.6. Structure of dhSA in complex with PFOA and Myr. Chemical structure (top) and composite omit 
maps depicting the (Fo−Fc) electron density (bottom) of PFOA (A) and Myr (B) contoured at 4σ; (C) Crystal 
structure of dhSA-PFOA-Myr complex (white) obtained using a twofold molar excess of PFOA over Myr [PDB 
identification code: 7AAE]; (D) Superimposition of dhSA-PFOA-Myr ternary complex (white) with aligned dhSA-
Myr binary complex (blue white) [PDB identification code: 7AAI]. The structure of dhSA is organized in 
homologues domains (I, II and III), subdomains (A and B), fatty acids (FA) and Sudlow's binding sites. The α-
helices of dhSA are represented by cylinders. Bound PFOA and Myr are shown in a ball-and-stick representation 
with a semi-transparent van der Waals and coloured by atom type (PFOA: carbon = dark salmon, oxygen = 
firebrick, fluorine = pale cyan; Myr: carbon = smudge green, oxygen = firebrick). The electron density PFOA and 
Myr is shown as grey mesh. 

 

To better compare the binding mode of PFOA with that of Myr, we determined the 

crystal structure of dhSA-Myr binary complex (Figure 3.6D, PDB identification code: 7AAI). 

Superposition of our two crystal structure complexes with those of other dhSA-FA 

complexes previously described does not show any striking rearrangements of the main 

https://onlinelibrary.wiley.com/doi/10.1002/pro.4036#support-information-section
https://onlinelibrary.wiley.com/doi/10.1002/pro.4036#pro4036-fig-0001
https://onlinelibrary.wiley.com/doi/10.1002/pro.4036#pro4036-fig-0001


 

 

backbone with root mean square deviations of the Cα-atoms that never exceed 0.85 Å 

[20,44]. Importantly, the pattern of binding of all PFOAs is similar to those of medium-

chain FAs. Moreover, no major differences are observed for the side chains of amino acids 

involved in the binding when compared to other dhSA-FA complexes (Figure 3.7).  
 

 
Figure 3.7. Superimposition of the ligand-bind sites of dhSA in complex with PFOA and two saturated FAs: Dka 
(C10:0), and Myr (C14:0) [46]. (A) Superimposition of Dka and Myr bound to FA1 in sub-domain IB; (B) 
Superimposition of Dka and Myr bound to FA2 in sub-domain IA and IIA; (C) Superimposition of Dka, Myr and 
PFOA bound to FA3 and FA4 in sub-domain IIIA (Sudlow's drug-binding site II); (D) Superimposition of Dka and 
Myr bound to FA5 in sub-domain IIIB; (E) Superimposition of Dka, Myr and PFOA bound to FA6 at the interface 
of subdomains IIA and IIB; (F) Superimposition of Dka, Myr and PFOA bound to FA7 in sub-domain IIA (Sudlow's 
drug-binding site I); (G) Superimposition of Dka and PFOA bound to the crevice between sub-domains IB and 

IIIA. The side chains of amino acids presenting a notable difference are shown (ball-and-stick model). The -
helices of dhSA in complex with Dka (PDB code ID: 1E7E) and Myr (PDB code ID: 1E7G) are coloured in pale 

cyan and light pink, respectively. The -helices of dhSA-PFOA-Myr (PDB code ID: 7AAE) and dhSA-Myr (PDB 
code ID: 7AAI) complexes are coloured in white and wheat, respectively. The selected amino acid side-chains 
are represented as ball-and-stick and colored by atom type (carbon = white for hSA/PFOA/Myr complex, wheat 
for hSA-Myr complex, pale cyan for hSA-Dka complex and light pink for hSA-Myr complex; oxygen = firebrick, 
nitrogen = sky blue). Bound PFOA, Dka and Myr ligands are shown in a ball-and-stick representation and 
colored by atom type (PFOA: carbon = dark salmon, oxygen = firebrick, fluorine = pale cyan; Myr – 7AAE: 
carbon = smudge green, oxygen = firebrick; Myr – 7AAI: carbon = orange, oxygen = firebrick; Dka – 1E7E: 
carbon = purple, oxygen = firebrick and Myr – 1E7G: carbon = purple, oxygen = firebrick). 

https://onlinelibrary.wiley.com/doi/10.1002/pro.4036#support-information-section
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Figure 3.8. Comparison of FA6 and FA7 ligand occupancy in hSA-PFOA-Myr and hSA-Myr complexes. (A) 
Detailed view of ligands bound to FA6 in hSA-PFOA-Myr (left) and hSA-Myr (right) complexes; (B) Detailed view 

of ligands bound to FA7 in hSA-PFOA-Myr (left) and hSA-Myr (right) complexes. The -helices of hSA in the 
ternary and binary complex are shown in white and white blue, respectively.  The selected amino acid side 
chains are represented as ball-and-stick and colored by atom type (carbon = white or blue white, oxygen = 
firebrick, nitrogen = sky blue). Bound molecules are depicted as ball-and-stick models (PFOA: carbon = dark 
salmon, oxygen = firebrick, fluorine = pale cyan; Myr: carbon = smudge green, oxygen = firebrick; PG4 and 
MPD: carbon = wheat, oxygen = firebrick). Composite omit maps, representing the (Fo - Fc) electron density 

contoured at 4, are shown as grey mesh. Bound water molecule is shown in light teal. 

 

 
Figure 3.9. Details on the binding mode of PFOA to dhSA. (A) Molecular surface representation of the overall 
dhSA-PFOA-Myr complex shown in two orientations (90° rotation); (B) PFOA1 bound to FA4 in sub-domain IIIA; 
(C) PFOA2 bound to FA6 at the interface of subdomains IIA and IIB; (D) PFOA3 bound to FA7 in sub-domain IIA; 



 

 

(E) PFOA4 bound to the crevice between sub-domains IB and IIIA. The α-helices of dhSA are shown in white 
and the selected amino acid side chains are represented as ball-and-stick and colored by atom type (carbon= 
white, oxygen= firebrick, nitrogen= sky blue). Bound PFOA molecules are depicted as ball-and-stick models 
(PFOA: carbon= dark salmon, oxygen= firebrick, fluorine= pale cyan) and the composite omit maps are shown 
as grey mesh. Bound tetraethylene glycol (PG4) molecule is shown as ball-and-stick model and colored by atom 
type (carbon = wheat, oxygen = firebrick). Hydrogen bonds, salt bridges and polar interactions are shown as 
split pea dashed lines. For visualisation, only inter-molecular polar interactions below 3.0 Å are shown. 

 

Despite several structural analyses reported the presence of different FAs in FA7 site, 

our binary dhSA-Myr complex shows a 2-methyl-2,4-pentanediol (MPD) molecule bound 

to it (Figure 3.8) [20]. This evidence is consistent with earlier studies reporting a poor and 

truncated electron density lacking the characteristic expansion at one end necessary to 

locate the carboxylate head-group of the Myr, thus corroborating the relatively low biding 

affinity of FAs for this site [45]. Overall, the structure of dhSA in complex with PFOA and 

Myr revealed the presence of four distinct PFOA binding sites and no conformational 

differences with those of other dhSA-FA complexes. The electronic density of all PFOA 

and Myr ligands is well defined allowing an unambiguous assignment of the positions of 

both hydrophilic carboxylate head-groups and n-tetradecane (C14) methylene or 

fluorinated n-octyl (C8) lipophilic tails. The PFOA1 molecule lies in the long and narrow 

Sudlow's drug-binding site II (named FA4), located in sub-domain IIIA, and is positioned 

approximately at right angles to the Myr molecule (Myr3), located in the nearby FA3 site 

(Figure 3.9 A). Alike FAs, the carboxylate head-group of PFOA1 forms a hydrogen bond 

with the side chain of Ser489 and polar interactions with side chains of adjacent Asn391, 

Arg410, and Tyr411 (Figure 3.9B). Furthermore, numerous polar interactions are 

established between fluorine atoms (F3, F11, F12, F14, F17, and F20) and the oxygen and 

nitrogen atoms of both main and side chains of nearby Tyr411, Phe488, and Ser489 (Table 

A3.4). The rest of the fluorinated n-octyl tail accommodates in the hydrophobic tunnel 

and establishes non-polar contacts with surrounding Leu387, Tyr411, Val415, Leu430, 

Leu453, Leu457, Leu460, Arg485, Phe488, Ser489, and Leu491 residues. Notably, the 

positions of the side chains of the amino acids engaged in contacts with PFOA1 are 

consistent with those of FAs presented in Figure 3.7.  

The PFOA2 occupies FA6 binding site at the interface of subdomains IIA and IIB 

(Figure 3.9C). The hydrophilic carboxylate head-group of PFOA2 is involved in polar 

interactions with adjacent main-chain nitrogen atoms of amino acids Lys351, Leu481, and 

Val482, while the fluorinated n-octyl tail extends linearly within the narrow hydrophobic 

tunnel making additional stabilizing contacts with the main and side chains of surrounding 

Phe206, Arg209, Ala210, Ala213, Leu327, Leu347, Ala350, Lys351, Glu354, Ser480, 

Leu481, and Val482 residues (Table A3.4). The remaining space present at the tip of the 

fluorinated tail appears to be occupied by a small organic molecule. The detected 

additional electron density can most likely be attributed to a MPD molecule present in 

the crystallisation solution as shown in Figure 3.8. Again, no difference is observed for the 

https://onlinelibrary.wiley.com/doi/10.1002/pro.4036#pro4036-fig-0002
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side chains of amino acids involved in the binding to PFOA2 when compared to other 

albumin-FA complexes. Interestingly, the extended network of hydrogen bonds and polar 

contacts, made by the side chains of Arg209, Asp324, and Glu354 residues and an 

interacting water molecule, forms a molecular “net” that holds and further stabilizes the 

binding of PFOA2 to FA6 site. 

 

The PFOA3 molecule occupies the Sudlow's drug-binding site I, also named FA7, 

located in sub-domain IIA (Figure 3.9D). The carboxylate head-group of PFOA3 establishes 

hydrogen bonds with adjacent Arg218 and Arg222 residues via a bridging water molecule. 

One oxygen of the carboxylate head-group of PFOA3 is further involved in a polar contact 

with an oxygen of the close tetraethylene glycol (PG4) molecule present in the 

crystallisation solution (Figure 3.8B). Notably, the same precipitant molecule appears to 

play an important role in the formation of polar interactions with the side chains of 

Arg257 and Ser287, forming a “cap” that helps to grip PFOA3 in the pocket. Again, the 

fluorinated n-octyl tail accommodates well within the pocket making additional polar and 

non-polar contacts with the main and side chains of surrounding Trp214, Arg218, Leu219, 

Arg222, Leu238, Arg257, Leu260, Ala261, Ile264, Ser287, Ile290, and Ala291 residues 

(Table A3.4). The majority of the amino acid side chains, involved in the binding to PFOA3 

superimposed well with those of other albumin-FA complexes, except for Arg218 that 

reorients in between the following Gln221 and Arg222 residues (Figure 3.7) [20,47].  

Finally, PFOA4 molecule lays in a large crevice located at the interface between sub-

domains IB and IIIA (Figure 3.9E). This site has been reported to bind exclusively short and 

medium-chain FAs such as decanoic acid (Dka) and it is therefore not surprising to see a 

PFOA molecule bound to it instead of a Myr (Figure 3.7) [20,44]. Interestingly, the PFOA4 

molecule runs in opposite direction than Dka. While the carboxylate head-group of Dka 

forms a salt bridge with the side chain of Lys436, located at the top of the crevice, the 

carboxylate head-group of PFOA4 points at the opposite site, towards the solvent, and 

engages polar contacts with atoms of nearby Lys190, Arg197, and Val455 residues. Again, 

a water molecule plays a key role in mediating some of these interactions. In addition, a 

salt-bridge between Asp187 (domain IB) and Lys432 (domain IIIA) forms a side chain strap 

across the top of the crevice that appears to hold PFOA4 in place. Binding of PFOA4 to 

this crevice is further stabilized by polar and non-polar contacts of the fluorinated n-octyl 

tail with the main and side chains of surrounding Asp187, Lys190, Ala191, Asn429, Lys432, 

Lys436, Tyr452, Val455, Val456, and Gln459 residues (Table A3.4). Most of the dhSA side 

chains that are engaged in PFOA4 binding displayed similar conformations, except for 

Arg197 (domain IB) and Lys436 (domain IIIA). In the presence of PFOA4, the Arg197 side 

chain rotates through about 180° to form polar contacts with the carboxylate head-group 

of PFOA4 (Figure 3.7). Similarly, the presence of the fluorinated tail of PFOA4 appears to 

push away the side chain of Lys436 which undergoes a 180° rotation toward the solvent. 

https://onlinelibrary.wiley.com/doi/10.1002/pro.4036#support-information-section
https://onlinelibrary.wiley.com/doi/10.1002/pro.4036#support-information-section


 

 

 Overall, these data indicate that the binding mode of PFOAs is similar to those of 

medium-chain FAs and involves both the carboxylate head-group and the fluorinated tail 

that establish polar and non-polar contacts with surrounding dhSA residues. Data also 

suggest that PFOA1, located in the FA4 pocket, forms a larger number of inter-molecular 

interactions, if compared to other bound PFOA molecules. Considering these findings and 

the previous ITC study, we can anticipate that FA4 is the high affinity site of PFOA. For 

completeness, PFOA-dhSA complex was compared with PFOS one [38]. The comparison 

of the dhSA-PFOA-Myr and hSA-PFOS (PDB identification code: 4E99) structures revealed 

differences in the respective binding modes, as shown in Figure 3.10. Primarily, the 

general conformations of the two protein complexes diverge from each other. These 

major differences were ascribed to either presence or absence of Myr in the complex. 

The binary hSA-PFOS complex identified solely two PFOS binding sites, one located at 

Sudlow's drug-binding site II (FA4) and the other at the FA6 binding site (Figure 3.10). 

Interestingly, despite being very similar molecules and occupying the same sites, the 

binding mode of PFOA and PFOS ligands into FA4 and FA6 pockets varies significantly.  
 

 

 
Figure 3.10. Structural comparison of the ligand binding modes of PFOA and PFOS to dhSA. (A) The 
superimposed dhSA-PFOA-Myr (white/dark salmon/smudge green) and dhSA-PFOS (blue white/salmon; PDB 
identification code 4E99) complexes are shown in two orientations (90° rotation); (B) Detailed view of the 
superimposed PFOA1 and PFOS3 molecules bound to FA4 in sub-domain IIIA of dhSA; (C) Comparison of polar 
interaction network formed by PFOA1 (top) and PFOS3 (bottom) molecules bound to FA4; (D) Detailed view of 
the superimposed PFOA2 and PFOS6 molecules bound to FA6 in domain II dhSA; (E) Comparison of polar 
interaction network formed by PFOA2 (left) and PFOS6 (right) molecules bound to FA6. For visualisation, only 
inter-molecular polar interactions below 3.0 Å are shown. 
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Figure 3.11. Comparative analysis of the interactions of dhSA residues with PFOA and PFOS ligands. (A) 
Columns graph reporting the total number of interactions of dhSA with PFOA (grey) and PFOS (blue) for binding 
sites FA4, FA6, FA7 and crevice; (B) Columns graph reporting the total number of residues of dhSA interacting 
with PFOA (grey) and PFOS (blue) on sites FA4, FA6, FA7 and crevice; (C) Columns graph reporting the non-
polar (blue), polar (red) and total (grey) number of interactions of dhSA with PFOA and PFOS for binding sites 
FA4 and FA6; (D) Heat map visualisation of the number of interactions of dhSA residues involved in binding to 
PFOA and PFOS ligands [46]. The residues of dhSA are indicated as a three numbered letter code. Non-polar 
and polar interactions are shown in blue and red, respectively. The colour intensity correlates with the number 
of the interactions, with numerous and few interactions shown as light and dark colours, respectively. 

 

While the PFOS3 molecule stretches across both FA3 and FA4 binding sites, the PFOA1 

ligand occupies solely the FA4 site, with the FA3 pocket being filled by a Myr molecule 

(Myr3, Figure 3.10B). Though the two fluorinated n-octyl tails run in opposite directions, 

the hydrophilic head-groups converges toward the Ser489 residue that establishes a polar 

interaction with both PFOA and PFOS ligands (Figure 3.10B, Figure 3.11). The sulfonate 

head-group of PFOS3 forms a salt bridge with Lys414 and a hydrogen bond with Tyr411, 

whereas in the case of PFOA1 the Tyr411 is shifted upward and the rotated Lys414 is 

situated too far to form contacts with the carboxylate head-group (Figure 3.10C). 



 

 

Importantly, PFOS3 forms a larger number of inter-molecular interactions with the FA4 

pocket residues, if compared to PFOA1. Alike the PFOA2 molecule, PFOS6 occupies FA6 

binding site at the interface of subdomains IIA and IIB (Figure 3.10D). The hydrophilic 

head-groups of both PFOA2 and PFOS6 point toward the same direction of the 

carboxylate head-group of Myr6. While the sulfonate head-group of PFOS3 halts at the 

centre of the tunnel forming hydrogen bonds with nearby Arg209 and Glu354, the 

carboxylate head-group of PFOA1 slides toward subdomains IIIA by roughly 7 Å (head-to-

head spacing) letting the fluorine atoms of the tail to establish polar interactions with 

Arg209 and Glu354 (Figure 3.10E). Overall, we conclude that while being similar 

molecules, PFOA and PFOS occupy FA4 and FA6 sites by exploiting different directions and 

albumin residues. Though albumin appears to bind more PFOA molecules than PFOSs, the 

latter establish a larger number of inter-molecular contacts and cover larger surfaces of 

interaction (Figure 3.11, Table A3.3). 

 
In conclusion, the crystal structure revealed four PFOA binding sites, namely FA4 

(Sudlow binding site I), FA6, FA7 (Sudlow binding site II) and crevice. The protein complex 

overlaps well that of other albumin-FAs. The binding mode of the PFOA is similar to those 

of medium-chain FAs and involves direct or water-mediated interactions of the 

carboxylate head-groups to nearby basic or polar residues. The lipophilic tails 

accommodate within the hydrophobic cavities. Though shorter than Myr, PFOA molecules 

appear to establish a larger number of both polar and non-polar contacts with dhSA 

residues. Such property could be attributed to the ability of the carbon–fluorine (C-F) 

bond to participate in multiple non-covalent intermolecular interactions (i.e., C-H···F-C, C-

F···F-C, C-F···π, C-F···X where X=N, O, S, halogen). Further in-solution binding studies 

confirmed the 4:1 PFOA-dhSA stoichiometry and revealed the presence of one high and 

three low affinity binding sites. Similarly to FAs, the binding of PFOA to dhSA appears to 

be characterized by a favourable exothermic process and by a gain in entropy most 

probably due to desolvation of the fluoroalkyl tail [48]. The exothermic process is mainly 

driven by van der Waals interactions, hydrogen bonds and electrostatic interactions, the 

gain in entropy is the result of hydrophobic interactions that are stronger than ones with 

their hydrocarbon analogues. This latter reflects the size of the structured water cage 

required to solvate the fluorocarbon groups and the entropy gained from desolvation 

upon protein binding [49]. Though numerous studies indicate the presence of additional 

PFOA binding sites, our structural and in-solution characterisation revealed that these are 

unlikely to be physiologically relevant. Additional sites were probably observed to be 

occupied only because of the lack of FAs or the relatively high concentrations of PFOA 

were used in previous studies. This is in agreement with the fact that most dhSA sites 

have greater affinity for long-chain FAs than for PFOA and that the former is normally 

most prevalent in the circulation. Competition experiments with known dhSA-binding 

https://onlinelibrary.wiley.com/doi/10.1002/pro.4036#support-information-section
https://onlinelibrary.wiley.com/doi/10.1002/pro.4036#support-information-section
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drugs identified the FA4 pocket in sub-domain IIIA as the high affinity binding site for 

PFOA. Consistent with these evidences, structural analysis of the different PFOA-binding 

sites revealed that PFOA1 located in FA4 pocket forms a larger number of inter-molecular 

interactions, if compared to other sites. It is worth noting that the carboxylate head-group 

of PFOA1 is the only one establishing a hydrogen bond with adjacent dhSA residues. The 

ability of PFOA1 to outcompete Myr for the FA4 binding, a primary site for medium and 

long-chain FAs, is remarkable and further supports the key role of dhSA in enhancing the 

half-life of PFOA in plasma. The low binding of affinities of PFOA to FA6, FA7 and crevice 

site is anticipated as all these pockets lack positive and polar amino acid side chains 

necessary for the anchoring of the carboxylic group of PFOA. Our observations are 

consistent with previous studies. These three binding sites may be the primary site for 

shorter-chain FAs and are occupied only at high molar ratio of FAs [20]. Finally, 

comparison of the crystal structures of dhSA in complex with PFOA and PFOS enables to 

appreciate analogies and differences in the binding mode of two, yet similar, fluoroalkyl 

substances. While the structure of dhSA in complex with PFOA is wider and displays four 

bound molecules, the structure of dhSA in complex with PFOS is more compact and 

includes only two bound ligands. Similarly to PFOA, PFOS occupy FA4 and FA6 pockets and 

their binding to dhSA appear to be exothermic and driven by both polar and non-polar 

interactions [50,51]. Yet, the orientations and positions exploited by PFOA and PFOS in 

FA4 and FA6 pockets differs significantly.  

 

 

With this first part of the study, we analysed in details the molecular interaction of 

PFOA with dhSA, the main protein carrier of these widely found toxic compounds in vivo, 

and we estimate the affinities constants in solution. The results obtained confirmed the 

possible applicability of dhSA as bioreceptor for PFOA because of: i) the specificity of their 

interaction (with a binding mechanism different even from PFOS one) and ii) the stability 

of the complex formed (PFOA as well as FA contributes in the making albumin structure 

more compact). The stability will be further investigated in the following section. In light 

of the urgent need to implement better strategies to detect and reduce exposure to PFOA, 

these findings are expected to have implications not only for the development of novel 

molecular receptors for biosensor, but also for bioremediation and biomedical 

applications. 

  



 

 

3.3.3 Assessing the Complex Stability: Native MS 

IM and CIU: Key-Concepts for the Experimental Design 
As mentioned in the introduction, native MS combined with ion mobility (IM) offers a 

rich toolbox for the characterisation of protein-ligand interaction which can be further 

applied in bioreceptor design. Here, the study of dhSA:PFOA complex with IM is reported 

as a proof-of-concept study to show how native MS can contribute in the elucidation of 

PFAS protein binding mechanism and, at the same time, help characterising potential 

bioreceptors. The important details about native MS, IM and CIU mentioned in Section 

3.1 are further described here, for sake of simplicity, aiming to emphasise the potential 

of these methods in consideration of our analytical questions and the experiments.   

IM spectrometry enables studying the global size and shape of the ions (i.e., the 

conformation) in more details and it can even highlight coexisting conformational states 

within one charge state. IM experiments are carried out in an inert gas (He or N2) and 

under the influence of an electric field, the ions are separated based on their mobility and 

we follow them considering their different arrival times [52]. Then, the measured arrival 

time can be converted to collision cross sections (CCS). The values of these latter can be 

considered as the average ‘shadow’ of the ion through all possible orientations. All 

orientations are equally occurring since the ion tumbles freely in the IM cell. The CCS 

distribution of a particle represents its diversity in size and shape. It is worth noting that 

in conventional IM devices (i.e. with a linear drift tube) the arrival time can directly be 

converted to CCS values [53], but a calibration with ions with a known CCS is often 

required to have comparable CCS dataset [35,36,54]. During a collision-induced unfolding 

(CIU) experiments, the arrival time, or CCS, of an ion is monitored when raising the 

collision energy [55]. Typically, stepwise changes of the arrival time are observed: once a 

critical energy is reached, the analyte unfolds, but in between these critical energies the 

analyte is stable [56]. Indeed, the collisions with a gas do not only induce the dissociation 

of complexes in the gas-phase, but usually this is preceded by the unfolding of ions or 

complexes. This approach allows to examine the conformational stability of biomolecules 

and their complexes. Here, CIU was applied in the comparison of delipidated and 

untreated albumin alone and in complex with PFOA. According to Dixit et al. [57], CIU is 

an ion mobility-mass spectrometry method that enables the rapid differentiation of 

subtly-different protein isoforms based on their unfolding patterns and stabilities. The 

CIU method required to perform a series of measurements, in which the isolated albumin 

ions are activated at increasing collision energies. The energetic collisions occurring in the 

gas-phase increase the internal energy of the biomolecule ions. This event causes a 

consequent conformational change (namely, unfold) without leading to the dissociation 

of covalent bonds (primary structure of the protein is maintained). In this section the 

results related to the progressive unfolding of the albumin ions followed by IM-MS by 
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considering the changes in the ion collision cross section (CCS) are reported. In this first 

case study, the possibility of improving hSA-PFOA binding affinity and stoichiometry was 

tested by comparing untreated and delipidated hSA. The removal of endogenous fatty 

acids is expected to lead to a better reproducibility of the interaction and a higher 

sensitivity. To characterise the differences between delipidated and untreated albumin, 

we first determined the number of binding sites and compared the affinity of both 

albumin towards PFOA.  

 

 
Figure 3.12. Native MS spectra of untreated (A, B, C) and delipidated (D, E, F) dhSA. The full MS spectra of 

dhSA are given (A and D), together with a zoom of the monomer region (B and E) and spectra of dhSA in 

complex with PFOA at a 1:10 protein:ligand ratio (C and F). The dashed lines indicate the theoretical m/z-

values of the monomer, dimer and trimer of dhSA. 

 

In Figure 3.12, the mass spectrum of untreated hSA shows the presence of the protein 

monomer (charge states 17+ to 13+), nonspecific dimer (charge states 23+ to 20+) and 

nonspecific trimer (charge states 28+ to 26+). The experimentally determined mass of 

albumin was found to be 66.7 ± 0.3 kDa, which corresponds well with the mass of mature 

albumin after the cleavage of the signal peptide and the propeptide resulting in 585 

amino acids (66.5 kDa) [58]. Moreover, a small amount of the complete hSA consisting of 

609 amino acids (including propeptide and signal peptide) can be observed as the minor 

charge state distribution in between the main peaks, with an experimentally determined 

mass of 68.9 ± 0.9 kDa. Analysis of the monomer revealed the presence of a shoulder to 

the main peak with an intensity of 52% compared to the main peak (Figure 3.12 B). This 

is not observed upon denaturing of the protein (Figure 3.13 A-B) and the intensity of the 



 

 

shoulder decreases to 31% upon applying higher collision energies (Figure 3.13 C-D). 

Therefore, this feature is noncovalent in nature and can possibly be ascribed to the 

presence of long- or short-chain fatty acids [45,59].  

 

 
 

 
 

Figure 3.13. Denatured MS spectra of untreated (A) and delipidated (B) hSA recorded in 50/50 

acetonitrile/MilliQ with 0.1 % formic acid. The dashed lines indicate the theoretical m/z-values of hSA 

calculated from the theoretical mass of 66531 Da.MS spectra of untreated (C) and delipidated (D) hSA 

recorded at 100 V trap collision energy. The dashed lines indicate the theoretical m/z-values of hSA. 

 

Upon addition of PFOA (10-fold excess), a 1:1 stoichiometry complex was formed as 

indicated by the appearance of the second peak in Figure 3.12 C. Over all charge states 

present, about 49% of the untreated hSA is present in its unbound state and 51% has one 

PFOA bound. The Kd was estimated to be 90 ± 5 µM. This value is in agreement with the 

previously reported Kd of 100 ± 90 µM by Beesoon et al. for the albumin-PFOA complex 
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[60]. The observed stoichiometry is lower compared to other values reported in the 

literature in which bovine serum albumin and rat serum albumin were used [61,62]. The 

exact concentration, type and state of the protein used can influence the stoichiometry 

and results obtained with different instrumentation and working conditions are often not 

consistent. For this reason, this comparative study to investigate dhSA and untreated 

albumin differences in PFOA complexes was carried out using the same conditions. 

The same experiments were performed with the dhSA and an experimental mass of 

66.6 ± 0.2 kDa was obtained. Again, a shoulder is observed on the main peak, but with a 

lower intensity of only 31% compared to 52% for the untreated hSA, suggesting the 

delipidation process removed the noncovalent feature (most likely fatty acids) at least 

partially (Figure E). Addition of 10-fold excess of PFOA to dhSA yielded a complex with 

different stoichiometry (1:2, Figure 3.12F). Moreover, the intensity of the hSA peak 

without any PFOA bound is significantly lower for the dhSA (20%) than for the untreated 

hSA (49%), suggesting a shift towards more complex formation. The increase of the 

binding stoichiometry can be attributed to the delipidation step. As such, native MS 

confirmed that hSA delipidation is important to attain higher binding stoichiometries of 

the proposed bioreceptor. 

 

Inspecting hSA/dhSA its conformational stability 
A protein bioreceptor is expected to selectively recognize the target ligand, this 

recognition event is followed by an observable physicochemical change resulting in a 

variation of a measurable dimension in the sensing platform, such current, refractive 

index, etc.  In this frame, the stability of the protein-target complex formed after the 

recognition event plays a crucial role. Herein, the CIU study of both dhSA and untreated 

albumin is presented. From the plots in 

Figure 3.14A and C, it is possible to observe that both proteins showed a similar 
TWCCSN2 (4469 ± 22 Å² and 4458 ± 22 Å² for the native untreated hSA and dhSA, 

respectively) up to a collision energy of 825 eV, which corresponds with an applied 

potential difference of 55 V. At higher energies a multi-step unfolding process started 

[63,64]. The first transition occurs between 60 and 70 V and results in a state with a 
TWCCSN2 of 5284 ± 22 Å² and 5262 ± 22 Å² for hSA and dhSA, respectively. Eschweiler et al. 

assigned this second conformation to the unfolding of domain II [63]. The second 

transition takes place just above 100 V and generates a state with a TWCCSN2 of 5563 ± 22 

Å² and 5551 ± 22 Å² for hSA and dhSA, respectively, which corresponds to the partial 

unfolding of domain III. A final unfolding step occurs between 120 and 130 V, which 

results in a state with a TWCCSN2 of 5686 ± 22 Å² and 5641 ± 22 Å² for hSA and dhSA, 

respectively. This final transition can be ascribed to the unfolding of domain I and the 

remainder of domain III [63]. The consistency of the unfolding patterns, with a relatively 

low root-mean-square deviation (RMSD) of 9.26 (Figure 3.15 and 3.16), suggested that 



 

 

the delipidation process did not affect the stability of hSA. No significant differences in 

the unfolding products nor changes in the threshold collision energies were observed. 

These preliminary results proved that the delipidation treatment did not affect the 

protein stability. 

The CIU experiments were also extended to albumin-PFOA complexes, to test whether 

the presence of ligands influenced the stability of the proteins, particularly the delipidated 

form. A 10-fold excess of PFOA to albumin was tested and the unfolding pathways of hSA 

and dhSA are shown in Figure 3.14 B and D.  

 
 
Figure 3.14. CIU plots of untreated (A) and delipidated (C) hSA and of the untreated (B) and delipidated (D) 

hSA in complex with PFOA (1:10 protein:PFOA ratio). The TWCCSN2 is plotted as function of the trap collision 

energy and the intensity is shown using a color scale (red is 100 % and blue 0 %). The insets show the peaks 

selected (15+ charge state) for extraction of the TWCCSN2 at a trap collision energy of 60 V. Arrival times were 

extracted from the whole peak, including salt adducts and complexes (where appropriate).  

 
To extract the CCS, the full width at half maximum of the complete peak, which 

contains both the bound and the unbound state, was used since there is no complete 

separation of both states. The initial conformation presents a TWCCSN2 of 4480 ± 22 Å² and 

unfolds between 60 and 70 V (Figure 3.15) to generate a state with a TWCCSN2 of 5284 ± 

22 Å² and 5306 ± 22 Å² for untreated and delipidated, respectively. The final state has a 
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TWCCSN2 of 5641 ± 22 Å². This compares well with the fourth and final state of both 

proteins without PFOA, indicating that the third feature, corresponding to the partial 

unfolding of domain III, disappears in the unfolding process of the complex. In general, 

the unfolding pathways of the complexes were found to be comparable between the two 

proteins (RMSD of 7.90) as shown in Figure 3.15. 
 

 
Figure 3.15. CIU50 analysis performed using CIUSuite 2 on the CIU plots of untreated (A) and delipidated (B) 

hSA and of the untreated (C) and delipidated (D) hSA in complex with PFOA (10-fold excess) shown in Figure 

3.14. 



 

 

 
Figure 3.16. RMSD values and CIU difference plots, generated with CIUSuite, for comparison of the CIU data 

shown in Figure 3.14. The red/blue color code indicates the intensity differences between the CIU plots. 

Comparisons are made between untreated and dhSA (A) untreated hSA in complex with PFOA and delipidated 

hSA in complex with PFOA (B). 

 
Throughout all conformational transitions and up to the highest energy applied (Figure 

3.17), PFOA remains bound to hSA (both untreated and delipidated) which illustrates that 

the strength of ligand binding is comparable to the protein’s intramolecular interactions 

(i.e., conformational stability). This indicates that the binding site for PFOA is not 

meaningfully affected by the initial unfolding, and implies that the PFOA is most likely 

buried in the structure of domain I or III[63], rather than binding peripherally to the 

surface. Since our experimental data shows that the transition corresponding to the 

partial unfolding of domain III is absent for the hSA-PFOA complexes (Figure 3.14 B and 

D), it is clear that the binding of PFOA influences the stability of domain III. This further 

implies that PFOA is most likely bound in domain III rather than in domain I for both the 

untreated and delipidated hSA. 
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Figure 3.17. MS spectra of untreated (A) and delipidated (B) hSA in complex with PFOA at a 1:10 protein:ligand 
ratio recorded at 150 V trap collision energy on the Synapt G2 instrument. The dashed lines indicate the 
theoretical m/z-values of hSA. 

 
This method provides a useful preliminary control to assess the applicability of a 

protein as bioreceptor under different working conditions. Since no differences in the 

unfolding paths and stabilities have been observed, our study supports the possibility to 

use dhSA as a bioreceptor in different sensing platforms.  

 

3.3.4 Extending the study to short-chain PFAS 
 

We are currently applying our multi-analytical approach to the screening of short-

chain PFAS of interest for toxicological and environmental studies, such as HFPO-DA and 

C6O4 [65–67]. The preliminary results of the ITC analyses showed lower affinity constants 

for both compounds (in the µM or even mM range) with a stoichiometry of 1:2 

dhSA:HFPO-DA/C6O4. The titration curves of HFPO-DA were fitted with a “sequential 

binding” model suggesting that the binding of these fluorinated compounds strongly 

contributes to compact and stabilise dhSA. So far, the structural characterisation was 

possible only for dhSA:HFPO-DA complex in presence of mystic acid, while with C6O4 no 

crystals were obtained. Once again, the results of the crystallographic study were in good 

agreement with the ones gathered with the ITC study (characterisation in solution): only 

two HFPO-DA molecules were identified in the contiguous pockets FA3-FA4 (see Figure 

3.1). The preliminary data show that HFPO-DA binds in FA4, as PFOA, but with a different 

orientation. Being these results preliminary, no finalise data elaboration will be shown in 



 

 

this chapter. However, the considerations reported so far can help us understanding how 

the changes in PFAS structure can influence the protein binding mechanism. 

 

 
Figure 3.18. Native MS spectra of dhSA (A and E). Multiple short chain PFAS were added at a 1:10 

protein:target ratio (unless specified otherwise): PFOA (B), HFPO-DA in a 1:10 (C) and 1:20 (D) ratio, C6O4 (F), 

PFHXS (G) and PFPA (H). The dashed lines indicate the theoretical m/z-values of dhSA. 

 
In the study of short-chain PFAS binding, also native MS was involved aiming to 

understand the limit of this technique in this field of studies.  

Figure 3.18 report a complete overview of the preliminary MS data obtained for 

different short-chain PFAS: from HFPO-DA and C6O4 down to PFPA (more details in 

Section 3.2.1). With all compounds tested it was possible to observe the formation of 

complexes differing in stoichiometries proving the potential of native MS even for 

studying short-PFAS albumin interactions. For comparison dhSA and dhSA:PFOA spectra 

were reported (Figure 3.18 A,B,E). Interestingly, with a 1:10 dhSA:HFPO-DA ratio it was 

not possible to observe the complex formation. By adding a doubled ratio, a 1:20, it was 

possible to observe a complex with a stoichiometry of 1:6 (Figure 3.18 C-D). This data 

might suggest that to dhSA:HFPO-DA complexes are formed when HFPO-DA is in large 

excess. We can justify this observation by considering the higher water solubility of HFPO-

DA compared to PFOA. Further analyses will be required to fully understand the 

correlation of these data with the binding mechanism of these PFAS. For instance, C6O4 

did not show the same behaviour of HFPO-DA, complexes with a 1:3 stoichiometry were 
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observed with a dhSA:C6O4 ratio of 1:10 (Figure 3.18 F). In this screening, also PFHxS and 

PFPA, which will further studied in Chapter 8, were included aiming to probe the potential 

of native MS (Figure 3.18 G,H). Surprisingly, even dhSA complexes with PFPA (a C4 PFAS) 

were observed.  

 

3.4. Conclusion 
 

Untreated and delipidated hSA in complex with PFOA were characterised using a 

multi-analytical approach based on: ITC, X-rays crystallography and native MS. The in 

solution binding studies showed a 4:1 PFOA-dhSA stoichiometry and revealed the 

presence of one high and three low affinity binding sites. The binding was observed to be 

an exothermic process mainly driven by van der Waals interactions, hydrogen bonds and 

electrostatic interactions, the gain in entropy is the result of hydrophobic interactions that 

are stronger than ones with their hydrocarbon analogues. Competition experiments with 

known dhSA-binding drugs identified the FA4 pocket in sub-domain IIIA as the high affinity 

binding site for PFOA. Consistent with these evidences, structural analysis of the different 

PFOA-binding sites revealed that PFOA1 located in FA4 pocket forms a larger number of 

inter-molecular interactions, if compared to other sites. Indeed, the crystal structure 

revealed four PFOA binding sites, namely FA4 (Sudlow binding site I), FA6, FA7 (Sudlow 

binding site II) and crevice.  

The protein complex overlaps well with that of other albumin-FAs ones proving that 

the binding mode of the PFOA is similar to those of medium-chain FAs. It involves direct 

or water-mediated interactions of the carboxylate head-groups to nearby basic or polar 

residues, while the lipophilic tails are accommodated within the hydrophobic cavities.  

FA4 was found to be the high affinity binding site, while low binding affinities PFOA 

were observed in FA6, FA7 and crevice site. This behaviour was explained considering that 

all these pockets lack positive and polar amino acid side chains necessary for the 

anchoring of the carboxylic group of PFOA. The structural analysis was further extended 

to the comparison of PFOA and PFOS-albumin complexes, showing the importance and 

the interest of confronting.  

Native MS revealed the higher PFOA binding capacity of dhSA in respect to the 

untreated hSA. Removal of fatty acids from the hydrophobic pockets facilitates binding of 

PFOA to the cavities. CIU experiments showed that fatty acid removal did not affect the 

conformational stability of the protein or the complex itself. PFOA appears to bind tightly 

to hSA-PFOA as the complex is retained even at high collision energies. This evidence 

correlates well with protein stability and implies that PFOA is buried in the protein 

structure. The examples of this chapter and Chapter 2 illustrate how native MS can 

contribute to the screening and characterisation of possible bioreceptors. Although many 

challenges still remain, our approach can play an important role in the transposing 



 

 

toxicological findings in bioreceptor design. One of the major challenges will be the 

screening of short-chain PFAS which will possibly require a more extensive sample 

preparation and multiple desalting steps to enhance the peak separation in native MS. 

Future research efforts should be oriented toward testing novel proteins and assessing 

binding affinity and stoichiometry using different molar ratios. To address these 

challenges in the last part of these study we summarised the preliminary results obtained 

from short-chain PFAS-albumin complexes analysis. These latter suggest the importance 

of performing extensive screening studies to fully understand the correlation between 

PFAS structure and the PFAS:albumin complex formed. These findings will further 

contribute to study PFAS toxicity in humans.  

 

In conclusion, the results described in this chapter confirmed that dhSA has all the 

characteristics required for being applied as bioreceptor for PFOA sensing. In case of need 

the selectivity of this protein-based bioreceptor can be enhanced by protein engineering: 

selecting only the domain hosting the high-affinity binding site (FA4) or improving the 

affinity of binding sites for the ligand introducing specific amino acids. In the following 

Chapters 3-5, dhSA will be applied as biorecognition layer for PFOA within different 

sensing strategies.  

  



    Chapter 3 

87 

Acknowledgments and Collaborations 

Thanks to all the colleagues directly or indirectly involved in this work that took almost two 

years to be finalised in all its parts! I am grateful to Prof. Alessandro Angelini who first 

suggested focusing on albumin and followed all the steps of this path (its challenges, 

changes and discussions) and to Prof. Laura Cendron for the crystallographic and ITC 

study. This work would not have been possible without the “magic touch” of Stefano Liberi. 

Thank you, Stefano, for all we shared (delipidation protocol included!). My gratitude also 

to Elise Daems, promising researcher and great friend, that taught me all I know about 

native MS and accepted this challenge (thanks Elise also for the beautiful figures you made 

of the CIU plots!), and to Prof. Frank Sobott who even “passed by” here in Venice, to discuss 

our results! In this multi-analytical study taught we faced all the challenges of combining 

different methods, developing new analytical protocols and confront with the previous 

literature but, most importantly, I learn the importance of trust in teamworking. Our 

findings were shared also through a divulgation project Inside Biomolecules with XRmol, 

in collaboration with Prof. Marta Simeoni and Sara Corrazza; 

[https://www.youtube.com/watch?v=yMnZBPS_lfM&t=15s]. 

Extract from cfNEWS (28/04/2021): What would happen if we could see how PFAS interact 
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believe that science awareness should not amount to simplification – we want to create 

tools that enable the visualisation of the biomolecules we study, so that others can 

understand their complexity. This video is just the first example of what can be achieved”, 

say Sara Corazza and Giulia Moro, who created the YouTube channel Inside Biomolecules 

with XRmol and the video that shows the interaction between PFOA and albumin.  
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3.1 Annex A  
 
Table A3.1. Thermodynamic and stoichiometric data for the binding of hSA to PFOA at different temperatures. 
KD, equilibrium dissociation constant; ΔH, enthalpy change; ΔG, Gibbs free energy; ΔS,  entropy change; T, 
temperature; n, stoichiometry. Mean values and standard errors have been obtained from the fit of a single 
titration curve. 

 
 Temperature  

12 °C 19 °C 22 °C 25 °C 30 °C 37 °C 

high-affinity sites 

KD1 (M)x10-7 
7.35 ± 
1.18  

5.74 ± 0.51  6.96 ± 0.37  5.13 ± 1.17  2.30 ± 1.60  
3.94 ± 1.73  

∆H1 (kJ/mol) -18.5 ± 0.5 -18.8 ± 0.9 -21.7 ± 2.4 -19.3 ± 0.6 -19.1 ± 0.4 -16.5 ± 1.9 

∆G1 (kJ/mol) -33.5 -34.9 -34.8 -35.9 -38.6 -38.1 

-T∆S1 (kJ/mol) -15.0 -16.1 -13.1 -16.7 -19.5 -21.6 

n1 (sites) 
0.72 ± 
0.02 

0.71 ± 0.02 0.67 ± 0.06 0.70 ± 0.01 0.63 ± 0.02 0.72 ± 0.03 

low-affinity sites 

KD2(M)x 10-5 
4.78 ± 
0.20   

3.33 ± 1.13 4.13 ± 1.80 3.33 ± 1.30  2.70 ± 1.50  1.28 ± 0.30  

∆H2 (kJ/mol) 
-6.35 ± 

0.22 
-3.44 ± 0.42 -3.34 ± 0.49 -2.15 ± 0.30 -1.01 ± 0.27 -2.26 ± 0.75 

∆G2 (kJ/mol) -23.6 -25.1 -24.8 -25.6 -26.5 -29.1 
-T∆S2 (kJ/mol) -17.3 -21.6 -21.5 -23.4 -25.5 -31.3 

n2 (sites) 
3.29 ± 
0.09 

3.38 ± 0.09 3.54 ± 0.11 3.58 ± 0.12 3.03 ± 0.59 1.64 ± 0.30 

fit model                                                            two set of sites 

 
Table A3.2. Thermodynamic and stoichiometric data for the binding of hSA to PFOA and four known hSA-
binding drugs: ibuprofen, 3-carboxy-4-methyl-5-propyl-2-furanpropionic acid (CMPF), warfarin and 
iodipamide. KD, equilibrium dissociation constant; ΔH, enthalpy change; ΔG, Gibbs free energy; ΔS, entropy 
change; T, temperature; n, stoichiometry. * Measures were performed in buffer including 2.5% v/v DMSO. 
Mean values and standard errors of PFOA are the results of the fits of at least three independent experiments. 
Mean values and standard errors of other ligands have been obtained from the fit of a single titration curve. 

 
Ligand dhSA 

 

PFOA PFOA* ibuprofen CMPF warfarin* iodipamide* 

high-affinity sites 

KD1 (M) 
(3.57±1.46)

10-7 
(5.17±3.90)

10-6 
(1.22±0.25)

10-5 
(1.21±0.56) 

10-4 
(1.78 ±0.09)  

10-5 
(6.66 ± 1.1) 

10-5 
∆H1 (kJ/mol) -18.2 ± 1.1 -22.1 ± 1.3 -24.0 ± 1.6 -21.1 ± 3.7 -53.7 ± 1.0 -45.7 ± 3.9 

∆G1 (kJ/mol) -37.1 ± 1.1 -30.2 -28.1 -22.4 -27.1 -23.9 

-T∆S1 

(kJ/mol) 
-18.9 ± 0.7 -8.12 -4.12 -1.28 26.6 -69.5 

n1 (sites) 0.74 ± 0.07 0.87 ± 0.02 0.69 ±0.03 1.37 ± 0.14 0.76 ± 0.01 1.51 ± 0.07 

low-affinity sites 

KD2 (M) 
(2.71±1.40) 

10-5 
(1.53±0.39)

10-3 
– (1.70±0.80) 

10-7 
– – 

∆H2 (kJ/mol) -1.90 ± 0.37 -3.14 ± 1.30 – -33.2 ± 0.8 – – 
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∆G2 (kJ/mol) -26.4 ± 1.3 -16.1 – -38.7 – – 

-T∆S2 

(kJ/mol) 

-24.5 ± 1.6 -13.0 – -5.49 – – 

n2 (sites) 2.88 ± 0.36 5.24 ± 1.76 – 0.75 ± 0.12 – – 

fit model 
one set of 

sites 
two set of 

sites 
one set of 

sites 
two set of sites one set of 

sites 
one set of 

sites 

 
 
Table A3.3. Thermodynamic and stoichiometric data for the competitive binding of hSA to PFOA in the 
presence of ibuprofen, CMPF, warfarin and iodipamide. KD, equilibrium dissociation constant; ΔH, enthalpy 
change; ΔG, Gibbs free energy; ΔS, and entropy change; T, temperature; n, stoichiometry. * Measures were 
performed in buffer including 2.5% v/v DMSO. Mean values and standard errors have been obtained from the 
fit of a single titration curve. 

 
                                Ligand dhSA-PFOA 

 
ibuprofen CMPF warfarin* iodipamide* 

high-affinity sites 

KD1 (M) (2.87 ± 5.78) 10-8 (8.37 ± 1.57) 10-7 (1.33  ± 1.42) 10-6 (4.19  ± 6.96) 10-8 

∆H1 (kJ/mol) -1.95 ± 0.13 0.27 ± 0.65 -24.0 ± 1.4 -24.9 ± 3.2 

∆G1 (kJ/mol) -43.1 -34.8 -33.6 -42.2 

-T∆S1 (kJ/mol) -41.1 -35.0 -9.59 -17.3 

n1 (sites) 0.79 ± 0.07 1.16 ± 0.13 0.87 ± 0.02 0.93 ± 0.07 

low-affinity sites 

KD2 (M) (5.80± 1.13) 10-6 (1.10± 0.10) 10-5 (2.27± 1.60) 10-4 (6.45± 1.96) 10-5 
∆H2 (kJ/mol) -1.48 ± 0.08 -3.44 ± 0.18 -8.76 ± 0.42 -7.82 ± 0.55 
∆G2 (kJ/mol) -29.9 -28.4 -20.8 -23.9 
-T∆S2 (kJ/mol) -28.4 -24.9 -12.1 -16.1 
n2 (sites) 5.04 ± 0.16 5.14 ± 0.17 5.31 ± 0.70 6.18 ± 0.42 

fit model two set of sites two set of sites two set of sites two set of sites 

 
  



 

 

Table A3.4. Inter-molecular non-polar interactions in the complexes between hSA and PFOA, Myr and Dka. 
Interactions distances are shorter than 4.0 Å and were defined using the web server PROFUNC[29] or 
LigPlot[68]. 

 

Binding site  
hSA atom / 

residue 

atom, distance (Å) 

PFOA Myr Dka 

FA4 (PFOA1) CG / Leu387 O8 (3.59)   

CD1 / Leu387 C7 (3.26) C3 (3.71)  

CD1 / Leu387 O8 (3.23)   

CD1 / Leu387 O9 (3.06)   

CD2 / Leu387  O1 (3.63)  

NH1 / Arg410  C2 (3.82)  

CB / Tyr411 F25 (3.46)  C8 (3.62) 

CG / Tyr411 F20 (3.32) C11 (3.66) C8 (3.59) 

CG / Tyr411 F25 (3.50)   

CD1 / Tyr411 F18 (3.19) C10 (3.81) C6 (3.74) 

CD1 / Tyr411 F20 (3.41) C11 (3.43)  

CD1 / Tyr411 F25 (3.40)   

CD2 / Tyr411 F20 (3.32)   

CE1 / Tyr411 F12 (3.26) O2 (3.52) C6 (3.63) 

CE1 / Tyr411 F18 (2.85) C9 (3.75) O2 (3.58) 

CE1 / Tyr411 F20 (3.50) C10 (3.82)  

CE2 / Tyr411 F20 (3.37)   

CZ / Tyr411 F12 (3.17) O2 (3.82) C6 (3.77) 

CZ / Tyr411 F18 (3.57) C8 (3.71) O2 (3.53) 

CZ / Tyr411 F20 (3.48)   

OH / Tyr411 C10 (3.71) C1 (3.74) C1 (3.49) 

OH / Tyr411  C2 (3.39) C2 (3.71) 

OH / Tyr411  C5 (3.78) C4 (3.88) 

OH / Tyr411  C8 (3.53)  

CG2 / Val415 F25 (3.84) C14 (3.34) C10 (3.51) 

CG2 / Val418  C14 (3.69)  

CD2 / Leu423  C14 (3.79) C10 (3.77) 

CG1 / Val426   C9 (3.80) 

CD1 / Leu430 F14 (3.17)   

CD1 / Leu430 F20 (3.48)   

CD2 / Leu430 F14 (3.88)   

CD1 / Leu453 F6 (3.78)   

CD2 / Leu453 F1 (3.27)   

CD1 / Leu457  C7 (3.87) C5 (3.84) 

CD2 / Leu457 F15 (3.28)   

CD2 / Leu457 F21 (3.71)   

CD2 / Leu460 F21 (3.14) C12 (3.74) C9 (3.70) 

CD2 / Leu460 F23 (3.44)   

CG / Arg485 F3 (3.55)   

CD / Arg485 F3 (3.46)   

CD / Arg485 F6 (3.65)   

CA / Phe488 F17 (3.59)   

C / Phe488 F11 (3.47)   
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C / Phe488 F17 (3.72)   

CB / Phe488 F11 (3.84) C7 (3.75) C5 (3.59) 

CB / Phe488 F15 (3.13)   

CB / Phe488 F17 (2.91)   

CG / Phe488 F15 (3.66)  C5 (3.90) 

CG / Phe488 F17 (3.24)   

CD1 / Phe488 F17 (2.94)   

CD1 / Phe488 F24 (3.43)   

CE1 / Phe488 F24 (3.73)   

CA / Ser489 O8 (3.54)  O1 (3.28) 

CA / Ser489 F11 (3.44) O1 (3.70)  

CB / Ser489 O8 (2.89) O1 (3.61) O1 (3.12) 

CB / Ser489 F11 (3.89)   

OG / Ser489 C7 (3.55) C3 (3.36) C1 (3.85) 

OG / Ser489  C6 (3.84) C3 (3.84) 

CD1 / Leu491 F24 (3.76)   

FA6 (PFOA2) CD1 / Phe206 O8 (3.84)  O1 (3.49) 

CE1 / Phe206   O1 (3.01) 

CZ / Phe206   O1 (3.66) 

CZ / Arg209 F15 (3.75) O1 (3.74)  

CZ / Arg209 F21 (3.24)   

CA / Ala210 F11 (3.69)   

CB / Ala210 F5 (3.89)  C3 (3.87) 

CB / Ala210 F6 (3.22)  C5 (3.57) 

CB / Ala210 F11 (3.77)   

CB / Ala213 F17 (2.85) C3 (3.54) C7 (3.85) 

CB / Ala213 F24 (3.13)   

OG / Ser232  C10 (3.47)  

OG / Ser232  C12 (3.46)  

OG1 / Thr236  C12 (3.34)  

O / Asp324  C5 (3.87)  

CB / Leu327 F23 (3.52) C2 (3.80)  

CB / Leu327 F25 (3.84)   

CB / Leu347 F12 (3.53)   

CD2 / Leu347 F12 (3.76)   

CD2 / Leu347 F17 (3.87)   

CB / Ala350 F18 (3.52) O2 (3.58)  

CB / Ala350 F20 (3.74)   

CA / Lys351 F14 (3.87)   

CB / Lys351 F14 (3.32)   

CG / Lys351 F14 (3.67)   

CD / Lys351 F01 (3.58)   

CD / Glu354 F21 (3.71)   

CA / Ser480   C1 (3.61) 

CA / Ser480   O1 (2.92) 

CA / Ser480   O1 (3.64) 

C / Ser480   O1 (3.24) 



 

 

CB / Ser480 O9 (3.36)  C1 (3.43) 

CB / Ser480   O1 (3.28) 

CB / Ser480   O2 (2.97) 

N / Leu481   C1 (3.47) 

CA / Leu481   O1 (3.86) 

CB / Leu481 O9 (3.69)   

CD2 / Leu481 F5 (3.84)   

CG1 / Val482 F1 (3.85)   

FA7 (PFOA3) CE2 / Tyr150   O2 (3.60) 

CZ / Tyr150   O2 (3.57) 

OH / Tyr150   C1 (3.53) 

OH / Tyr150   C2 (3.58) 

NZ / Lys199  C12 (3.36)  

CZ3 / Trp214 O8 (3.72)   

CH2 / Trp214 C7 (3.88) C12 (3.83)  

CH2 / Trp214 O8 (3.53)   

CH2 / Trp214 O9 (3.53)   

NE / Arg218  C11 (3.68)  

NE / Arg218  C12 (3.38)  

CG / Arg218 C4 (3.89) C11 (3.51)  

CG / Arg218 C7 (3.75)   

CG / Arg218 O9 (3.42)   

CG / Arg218 F5 (3.87)   

CG / Arg218 F6 (3.48)   

CG / Leu219 F5 (3.60)   

CD2 / Leu219 F5 (3.06)   

CD2 / Leu219 F11 (3.57)   

CD / Arg222 F3 (3.53)   

CD / Arg222 F6 (3.49)   

NH1 / Arg222  C10 (3.82)  

CZ / Arg222 F6 (3.26)   

CD1 / Leu238 F12 (3.80)   

CD1 / Leu238 F14 (3.44)   

CD1 / Leu238 F18 (3.81)   

CD1 / Leu238 F24 (3.85)   

CD2 / Leu238 O8 (3.76) C1 (3.55)  

CD2 / Leu238 F12 (3.03)   

NE2 / His242  C1 (3.71)  

O / Ala254   C2 (3.45) 

CZ / Arg257  C2 (3.79) O2 (3.87) 

NH1 / Arg257  C2 (3.83)  

CB / Arg257 F23 (3.83)  O2 (3.76) 

CB / Leu260 F25 (3.34)   

CG / Leu260 F25 (3.28)   

CD2 / Leu260 F18 (3.38)   

CD2 / Leu260 F25 (3.28)   

CD1 / Ile264 F17 (3.75)   

O / Leu283   C3 (3.72) 

CD1 / Leu284   C4 (3.67) 
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CB / Ser287 F23 (3.10)  O1 (3.52) 

CB / Ser287   O2 (3.88) 

OG / Ser287   C1 (3.02) 

CG2 / Ile290 F17 (3.16) C6 (3.80)  

CG2 / Ile290 F21 (3.74)   

CA / Ala291 F1 (3.82) C6 (3.84)  

CA / Ala291 F3 (3.85)   

CA / Ala291 F15 (3.25)   

CB / Ala291 F1 (3.78)   

CB / Ala291 F15 (3.01)   

CB / Ala291 F20 (3.72)   

crevice (PFOA4) CB / Asp187 F20 (3.65)  O1 (3.56) 

CG / Asp187 F20 (3.55)  O1 (3.76) 

CA / Lys190   C10 (3.77) 

C / Lys190 F6 (3.44)   

O / Lys190   C9 (3.29) 

O / Lys190   C10 (3.36) 

CB / Lys190 F5 (3.42)  C10 (3.89) 

CD / Lys190   C8 (3.87) 

CE / Lys190 F5 (3.68)   

CA / Ala191 F6 (3.51)   

CA / Ala191 F12 (3.60)   

CB / Ala191 F12 (3.56)   

OG / Ser193   C10 (3.88) 

CB / Ala194   C9 (3.84) 

CB / Asn429 F15 (3.46)  O2 (3.89) 

CG / Asn429 F1 (3.64)   

CG / Asn429 F15 (3.11)   

C / Lys432 F21 (3.85)   

C / Lys432 F23 (3.79)   

O / Lys432 C22 (3.80)   

CB / Lys432 F21 (3.27)   

CB / Lys432 F23 (3.64)   

CG / Lys436 C22 (3.87)   

CG / Lys436 F23 (3.42)   

CG / Lys436 F24 (3.54)   

NZ / Lys436   C1 (3.69) 

CD1 / Tyr452 F17 (3.82)   

CD1 / Tyr452 F24 (3.64)   

CE1 / Tyr452 F25 (3.87)   

CG2 / Val455 F11 (3.02)   

CA / Val456 F3 (3.85)   

CG2 / Val456 F3 (3.81)   

CG2 / Val456 F11 (3.80)   

CG2 / Val456 F17 (3.89)   

CB / Gln459 O8 (3.18)   

CG / Gln459 O8 (3.58)  C7 (3.43) 

CD / Gln459   C7 (3.54) 

NE2 / Gln459   C7 (3.26) 



 

 

NE2 / Gln459   C8 (3.88) 

NE2 / Gln459   C9 (3.80) 
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Abstract 
 

The study of PFOA-dhSA complex reported in Chapter 3 shows that delipidated human 

serum albumin (dhSA) might represent a suitable bioreceptor for perfluorooctanoic acid 

(PFOA) recognition. Because of the non-electroactive nature of both bioreceptor and 

analyte, the formation of the complex was first followed at a confined surface (the 

electrode surface) by considering the changes in the impendence of the surface/solution 

interface. The design of this impedimetric biosensing strategy aimed to: i) develop an 

affordable, label-free and portable sensing device, ii) operate a critical data interpretation 

supported by other analytical techniques (used as controls) and iii) assure an easy and 

accessible read-out of electrochemical impedance spectroscopy (EIS) data.   

 

The impedimetric platform described in this chapter was developed at graphite screen 

printed electrodes (G-SPE). The G-SPE were first modified with an electropolymerised film 

of pyrrole-2-carboxylic acid (Py-2-COOH), a polymer rich in free carboxylic moieties. These 

functionalities allowed the covalent immobilisation of the dhSA biomolecular recognition 

layer through EDC/NHS coupling. Once the sensing platform was fully characterised, we 

focused on the analytical protocol. The changes in dhSA in presence of increasing 

concentrations of PFOA were followed by electrochemical impedance spectroscopy (EIS) 

and the data interpretation was supported by the size exclusion chromatography- small-

angle X-rays scattering analysis (SEC-SAXS) of dhSA-PFOA complexe. The results show the 

applicability of dhSA in PFOA monitoring when considering the high nanomolar range 

(from 100 nM to 2 µM), with the possibility to discriminate it from other class-related 

compounds (i.e., PFOS and HFPO-DA). However, further optimisations are required to 

reach the levels of maximum residue limits.  

 

Our focus on the sensor design can be explained considering that: i) the immobilization 

of biomolecules at the electrode surfaces, particularly screen-printed ones, via EDC/NHS 

chemistry is often considered as an open-challenge; ii) most impedance sensors do not 

provide an easy read-out (requiring to fit the data with electrochemical equivalent circuits, 

EEC). To enrich the toolbox of electrochemists with a new biomolecule immobilization 

strategy, we examined Py-2-COOH electropolymerisation at G-SPE providing an optimised 

protocol. The issue related to the impedance data read-out were solved by considering the 

Bode plot instead of the Nyquist one. A direct evaluation of the signal variations was 

possible without the need of EEC. However, EIS is not the only option for PFOA dhSA-based 

biosensing, as we will see in Chapter 5 and 6.  



4.1. Introduction 
 

In the previous chapter, a complete description of the stability, the thermodynamic 

parameters and the structural characteristics of dhSA-PFOA complexes was provided 

suggesting the possibility to use dhSA as a bioreceptor for the detection of PFOA in water 

plants and waste waters [1,2]. Concerning the detection of PFOA, only few examples of 

electrochemical sensors have been reported up to now and they mainly use 

electrochemiluminescence [3], potentiometric [4] and photoelectrochemical [5] 

methods. All these sensors are based on biomimetic receptors, such as the molecularly 

imprinted polymers (MIP), which are employed also in PFOA removal [6] and non-

electrochemical sensing devices [7], as further described in Chapter 7. Bioreceptors can 

play an important role in PFOA sensing, as shown by the immunosensor developed by 

Cennamo et al. [8]. In this example, mono-specific antibodies were produced via standard 

immunization protocol using a bovine serum albumin (BSA) – PFOA conjugate. However, 

protein-based bioreceptors have not been considered for the detection of this class of 

analytes, here represented by PFOA, yet.  As described in Chapter 3, serum proteins-PFAS 

interactions were largely investigated [9]. Several toxicological studies clearly 

demonstrated the PFOA capability to interact with albumin thanks to its fatty-acid mimic 

behaviour [10,11], suggesting the possibility to use these common proteins as 

bioreceptors for PFOA sensing.  

 

Albumin-based electrochemical, optical and SPR sensors have already reached good 

performances in the highly selective and sensitive detection of metal ions [12,13], small 

molecules [14] as well as larger analytes, i.e. antigens [15]. Albumin, especially isoelectric 

BSA, is a well-known blocking agent able to prevent nonspecific adsorption phenomena 

in DNA/RNA sensors and immunosensors [16,17]. Lately, it was largely applied in 

hybridized materials, in the formation of monolayers for probe carries in DNA biosensors 

showing a high compatibility with other biomolecules/bioreceptors (from peptides to 

DNA probes)[18,19]. The stability of albumin, especially BSA, in the biosensing platforms 

was investigated considering variables such as temperature, light radiations, etc. [20]. 

Therefore, the literature offers a rich background of experimental data, sensor design 

protocols and characterisation techniques for albumin application in biosensing. Albumin 

is often combined with impedimetric affinity-based sensors, where the bioreceptor is first 

immobilised on the electrode surface, detecting the protein-target interaction as a 

localized change in the electrode/solution interface [21].  

The immobilisation of the bioreceptor is usually a bottleneck in the development of 

biosensors, particularly at screen-printed electrodes (SPE). To overcome this issue, other 

surface modifiers are often included to guarantee the stability of the immobilisation as 
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well as of the electrode surface conductivity and consequently the device sensitivity. 

Zamani et al. [22] recently reviewed the preeminent role of conductive 

electropolymerised polymers, especially pyrrole and its derivatives, that were extensively 

studied and applied as electrode modifiers [23]. Among the pyrrole derivatives, pyrrole-

2-carboxylic acid (Py-2-COOH) was less employed in electroanalytical applications [24–

26], even possessing many sought-after characteristics compared to the parent 

compound pyrrole, such as the presence of the carboxylic acid functional group, which 

can be used to couple amide-bearing molecules to the surface via EDC/NHS chemistry 

[27]. The covalent immobilization of biomolecules via EDC/NHS chemistry at SPE can be 

operated also by generating carboxylic group at the surface of the working electrode via 

electrochemical oxidation [28]. However, these electrochemical oxidation protocol alters 

the properties of commercial G-SPE, thus polymeric modifiers synthetised in aqueous 

media and rich in -COOH groups are preferrable. 

The complete characterisation of the electrochemical polymerisation pathway of Py-

2-COOH has been previously reported by Foschini et al. [29], which results allowed the 

conclusion that the electropolymerisation mechanism is very similar to the one of pyrrole 

[30]. The final polymeric chain presents a torsion angle between subsequent monomeric 

units of 74°, compared to 54° of pyrrole [29]. Thus, the electropolymerisation conditions 

already reported and studied for pyrrole can also be applied to the polymerisation of Py-

2-COOH. Considering the specific electron transfer properties of polypyrrole, the 

conductivity of the resulting film is influenced by the electrolyte in which the 

electropolymerisation takes place [30]. The polypyrrole film is doped with about 20-30% 

of anions coming from the electrolyte, and the conductivity is linked to the exchange of 

trapped anions between the film and the solution [31]. Moreover, acid anions increase 

the conductivity, while basic ones decrease it [32]. Also, the size of the anion is important 

for the growth of the film and its performances, such as stability to overoxidation [33]. All 

these parameters need to be taken into account to design a suitable poly(Py-2-COOH) 

modification protocol compatible with graphite SPE (G-SPE).  

 

Aiming to obtain stable and conductive poly(Py-2-COOH) on the electrode surface for 

the covalent immobilisation of biomolecules, we first optimized the main 

electropolymerisation parameters based on previously reported data [34–36]. Two 

different electrolytes, one organic (SDS) and another inorganic (NaClO4) were compared 

showing how much anions can influence the conductivity of the films at G-SPE. The 

optimized poly(Py-2-COOH) was then tested in an impedimetric biosensing platform, as 

illustrated in Figure 4.1.  As anticipated in Chapter 3, the delipidation treatment increases 

the available binding sites for PFOA [37], improving also the batch-to-batch 

reproducibility of the bioreceptor and the reproducibility of the biosensor response.  

 



 
 

Figure 4.1 Illustration of the portable biosensing platform designed, [38]. The graphite screen-printed 

electrodes (G-SPE) are modified with:  (a) a polymeric layer rich in free carboxylic functional groups (see inset 

of electropolymerisation mechanism adapted from [29]) and (b) delipidated human serum albumin (dhSA). In 

presence of a redox mediator (red starts) the changes in the interfacial charge transfer resistance are 

monitored in absence (b), and presence (c) of the analyte, namely the PFOA. 

 

Here, the PFOA-dhSA binding event was followed by electrochemical impedance 

spectroscopy (EIS) in the presence of a redox probe (Figure 4.1b-c) and the changes in the 

dhSA-PFOA complex conformation were verified by SEC-SAXS (Size Exclusion 

Chromatography-Small-Angle X-ray Scattering). As a proof-of-concept application, this 

study confirmed the possibility to develop simple biosensing tools at poly(Py-2-COOH) 

modified G-SPE for small molecules detection, such as PFOA. The detection strategy 

reported in this chapter offers two main advantages over the already reported 

electrochemical biosensors: i) it is label-free, not requiring any label or co-reactant to 

perform the detection and ii) has the potential to be an easy, fast and robust method of 

fabrication, based on disposable G-SPE and not requiring complex instrumentations or 

time-consuming modification protocols.  
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4.2. Materials and Methods 
 

4.2.1. Reagents and Materials 

Pyrrole-2-carboxylic acid (99%) (Py-2-COOH), perfluorooctanoic acid (PFOA, ≥96%), 

perfluorooctanesulfonic acid potassium salt (PFOS, ≥98%) and hydroxylamine were 

purchased from Sigma−Aldrich Ltd (Belgium). N-hydroxysulfosuccinimide (NHS) and 1-

ethyl-3-(3-dimethylamino) propyl carbodiimide hydrochloride (EDC) were purchased 

from TCI (Europe). Hexafluoropropylene oxide-dimer acid ammonium salt (HFPO-DA, 

≥98%) was purchased from SynQuest Laboratories (USA). Highly purified delipidated 

human serum albumin (dhSA) was obtained following the protocol reported in [39], as 

described in Chapter 3. Haemoglobin (purity>98%) and ovalbumin (purity>98%) were 

purchased from Sigma-Aldrich Ltd (Belgium). All the other reagents were of analytical 

grade and used as received. The 0.1 M phosphate buffer saline solution pH 7.4 with 0.01 

NaCl was prepared by mixing stock solutions of 0.1 M NaH2PO4 and 0.1 M Na2HPO4, 

purchased from Sigma Aldrich. All aqueous solutions were prepared using MilliQ water (R 

> 18 MΩ cm). Electrochemical impedance spectroscopy (EIS) and cyclic voltammetry (CV) 

measurements were performed using an Autolab potentiostat/galvanostat (PGSTAT 

302N, ECOCHEMIE, The Netherlands) controlled by NOVA 1.1 software. Disposable 

graphite screen-printed electrodes (G-SPE) consisting of a graphite working (3 mm 

diameter) and counter electrode and a silver pseudo reference electrode were purchased 

from Italsens (Florence, Italy).  

 

4.2.2 G-SPE Py-2-COOH Modification and Characterisation 

The electropolymerisation of 10 mM Py-2-COOH was performed by CV, using the 

following parameters: a potential window between -0.3 V and +1.2 V, at different scan 

rates (25, 50, 100mV s-1) and number of cycles (5, 10, 20). Two different electrolytes were 

tested namely 1 M NaClO4 and 0.1 M SDS, both in aqueous solution. EIS measurements 

were recorded in 0.1 M phosphate buffer pH 7.4 in 1.0 mM of K3[Fe(CN)6], 1.0 mM  

K4[Fe(CN)6], in the frequency range between 0.1 MHz and 0.1 Hz, with 0.01 V amplitude 

and bias potential determined by open circuit potential. Kramers-Kronig transformation 

was used to verify EIS data for linearity [40,41] and ZView 2 used for the analysis. All the 

potentials are referred to Ag-pseudo reference electrodes except where otherwise 

stated. All electrochemical experiments were performed at room temperature.   



4.2.3 Covalent Immobilisation of dhSA Bioreceptor 

A volume of 50 µL of 10 mM Py-2-COOH in 0.1 M SDS aqueous solution was placed on 

the G-SPE and the electropolymerisation was performed by CV (5 cycles at 100 mV s-1). 

The modified G-SPE were first rinsed with 1 mL phosphate buffer pH 7.4. To activate the 

carboxylic acid groups, 20 µL of an equimolar solution (0.07 M) of EDC/NHS in MilliQ water 

were incubated at the working electrode for 20 min keeping the G-SPE at 4° C. The 

solution was removed and 30 µL of 2 mg mL-1 dhSA in phosphate buffer pH 7.4 were let 

in contact with the working electrode for 30 min at 4° C. The dhSA modified G-SPE were 

rinsed with 1 mL phosphate buffer pH 7.4 to remove the protein excess. Then, the 

unreacted carboxylic acid groups were blocked with 20 µL of 1 M hydroxylamine 

incubation for 20 min at 4° C. After dhSA immobilisation, the G-SPE were characterized 

by EIS before being incubated with PFOA solutions. 

 

4.2.4 Analytical Protocol for PFOA Detection 

The modified electrode (dhSA-G-SPE) was incubated with 20 µL of PFOA solution at 

different concentrations for 20 min at RT. After, the electrode was rinsed with 500 µL of 

phosphate buffer and EIS spectra were acquired in 80 µL of 1.0 mM of K3[Fe(CN)6], 1.0 

mM  K4[Fe(CN)6], in phosphate buffer. The calibration plot was built in the concentration 

range between 100 nM to 1 µM: the relevant analytical parameter ΔZ is defined as the 

difference in absolute impedance values, acquired at 10 Hz, between the bare dhSA-G-

SPE and after the incubation with PFOA. All measurements were performed in triplicates, 

unless otherwise indicated. 

 

4.2.5 Micro-FTIR Characterisation  

The μFT-IR spectra were collected using the LUMOS II spectrometer from Bruker. The 

samples were scratched from the electrode using a tungsten needle and deposited in a 

KBr pellet. Afterwards, they were analysed in transmission mode with an MCT detector, 

with a spectral range of 4000–700 cm−1, a 4 cm−1 resolution, 128 scans, and a 100 × 100 

µm2 spot size. The spectra have not been corrected in order to not distort the data. The 

OMNIC and PyMca packages were used for data analysis. 

4.2.6 Size Exclusion Chromatography and Small-Angle X-ray Scattering (SEC-SAXS) 

The SEC-SAXS experiments were performed at the P12 beamline EMBL SAXS-WAXS at 

PETRAIII/DESY (Hamburg, Germany) [42]. The size exclusion chromatography (SEC) 

column (Superdex 200 5/150 column; GE Healthcare Life Sciences) was equilibrated with 
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SEC-SAXS running buffer A (10 mM sodium phosphate, pH 7.4, 100 mM NaCl, 5% glycerol). 

A 50 μL aliquot of dhSA (9 mg mL-1) was applied to the column. The SEC column was then 

equilibrated with SEC-SAXS running solution B (buffer A plus 1 mM PFOA). Before 

performing the SAXS experiments on the complex, the dhSA was pre-incubated with 1 

mM PFOA for 30 min at room temperature and a 50 μL aliquot (9 mg mL-1) was applied to 

the column. For each run 720 images were recorded using 1 s exposure every 1.25 s at a 

flow rate of 0.3 mL min-1. For SEC-SAXS data, frames corresponding to dhSA protein peak 

were identified, blank subtracted and averaged using CHROMIXS [43]. Radii of gyration 

(Rg), molar mass estimates and distance distribution functions P(r) were computed using 

the ATSAS package [44], in PRIMUS [45]. Comparison of experimental SAXS data (see 

Table A4.1, Annex) and dhSA crystal structure (PDB_ID: 4K2C) [46] was performed using 

CRYSOL [47].  

 

4.3. Results and Discussion 
 

4.3.1 Electropolymerisation Optimisation 

Surface modifications of G-SPE might represent a challenging task and often protocols 

optimised for other types of electrodes, such as bulk macroelectrodes, are not directly 

compatible with SPE [48]. To avoid these issues, in this study the monomer 

electropolymerisation was carried out by CV in aqueous solution avoiding organic solvents 

that might affect the stability of G-SPE coatings. Taking advantage of the wealth of 

information already present in literature only two electrolytes were tested, an organic 

anion and an inorganic one, NaClO4 [34] and SDS [35,36], respectively. These two 

electrolytes were considered because the final poly-pyrrole films obtained were found to 

have good conductibility and stability, as we would like our Py-2-COOH modifier to be. 

The optimization of the electropolymerisation protocol and the selection of the most 

suitable electrolyte among the two mentioned were aimed to maximise the film 

conductivity, minimise the modification protocol duration and assure the easiness of 

application.  

The electropolymerisation of 10 mM Py-2-COOH at G-SPE was performed in 1 M of 

NaClO4 [34] and in 0.1 M SDS [35,36] by running five CV cycles at 100 mV s-1. The 

electropolymerisation patterns reported in Figure 4.2A - B showed a consistent behaviour 

for both electrolytes: the monomer oxidation occurred at about +1.1/1.2 V and the 

intensity of the peak current decreased with increasing the number of CV cycles (see 

arrows in Figure 4.2A-B). The peak currents were comparable for both NaClO4 and SDS (≈ 

400 µA for the first cycle). From the polymerisation patterns, the electrolytes differ mainly 



for the oxidation peak shape (more symmetrical and resolved in NaClO4 solutions) and 

capacitive contribution (higher for SDS solution). However, the electrochemical 

properties of the modified electrodes investigated by CV and EIS were found to be 

completely different in terms of surface conductivity.  

In Figure 4.2C, the voltammograms recorded in 1.0 mM of K3[Fe(CN)6], 1.0 mM  

K4[Fe(CN)6], 0.1 M KNO3 for bare and both poly(Py-2-COOH) modified G-SPE are compared 

to describe the conductive/insulating nature of these polymeric modifiers. The 

voltammogram of the G-SPE modified with the Py2-COOH grown in NaClO4 (blue curve) 

showed an almost complete suppression of the redox signals, compared to bare G-SPE 

(black curve). This outcome suggests that the electropolymerisation in NaClO4 passivates 

the electrode surface leading to the formation of an insulating layer. An opposite 

behaviour was observed for the Py-2-COOH film obtained in SDS: the voltammograms 

(red curve) present a current increase of about 15% for both anodic and cathodic peaks 

and a smaller ΔEp (from 202 mV to 112 mV) compared to the bare G-SPE (black curve). It 

is worth noting that the presence of a polymeric layer implies also an increase in the 

capacitive currents, < 5%. Overall, these characteristics indicate an enhanced electron 

transfer when carrying out the electropolymerisation in SDS electrolyte.  

The striking difference in conductivity of films obtained with the two modification 

protocols was confirmed by EIS, as shown in Figure 4.2D. The electrode modified in 

NaClO4 solution (blue dots) presented a very high charge transfer resistance (Rct) 

compared to the control (black dots) and no diffusion processes were observable from 

Nyquist plot in the frequency region tested. This data can be fitted with a simplified 

Randles circuit, excluding Warburg element [49]. Therefore, the formation of an 

insulating polymer-solution interface was confirmed. On the contrary, the SDS modified 

electrode presents a Rct lower than the bare G-SPE, as underlined in Figure 4.2E (red 

dots). This Nyquist plot is characterised by a double consecutive semicircle (very small 

initial one) and a large diffusion contribution, which suggest: i) the conductive nature of 

the modifier and ii) the presence of multiple processes, which implies the need of an 

articulated electrochemical equivalent circuit (EEC) for the data fitting. It is possible to 

conclude that Py-2-COOH electropolymerisation in aqueous solutions is compatible with 

G-SPE electrodes and the polymer properties can be easily tuned using different 

electrolytes. In particular, the use of NaClO4 leads to insulating modifiers, while with SDS, 

poly(Py-2-COOH) conductive films are obtained. Aiming to design a sensitive 

impedimetric platform, further optimisation was performed only with the 0.1 M SDS 

electrolyte. 

 

4.3.1.1. Number of cycles and scan rate 

The electropolymerisation with SDS was optimized in terms of number of CV cycles and 

scan rate using a one-variable-at-a-time approach (OVAT). The monomer solution, 10 mM 
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of Py-2-COOH in 0.1 M SDS, was polymerised using an increasing number of cycles (5, 10, 

20) and different scan rates (25, 50, 100 mV s-1). The values tested were selected based 

on the literature (i.e., pyrrole-based imprinted modifiers [50,51]). 
 

 
Figure 4.2  Comparison of different electropolymerisation patterns for 10 mM Py-2-COOH, 5 cycles at 100 mVs-
1 between 0 and +1.5 V in 0.1 M SDS (A) and 1 M NaClO4 (B); (C) CVs for bare G-SPE (black line), and after 5 
cycles of electropolymerisation with 10 mM Py-2-COOH in 0.1 M SDS (red line) and 1 M NaClO4 (blue line); (D) 
Nyquist plot for bare G-SPE (black line), and after 5 cycles of electropolymerisation with 10 mM Py-2-COOH in 
0.1 M SDS (red dots) and 1 M NaClO4 (blue dots); (E) Magnification of Nyquist plot in Figure 4.2D (region from 
0 to 5000 Ω). All the measurements were performed in 0.1 M KNO3 with 1.0 mM of K3[Fe(CN)6], 1.0 mM  

K4[Fe(CN)6]. 
 



To optimise the number of cycles, the scan rate was kept constant (100 mV s-1) and 

five cycles of CV were recorded for each different scan rate value. The properties of all 

the modified G-SPE were characterised by CV and EIS in presence of 1.0 mM of 

K3[Fe(CN)6], 1.0 mM  K4[Fe(CN)6], 0.1 M KNO3. Again, the working conditions leading to 

the more conductive films were considered optimal. When the performances were 

comparable, other criteria, such as protocol duration, were applied to define the final 

electropolymerisation protocol. Comparing the performances of the G-SPE modified at 

different number of cycles in Figure 4.3A-B, we noticed that poly (Py-2-COOH) 

modification showed a higher surface conductivity (compared to bare G-SPE) even after 

20 consecutive CV cycles. However, the best performances in terms of current intensities 

and ΔEp were obtained with five CV cycles, as summarised in Table 4.1. Increasing two or 

four times the number of CV cycles, there was an increment in ΔEp from 112 mV for 5 

cycles to 173 mV for the 20 cycles.  

To operate a rapid modification protocol, a number of five CV cycles was considered 

optimal for this study. An even lower impact on the modified electrode performances was 

reported using different scan rates. The results presented in Figure 4.3C showed a 

consistent behaviour with current variations of ± 11% and ΔEp differences of maximum 

22 mV. To minimize the protocol duration, a scan rate value of 100 mV s-1 was selected. 

The slightly better performances of the electrodes modified with shorter protocols (5 

cycles at 100 mV s-1) might be explained by the polymerisation solution. Indeed, the SDS 

solution has a very low surface tension and tends to spread on the G-SPE surface. Longer 

electropolymerisation times might result in an uneven deposition since the monomer has 

more time to diffuse away from the WE surface. 

Table 4.1 Electrochemical parameters of the different poly (Py-2-COOH) modified electrodes: 5, 10 and 20 CV 

electropolymerisation cycles recorded at 100 mV s-1 or 5 CV electropolymerisation cycles recorded at 25, 50 

and 100 mV s-1. Average and STD were calculated from triplicate measurements.  

 
ΔEp (mV) Ipa/Ipc 

Bare  202 ± 8 1.23 

5 cycles 112 ± 4 1.03 

10 cycle 122 ± 2 1.14 

20 cycles 173 ± 5 1.16 

------------------------------------------------------ 

25 mV/s 134 ± 6 1.11 

50 mV/s 124 ± 3 1.10 

100 mV/s 112 ± 4 1.03 



Chapter 4 

109 
 

 
Figure 4.3 Comparison of different electropolymerisation parameters for 10 mM Py-2-COOH in 0.1 M SDS: CVs 

(A) and Nyquist plots (B) of G-SPEs after 5, 10 and 20 CV electropolymerisation cycles at 100 mV s-1; CVs (C) 

and Nyquist plots (D) of G-SPEs after 5 CV cycles electropolymerisation at 25, 50 and 100 mV s-1; (E) Schematic 

representation of the EEC used to fit the data. 

 

The EIS data proved once again that the modified electrodes are still very conductive 

and indirectly report the successful modification of the electrode surface. The Nyquist 

plot for the modified electrodes can be fitted by EEC reported in Figure 4.3E. Two blocks 

of circuit elements can be identified; Rs is the uncompensated solution resistance while 

the first block [CPE 1, Rct 1] models the poly (Py-2-COOH) film and the second [CPE 2 (Rct 

2; W)] is related to the electrode surface underneath the polymer. This circuit has been 

previously reported as a model for electrodes modified with materials (mostly poly-

pyrrole films) with different conductivities and morphology of the underlying working 

electrode [52–54].  



The final modification protocol encompasses the electropolymerisation of 10 mM of 

Py-2-COOH in 0.1 M SDS for 5 CV cycles at 100 mV s-1; all the protocol specifications are 

summarised in Section 4.2.3. The resulting polymeric film provides the carboxylic acid 

functional groups needed for the covalent immobilisation of biomolecules and improves 

the conductivity of the working electrode, as evidenced also by the EIS characterisation. 

4.3.2. Impedimetric Characterisation of dhSA-PFOA Binding and IR Check 

The possibility of following the formation of the dhSA-PFOA complex was studied by 

EIS at the surface of the Py-2-COOH-G-SPE. The electrode surface rich in free carboxylic 

acid moieties were activated by EDC/NHS for the covalent immobilisation of dhSA. The 

protocol was adapted from the one reported by Rengaraj et al. for lectin immobilisation 

at portable screen-printed carbon paper electrodes [28].  The dhSA loading was optimized 

to a final value of 2 mg mL-1 in Table 4.2. In this study, a limited range of dhSA 

concentrations was considered: from 0.5 to 5 mg mL-1. The optimisation was based on 

the comparison of the dhSA-Rct values calculated by fitting the data with the EEC reported 

in Figure 4.5. We observed that for dhSA concentrations lower than 2 mg mL-1, the Rct 

values were affected by relatively high errors suggesting a non-stable modification. With 

2 mg mL-1 a good reproducibility was obtained, while for higher concentrations of dhSA 

the Rct did not change significantly. With 5 mg mL-1 we recorded an increase in the Rct 

but with a much higher associated error. Based on this data, a dhSA-loading of 2 mg mL-1 

was selected.  

Table 4.2 Average values of dhSA-Rct, recorded at increasing concentrations of dhSA immobilised at the Py-2-

COOH-G-SPE surface. Average and STD were calculated from triplicate measurements. 

 

[dhSA] (mg mL-1) dhSA-Rct () 

0.5 25 ± 11 
1.0 50 ± 13 
2.0 100 ± 9 
3.5 110 ± 16 
5.0 150 ± 25 

 

Once the protocol was optimised, the modification and its stability were further 

characterised with the help of micro-FTIR, as summarised by the spectra comparison in 

Figure 4.4. The IR spectra of pure lyophilised dhSA, Py-2-COOH modified G-SPE and dhSA-

Py-2-COOH-G-SPE were first collected. The IR spectrum of dhSA is characterised mainly 

by two intense bands:  the amide I band at 1655 cm-1 and the amide II band 1543 cm-1 

[55,56]. This so-called amide region can provide additional information about the 

secondary structure of albumin [57,58], such information can be useful to check the 
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bioreceptor stability over time and different working conditions (future studies). Despite 

Py-2-COOH presents some bands with very low intensity in dhSA amide region, it is still 

possible to clearly observed amide I and II bands in the spectra of the “modified G-SPE”. 

The stability of the modification was probed by subjecting the dhSA-Py-2-COOH-G-SPE to 

up to 10 washing cycles with PBS solution and then collect their IR spectra (data not 

shown). This simple test shows that dhSA was still present even after several 

rinsing/drying steps because the IR spectra showed the same feature of the “modified G-

SPE” and albumin bands (at about 1655 and 1543 cm-1). The spectra recorded prior and 

after these washing steps overlap. The absence of band shifts might suggest that the 

secondary structure of dhSA was not altered meaningfully during this test. Here, micro-

FTIR was applied as a control technique to verify the stability of the dhSA immobilisation, 

but it might be further considered for the routine check of dhSA-Py-2-COOH-G-SPE or 

other protein-modified SPE. 

 

4.3.2.1 Characterisation of the dhSA-Py-2-COOH Modified G-SPE 

The Nyquist plots obtained at the bare G-SPE (bare, black dots) and after Py-2-COOH 

acid electropolymerisation (Py-2-COOH, red dots), dhSA immobilisation (dhSA, blue dots) 

and PFOA incubation (PFOA 1 µM, green dots) are reported in Figure 4.4. To extract 

qualitative and quantitative information about the processes occurring at the electrode 

surface, the Nyquist plots were fitted with EEC reported in Figure 4.4B- C.  

 

 
Figure 4.4 (A) Nyquist plots for bare (black dots), poly (Py-2-COOH) modified G-SPE (red dots) and dhSA poly(Py-

2-COOH) modified G-SPE in absence (blue dots) and presence of 1 µM PFOA (green dots), (B) modified Randles 

EEC; (C) dhSA modified electrode EEC. All the measurements were performed in 0.1 M KNO3 with 1.0 mM of 

K3[Fe (CN)6], 1.0 mM  K4[Fe(CN)6] in 0.1 M KNO3. 
 

The Nyquist plot for the bare G-SPE was fitted with the modified Randles circuit, 

reported in Figure 4.4B. In this circuit, the migration of charge through the electrolyte 

solution is described by the solution resistance (Rs), the double-layer formation at the 



electrode surface is modelled by a constant phase element (CPE), the charge-transfer 

reaction at the electrode corresponds to the Rct, and the linear diffusion from the bulk of 

the solution is modelled by the Warburg impedance element (W). The bare G-SPE 

presented a relatively high Rct (2.12 kΩ). After the electropolymerisation of the 

conductive pyrrole-2-carboxylic acid film, the Rct was halved (1.02 kΩ). Moreover, the 

polymeric layer resulted to be highly reproducible and even G-SPEs with different initial 

Rct values showed comparable performance after the electropolymerisation. 

The immobilisation of the dhSA led to the formation of a conductive layer. To model 

this modification, a different EEC, reported in Figure 4.4C, with an additional resistor and 

capacitor in parallel was used. A similar EEC was previously reported by Xie et al. in the 

EIS study of bovine serum albumin absorption at platinum electrodes [59]. The additional 

elements (dhSA-CPE and dhSA-Rct) model the resistance and capacitance of the 

conductive dhSA film. Indeed, the charge must pass through the protein film before 

accessing the electrode surface (the part consisting of G-CPE, G-Rct and W). The Nyquist 

plot obtained after the incubation of 1 µM PFOA (green dots) presents an increase in the 

semicircle part of the plot at lower frequencies which is linked to an increase in Rct of the 

layer. Thus, it is possible to hypothesize a direct influence of the PFOA on the dhSA 

structure on the electrode surface. The conformational changes of dhSA in presence of 

PFOA were further investigated by SEC-SAXS. 

4.3.2.2. SEC-SAXS Analysis of hSA-PFOA Complexes 

SEC-SAXS measurements were performed on dhSA in the unbound state, known as 

apo form, and in complex with 1 mM PFOA (see Figure A4.1, Annex A). The experimental 

SAXS curves are compared in Figure 4.5A and the size parameters calculated from the raw 

data are summarised in Table A4.1, Annex A. From these latter, it is possible to observe 

that the molecular masses (MM), calculated from the hydrated particle volumes (Vp), 

were consistent with values expected for monomeric species and in agreement with the 

MM estimated from the primary sequences. Even if the overall distance distribution 

function and therefore the calculated Dmax are not affected by the interaction with PFOA, 

there is a meaningful change in the radius of gyration, Rg. This difference (about 0.8 Å) is 

clearly visible in the plots reported in Figure 4.5B-C, suggesting a conformational change 

of dhSA in presence of PFOA. In particular, PFOA-dhSA complexes assumed a more 

compact shape in respect to the apo form, with a significant decrease in the Rg values 

(from 27.900 ± 0.006 Å for the apo protein to 27.100 ± 0.008 Å for the complex with 

PFOA).  
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Figure 4.5 (A) Comparison of the experimental SEC-SAXS data obtained for the apo form of dhSA and the 

complex with PFOA and (B) the zoomed regions of these graphs at low angles; the plots display the logarithm 

of the scattering intensity (log I) as a function of momentum transfer (s); (C) Comparison of Guinier plots and 

fits of the SEC-SAXS data for the apo form of dhSA and the complex with PFOA. 

 

The observed conformational changes are confirmed by the comparison of the 

experimental scattering data with theoretical scattering curves computed by CRYSOL [47] 

from the crystal structure of dhSA [46]. A poor fit with a χ2 of 3.79 was obtained for the 

apo form. This result is ascribed to the packing stabilizing interactions that take place in 

the crystal lattice, resulting in a crystallographic structure more compact than the 

respective conformation in solution. On the contrary, PFOA binding induces a more 

compact conformation of dhSA that is very close to the crystal structure with a good 

agreement (χ2 of 1.54) between the calculated and measured scattering intensities.  

These results suggest that PFOA compacts the structure of albumin leading to a 

meaningful decrease of the radius of gyration (Rg). However, it is worth noting that no 

denaturation or protein unfolding was observed for dhSA after incubation with PFOA. 

These data can be explained by considering the fatty-acid mimic behaviour of this 

contaminant that in presence of a completely delipidated protein is able to create strong 

interactions in the cavities that normally host lipids, hormones or drugs, as described in 

Chapter 3 [60,61]. The structure assumed by the dhSA in presence of PFOA might be 

responsible for the increase in Rct of the modified electrode; the redox mediator in 

solution should find its path towards the electrode surface hindered by the more compact 

dhSA layer and thus resulting in an increased charge transfer resistance.  

 

4.3.3. PFOA Impedimetric Analytical Detection Strategy  

To simplify the detection strategy and improve the sensitivity of the sensors, a direct 

evaluation of the impedance signal changes was performed by considering the Bode 

phase plots instead of analysing the EEC parameters after fitting the Nyquist plots.  

In Figure 4.6A, the Bode phase plot of dhSA-Py-2-COOH-G-SPE (blue dots), it was 

possible to identify two peaks, with Θmax at 1 and 10 Hz, respectively. Each peak 



corresponds to a separate kinetic process with different time constants [62]. These 

processes were ascribed to the interaction of the redox mediator with the dhSA and the 

polymeric film on the electrode surface. They appear after the Py-2-COOH 

electropolymerisation, see comparison of bare G-SPE (black dots) and Py-2-COOH-G-SPE 

(red dots).  

 
 

 
Figure 4.6. (A) Bode phase plot for the dhSA-Py-2-COOH-G-SPE recorded in 0.1 M phosphate buffer pH 7.4 with 

1.0 mM of K3[Fe (CN)6], 1.0 mM  K4[Fe(CN)6], bare (black dots), after Py-2-COOH electropolymerisation (red 

dots), after dhSA immobilisation (blue dots) and after incubation with 1 µM PFOA (green dots); (B) Calibration 

plot for the dhSA-Py-2-COOH-G-SPE biosensors between 100 nM and 5 µM PFOA (green dots), HFPO-DA (grey 

dots), PFOS (red dots) and buffer solution (white/blue dots), polynomial fitting equation of PFOA calibration 

plot: y = 11.20 + 14.97x1 - 1.23x2. Error bars calculated on triplicates.  
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From the analysis of the Bode phase plots the modification showed a good 

reproducibility: the maximum phase values of both processes present a relatively low s.d. 

(50.7 ± 1.1° for the process I at 1 Hz and 38.7 ± 0.87° for process II at 10 Hz). After 

incubation of PFOA spiked solutions, the Θmax of process II at 10 Hz increased (Δ≈11°; 

green dots). This change suggests that the presence of PFOA influences the interfacial 

region G-SPE/dhSA/solution allowing the redox mediator to access the electrode surface 

more easily (increase in the phase value). To use this event as an analytical signal, the 

changes in the absolute impedance ΙZΙ, recorded at a fixed frequency of 10 Hz, were 

plotted against different PFOA (and PFAS) concentrations incubated at dhSA-G-SPE, as 

shown in Figure 4.6B. The analytical parameter used is ΔZ, which is defined as the 

difference between the Z value of the dhSA modified electrode at 10 Hz and the same 

value recorded after incubation with different PFOA solutions (ΔZ = |Z|PFOA/PFAS - |Z|dhSA). 

PFAS calibration plots in Figure 4.6B were built in the range from 100 nM to 5 µM for 

all analytes tested, namely: our target (PFOA), other two possible interfering compounds 

from PFAS class (PFOS and HFPO-DA) and the buffer solution. It is worth noting that the 

other PFAS were selected to: i) test another fluorinated substance with the same chain 

length of PFOA and a different head group (PFOS) and ii) test a shorter-chain PFAS with a 

carboxylic group (HFPO-DA). 

For PFOA, a polynomial fitting of the data points (dotted line) was applied with a R2 of 

0.997. For PFOA concentrations higher than 2 µM, the trend of the data seems to suggest 

a progressive saturation of the biorecognition layer. However, a linear interval between 

100 nM and 2 µM was observed, and additional optimization might help extending this 

range down to the low nM range. The reproducibility of the impedimetric biosensors was 

found to be about 89%, which is considered acceptable for a first proof-of-concept.   

The dhSA-Py-2-COOH-G-SPEs were also incubated with:  HFPO-DA (grey dots), PFOS 

(red dots) and the buffer solution (white/blue dots). These negative control experiments 

were performed in triplicate and the average values with the relative error (expressed as 

s.d.) were plotted in Figure 4.6B.  The results show clearly that the properties of the 

electro/solution interface are altered by both the PFAS (PFOS and HFPO-DA) and the blank 

(buffer solution). With buffer solution additions, the ΔZ ranged from 7-15 (grey area) and 

no trend was observed, as expected for a blank. The signal for 100 nM of PFOA falls below 

the threshold value (ΔZ≈15) and, thus, cannot be considered specific.  

After incubation with increasing concentration of PFOS, the change in ΔZ were of the 

same magnitude of the one observed with blank additions (from7 to 15) suggesting that 

PFOS interacts with the layer but without leading to stable conformational changes as for 

PFOA. Considering the structural similarity of PFOA and PFOS, we could have expected a 

similar trend in the biosensor response. The behaviour observed can be ascribe to their 

different affinity for dhSA and the possible differences in PFOA/PFOS-dhSA binding 

mechanism (as described in Chapter 3). Unfortunately, the impedimetric response do not 



allow to understand more in detail the reason of this different behaviour. Compared to 

PFOS data, the incubation of HFPO-DA led to a more meaningful change in the ΔZ, with a 

trend similar to the one observed for PFOA. These findings suggest that also HFPO-DA 

interacts with the biorecognition layer but its effect is not as evident as for PFOA. This 

might depend on the HFPO-DA solubility (higher than PFOA one), interaction mechanism, 

affinity for dhSA (lower than PFOA one), etc.  Overall, these negative controls experiments 

confirmed that the biorecognition layer of our impedimetric platform is highly sensitive 

(undergoes traceable changes even after blank additions) and particularly suitable for 

PFOA detection (for other PFAS the ΔZ are not meaningful and/or proportional to the 

analyte concentration). The results highlight also the need to further improve this 

impedimetric platform to determine lower PFOA values and suppress the interfering 

signals. This would be possible using only the albumin domains which bear the FA sites of 

interest for PFOA instead than the whole dhSA, as anticipated in Chapter 3 and further 

discussed in the next ones.  

 

To evaluate the role of dhSA in this platform, additional negative controls were 

performed using other non-delipidated proteins instead of human serum albumin: 

ovalbumin (OVA) and haemoglobin (Hb). The G-SPE modification protocol was applied 

without any optimization of the protein concentrations. In this frame, these proteins were 

selected simply because their MW is similar to the one of dhSA (OVA≈45kD and Hb≈64.5 

kDa). The results of these tests are exemplified in Figure 4.7, where the Bode plot of the 

modified electrodes prior/after incubation of 1 µM PFOA are compared for both OVA and 

Hb. The results of OVA-Py-2-COOH-G-SPEs show no changes upon incubation of PFOA. As 

for dhSA, here two processes with different kinetics were observed (dotted lines) even 

though the frequencies of the Θmax resulted to be shifted towards higher values. 

For Hb-Py-2-COOH-G-SPEs, the profile of the Bode plot before PFOA incubation was 

characterised by a broad peak (overlapped peaks) suggesting the presence of multiple 

processes with similar kinetics. This difference can be ascribed to the completely different 

nature of Hb compared to dhSA and OVA, as described in Chapter 2, Hb is an electroactive 

protein. Therefore, the equilibria of the interfacial region are more complex to follow. 

Despite this discrepancy, also this second control experiment showed that PFOA 

incubation do no alter the biorecognition layer in an observable way. Both controls 

confirm that the possibility to detect increasing PFOA concentrations with protein-Py-2-

COOH-G-SPEs depends on the specific changes in the biorecognition layer immobilised at 

the G-SPE surface. Only dhSA, with its high affinity for PFOA and its capacity to undergo a 

meaningful conformational change when complexed with this compound, is suitable for 

PFOA biosensing. Other kinds of protein bioreceptors, such as OVA (not delipidated) and 

Hb, did not show any traceable changes. In particular, the comparison of OVA and dhSA 

suggest the importance of albumin delipidation and purification prior to apply the protein 
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in biosensing platforms. Moreover, these controls indirectly prove the applicability of Py-

2-COOH in the covalent immobilisation of proteins at G-SPEs, because all experiments 

showed a good reproducibility.  

 

 

 

Figure 4.7. Bode phase plot for the: (A) OVA-Py-2-COOH-G-SPE and (B) Hb-Py-2-COOH-G-SPE. Both biosensors 
were tested in 0.1 M phosphate buffer pH 7.4 with 1.0 mM of K3[Fe (CN)6], 1.0 mM  K4[Fe(CN)6] after incubation 
with 1 µM PFOA (green dots). 

 

From these preliminary experiments, we can conclude that dhSA can be applied as a 

PFOA bioreceptor in portable, affordable sensing platforms. The covalent immobilisation 



of the protein assures a good reproducibility of the biorecognition layer responses and 

the high sensitivity of impedance outcomes allow to follow dhSA-PFOA complex 

formation. All tests aimed to probe the possibility to regenerate the platform after use 

where not included in this preliminary study.   

 

4.4 Conclusions 

 

With this chapter, we aimed to answer three main questions: i) would it be possible to 

apply dhSA in PFOA detection designing an impedance biosensor? ii) shall we optimise a 

protocol for the covalent immobilisation of our protein bioreceptor at G-SPE avoiding the 

drawbacks of electrochemical oxidation protocols? iii) can we further support impedance 

data interpretation by the help of other complementary techniques?  

 

The preliminary data obtained with our biosensing platform suggest the possibility to 

develop a sensing strategy using dhSA-PFOA complex formation as recognition event. 

Indeed, this platform was tested in presence of increasing concentrations of PFOA and 

the changes at interfacial electron transfer were correlated to the formation of dhSA-

PFOA complex, no comparable trends were observed in the negative control experiments 

(using other PFAS or different protein bioreceptors). When working with dhSA and PFOA, 

by extracting the absolute impedance values at 10 Hz from the Bode phase plot it was 

possible to build a calibration plot in the nanomolar range (from 100 nM). Despite the 

sensitivity should be further improve to reach the LMR prescribed, this proof-of-concept 

study showed the ease of combining proteins bioreceptors with poly Py-2-COOH-G-SPE 

for PFOA monitoring in water samples.  

 

To better answer question ii), we first optimised a protocol for the electrosynthesis of 

conductive poly (Py-2-COOH) modifiers at G-SPE in 0.1 M SDS.  The preliminary study of 

Py-2-COOH electropolymerisation show the key-role of the working conditions applied in 

the determination of the final properties of the polymer. By performing this 

polymerisation in SDS conductive modifiers were obtained, while using NaClO4 insulating 

polymers were synthesised at the electrode surfaces. Delipidated hSA was covalently 

immobilised at the modified electrode via EDC/NHS coupling taking advantage from the 

free-carboxylic moieties of the polymer and the biorecognition layer was fully 

characterised by EIS. Py-2-COOH applicability in protein immobilisation strategies were 

further confirmed by the tests performed with OVA and Hb. The interpretation of the 

impedimetric data suggest that PFOA additions compacted the protein bioreceptor and 

facilitate the redox mediator access to the electrode surface, lowering the impedance of 

the solution/electrode interfacial region. To answer question iii), this hypothesis was 
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supported by the results obtained with SEC-SAXS analysis of the dhSA-PFOA complex. The 

applicability of this sensing strategy can be further improved by adding other surface 

electrode modifiers, such as nanomaterials or electroactive labels, to enhance the 

sensitivity or modifying the dhSA receptor with protein engineering techniques, as 

anticipated in Chapter 3. 
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4.1 Annex A 
Details of the SEC-SAXS analysis 
Table A4.1. SAXS structural parameters: radius of gyration (Rg), maximum dimension (Dmax), Porod volume 
(Vp), and Molecular Mass (MM). Dmax was obtained from the distribution function using GNOM; I(0) 
(scattering intensity) was obtained from the scattering data by the Guinier analysis. 
 

Data collection 

parameters 

dhSA dhSA/PFOA 

Instrument P12 (PETRA III) 

Beam geometry (mm2)                0.2 x 0.12 

Wavelength (Å) 1.24 

s range (Å-1) 0.003–0.445 

Concentration (mg/ mL)   9 

Temperature (K) 283 

Structural parameters 

I(0) (A.U.) [from Guinier]                         15584±10 7634±12 

Rg (A) [from Guinier]                                 27.900±0.005 27.000±0.004 

Guinier sRg limits  0.986 1.11 

Dmax (Å) 80±4 

Vp Porod volume 

estimate (Å3) 

110390±10000 109550±10000 

Molecular mass determination (Da) 

MM [from Porod volume]                          64900±6000 64400±6000 

Calculated monomeric 

MM from sequence                     

66500 

 

  

       
Figure A4.1. Comparison of the crystallographic dhSA (dashed line) with experimental SEC-SAXS data for the 

apo form (left) and for the complex with PFOA (right), data analysis performed with CRYSOL [47]. 
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Abstract  
 

An in-depth understanding of protein-ligand interactions can help identifying new 

bioreceptors as well as potential electroactive probes for indirect detection strategies. 

Therefore, after designing an impedimetric-based sensor in Chapter 4, we searched for 

possible redox probes to develop a voltammetric sensing strategy again using albumin as 

PFOA bioreceptor. Among the endogenous ligands carried by albumin, we have the haem 

group with its well-known reversible redox behaviour (described also in Chapter 2).   

In this chapter, we compared PFOA-albumin complex with haem-albumin one 

observing that the two ligands bind different correlated FA sites. Once the PFOA binding 

pocket FA7 is occupied, the haem-binding site undergo a conformational change which 

hinders haem binding. These findings suggest the possibility to apply haem as redox probe 

in PFOA-albumin detection strategies. Haem-albumin complexes in presence/absence of 

PFOA were first screened by UV-Vis spectroscopy. Once verified the complex formation, 

haem was further characterised using electrochemical methods. The haem-albumin-PFOA 

system was studied in solution aiming to understand: the complexity of the multiple 

equilibria, the changes in binding kinetics and how these latter can be followed by 

considering the probe redox activity, the non-specific adsorption phenomena at stake, etc. 

The preliminary results suggest the possibility to apply haem as redox probe. 

The approach proposed in this study consisted mainly of three steps: i) a comparative 

analysis of albumin-ligands crystallographic structures which provided the theoretical 

basis of our hypothesis; ii) a screening of the complexes in solution performed with UV-Vis 

spectroscopy and iii) an electrochemical study of haem redox behaviour in presence of 

different equilibria (haem-albumin, PFOA-albumin, etc.).   



   

 

 

5.1 Introduction 
 

The nonelectroactive nature of dhSA does not hinder the possibility of combining this 

bioreceptor with electrochemical sensing strategies other than the impedance-based one 

presented in Chapter 4. To design alternative strategies, we can include electroactive 

labels or probes, whose electrochemical behaviour can be easily recorded and directly 

linked to the presence/absence of dhSA-PFOA complex [1]. For instance, electroactive 

peptides with lower affinity for dhSA pockets than the target molecule can be designed 

and loaded in the protein bioreceptor [2]. When loaded inside the protein pockets, these 

peptides will not show any electrochemical signal because they are buried among the 

hydrophobic chains of dhSA. In presence of the target, the peptides will be gradually 

released and this event can be followed by recording their electrochemical response, 

allowing a semi-quantitative detection of the analyte.  

This biosensing platform, as well as the impedimetric and optical ones (Chapter 4 and 

Chapter 6), required a high control of non-specific and bio-specific protein adsorption 

processes, which occur at the electrode surface and can affect deeply the signal recorded 

[3]. It is worth noting that most sensing surfaces (from SPR to electrode ones) are prone 

to non-specific adsorption (NSA) of proteins [4]. NSA happens when a molecule adsorbs 

to the surface of a sensing platform in an irreversible way. This leads to a high background 

signal which is indiscernible from the specific binding one, affecting the sensor in terms 

of sensitivity, selectivity and reproducibility [5]. In the other strategies described the 

albumin bioreceptors were immobilised at an electrode (Chapter 4) or an optical fiber 

surface (Chapter 6) and NSA effects were limited by including several washings and rinsing 

steps and covering the bare surfaces with polymeric layers which partially prevent these 

phenomena. Therefore, for the impedimetric and optical platform the contribution of 

NSA will be further considered during the optimisation steps. We introduce NSA in this 

chapter because the proof-of-concept voltammetric study reported here was carried out 

in solution, without immobilising the dhSA. In these conditions, NSA-related contributions 

need to be carefully evaluated since the first preliminary experiments and eventually 

reduced by the help of electrode surface modifiers. In the last decades, Vörös and co-

workers dedicated many efforts to the description of NSA physisorption mechanism with 

different methods following its kinetics and proving how the introduction of surface-

active copolymers as well as peptides arrays can limit NSA phenomena [6–8]. A complete 

overview of how NSA was characterised and overcome in the last five decades was 

recently published by Frutiger et al., underling that NSA is still a bottleneck in sensing and 

biosensing design [9]. 

Before considering designing synthetic probes, naturally occurring and commercially 

available electroactive labels, such as hemin, should be tested. Hemin [iron (III) 
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protoporphyrin (IX) chloride] is a coordination complex structurally equivalent to the 

prosthetic group of haemoglobins (haem b): it has a ferric centre (Fe3+) coordinated with 

a tetradentate protoporphyrin ring and an axial chloride atom (Figure 5.1A). 

 
Figure 5.1 Structure of hemin-albumin complex (PDB ID: 1O9X): (A) detail of hemin structure and (B) hemin 

bound to the site FA1 in the subdomain IB of hSA. (C) Structure of hemin-albumin complex with a close-up view 

of hemin interactions with the hydrophobic residues of pocket FA1 according to Zunszain et al. [10]. The three-

dimensional structure model was generated and rendered using PyMOL[11]. 

Endogenously produced in our body, hemin can bind several proteins, such as 

hemopexin [12] and albumin [13]. High purity hemin is obtained from bovine substance 



   

 

 

salt. It possesses a chloride ligand in the fifth coordination site of Fe(III) in place of 

histidine in the natural protein and is involved in binding interactions with serum proteins, 

such as albumins, to form methemalbumin [14]. In medical treatments, hemin is mostly 

applied in the management of porphyria attacks in formulation such as Human Hemin, 

particularly suggested for acute intermittent porphyria [15]. Pharmacological studies 

confirmed that most porphyrin compounds are able to form strong intermolecular 

complexes with proteins [16]. Porphyrins show a poor water-solubility, thus the binding 

to serum proteins can increase their solubility.  

According to Komatsu et al. [10], the features of the α-helical pockets of albumin are 

similar, in terms of hydrophobicity, to those of haem-binding sites of haemoglobin and 

myoglobin. This promotes hemin binding to the site FA1 of albumin, a narrow D-shaped 

hydrophobic cavity located in subdomain IB [17], as shown in Figure 5.1B. The 

crystallographic analysis of hemin-albumin complexes showed that the protoporphyrin 

ring interacts with the hydrophobic side-chains of the pocket residues [18].  

In Figure 5.1C, we can observe that the central Fe3+ atom coordinates with the 

hydroxyl group of tyrosine 161 (Y161) and the two propionate groups are co-coordinated 

by three basic residues oriented towards the pocket entrance (R114, H146 and K190). The 

binding event is followed by a slight expansion of subdomain IB (1.4 Å separation increase 

in helices 8 and 10) that was observed also in presence of fatty acids, so hemin binding 

does not alter the conformation (no deep/specific changes in the protein quaternary 

structure). On the contrary, Baroni et al. [19] first observed that the binding of certain 

drugs, such as warfarin and ibuprofen, to the hSA induces conformational changes, which 

affect haem transfer kinetics with meaningful variations of the KD values going from (1.3 

± 0.2) x 10-8 M-1 in absence of the drugs to (1.5 ± 0.2) x 10-7 M-1 in presence of both 

warfarin and ibuprofen. These drugs are known to bind to Sudlow’s site I (FA7) and II (FA3-

4), respectively, inducing the N (normal) or the B (basic) conformation transition in hSA. 

Their molecular interactions with hSA were fully elucidated in literature and the 

comparison of warfarin-albumin and hemin-albumin complexes is reported in Figure 5.2, 

as an example [20–22].   

Why this comparison is interesting to us? In 2005, Ascenzi et al. [23] performed an 

extensive study showing that the presence of drugs (particularly the ones binding site 

Sudlow’s I) leads to a decrease in the association equilibrium constants of haem binding 

by one order of magnitude (KA varies from about 8 x 107 M-1 to 7 x 106 M-1). This behaviour 

was ascribed to the ligand-dependent allosteric changes particularly self-evident because 

of the spatial proximity between the FA1 (haem cleft) and site Sudlow’s I (see Figure 5.2 

A-D). In Figure 5.2 D, we can clearly see a differences in the helices distances between 

hemin-albumin and warfarin-albumin complexes. It is worth noting that two residues 

(H146 and R114) are not visible in warfarin-albumin structure, as they are not coordinated 

and possibly exposed to the solvent.  
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Figure 5.2 (A-C-D) Structure of has-warfarin complex with different orientation, (PDB ID: 2BXD); (B) Visual 

comparison of the spatial distribution of the chains of subdomains IB, IA and IIA in hSA-warfarin complex (light 

blue) and hemin-hSA (light grey) obtained by PyMOL (sequence alignment, PDB: 2BXD and 1O9X)[11]. In all 

structures, hemin was reported as a reference to underline the changes in FA1 pocket folding [20,24]. (E) 

Warfarin structure. 
 

Their increased mobility can explain the lack of a well-defined electron density of these 

amino acid residues. Further studies were carried out to characterise the changes in the 

enzymatic activity of haem-albumin in presence of common therapeutics leading to a 

complete description of these systems instrumental to design medical treatments and 

pharmacokinetics studies [24]. 



   

 

 

In our study, these findings can be partially transposed by considering the similarity 

between the drugs reported and our contaminant, the PFOA, in terms of albumin-binding 

mechanism/sites. Indeed, in Chapter 3 we saw that PFOA can bind FA7 as well as FA3-4, 

therefore also PFOA might affect the kinetic of hemin binding to dhSA, as observed for 

warfarin.  

 

If haem-albumin binding kinetic is affected by the presence of PFOA, as in the case of 

warfarin [19], hemin could possibly be used as an electroactive label in PFOA biosensing 

by recording the changes in its electrochemical behaviour when dhSA or dhSA-PFOA are 

in solution. On one hand, we expect to observe a variation (a current decrease in the best-

case scenario) after the addition of dhSA to hemin solution because haem-albumin 

complex will be easily formed and the electron transfer of hemin iron centre will be 

partially hindered by dhSA hydrophobic pocket. On the other hand, when dhSA-PFOA 

complex is added (loading dhSA with PFOA in a previous step), hemin binding will be 

affected by the presence of PFOA and hemin electrochemical signals will possibly 

decrease less than with dhSA only. Of course, these equilibria can be affected by other 

phenomena, such as NSA. To clearly correlate the hemin signal changes to the formation 

of complexes with dhSA or PFOA-dhSA, hemin electrochemistry needs to be carefully 

characterised using different analytical methods.  

 

So far hemin-albumin complexes have been studied mainly via crystallography, NMR, 

EPR, UV-Vis and fluorescence spectroscopy [25], thus there are many analytical 

techniques we can possibly apply in this study, complementary to electrochemical ones. 

Among these, UV-Vis spectroscopy allows to follow albumin-hemin complex formation in 

solution with all the advantages of an easily-available analytical method. The changes in 

the equilibria in solution can also be followed considering the quasi-reversible 

electrochemical behaviour of hemin, which was previously described in Chapter 2 [26]. 

Aiming to verify these hypotheses and to evaluate the applicability of hemin in dhSA-

PFOA sensing, a preliminary study was carried out. Firstly, the influence of PFOA on 

hemin-dhSA binding kinetics was monitored by UV-Vis spectroscopy. Secondly, the quasi-

reversible electrochemical behaviour of hemin was fully characterised and the electron 

transfer kinetics was estimated using the Laviron formalism [27]. Thirdly, the possibility 

to follow hemin-dhSA complex formation through hemin electrochemistry was evaluated 

in solution. To mimic the working conditions of the UV-Vis tests, dhSA and dhSA-PFOA 

aliquots were added to a hemin solution monitoring the changes in voltammetric 

response. This setup allowed avoiding the possible drawbacks of dhSA confinement at the 

electrode surface that will be considered in a second phase of this study.   
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5.2 Materials and Methods 
 

5.2.1 Chemicals 

Perfluorooctanoic acid (PFOA, ≥96%), perfluorooctanesulfonic acid potassium salt 

(PFOS, ≥98%) and hemin (from bovine, ≥90%) were purchased from Sigma−Aldrich Ltd 

(Belgium). Highly purified delipidated human serum albumin (dhSA) was obtained as 

described in Chapter 3. All the other reagents were of analytical grade and used as 

received. The 0.1 M phosphate buffer saline solution pH 7.4 with 0.01 NaCl was prepared 

by mixing stock solutions of 0.1 M NaH2PO4 and 0.1 M Na2HPO4, purchased from Sigma 

Aldrich. All aqueous solutions were prepared using MilliQ water (R > 18 MΩ cm).  

 

5.2.2 UV-Vis and Electrochemical Setup  

The electronic absorption spectra in the UV-visible region were acquired using an 

AvaLight-DH-S-BAL deuterium-halogen light source, coupled with an Avaspec-2048L 

detector with a 20 μm slit, using a fibre optics set-up. All measurements were recorded 

in 15 mL solution, using a 10 mm pathlength quartz cuvette (100-QS cuvette, Hellma 

Analytics). Blank solvent corrections were made before recording the spectra of each 

sample and all measurements were recorded under gentle stirring. For the kinetic study, 

a fixed volume of dhSA or dhSA-PFOA solutions was added to the hemin solution and let 

equilibrate for five minutes (300 s) recording a spectrum every second. Data were 

collected within the wavelength range 250-900 nm, considering that the primary region 

of interest is the Soret band of porphyrin centred at about 400 nm. All spectra were 

treated with Orange and Origin 2018 software.  

 

5.2.3 Electrochemical Study  

All electrochemical measurements were carried out using a Metrohm Autolab 

potentiostat/galvanostat (PGSTAT 302 N, Metrohm Autolab, Utrecht, The Netherlands) 

controlled by NOVA 2.1 software. A standard three electrode configuration was used with 

glassy carbon electrode (GCE, diameter 3 mm) as working electrode, platinum wire as 

counter electrode and saturated calomel (KCl sat.) as reference. The GCE were polished 

using alumina slurries (0.3, 0.1, 0.05 µm) with intermediate rinsing steps using Milli Q 

water immediately before the experiment. Hemin stock solution (5 mM) was prepared in 

100 mM NaOH (porphyrins solubility increases at basic pHs) and diluted to 5 µM in 5 mL 

of phosphate buffered saline at pH 7. The solutions were bubbled with Ar for 20 minutes 

before starting the measurements and throughout measurements a Ar blanket was kept 

above the solution. A negative initial scan polarity was used for all voltammograms 

recorded because in these working conditions the reduction of hemin Fe3+ to Fe2+ is the 



   

 

 

first process occurring, so the addition of electrons to the system in the initial scan step 

(negative polarity) facilitates the reduction. All CV were recorded in the potential window 

between -1.00 V and +0.2 V, with a starting potential of -0.01 V, at different scan rates 

(from 0.01 to 100 V s-1). SWV scans were recorded at 8-18 Hz with a pulse amplitude of 

25 mV and a step potential of 1 mV going from 0.0 V to -1.00 V (forward scan) and vice 

versa (backward scan). All voltammograms were collected at RT inside the Faraday cage.  

 

5.3 Results and Discussion 

To verify the hypothesis described in the introduction, we first followed the hemin 

binding in presence of dhSA and dhSA-PFOA by UV-Vis spectroscopy, confirming the 

complex formation in both cases and evidencing different kinetics. Afterwards, hemin 

electrochemical behaviour was studied via CV determining the electron transfer kinetics 

and, finally, the changes in SWV signal of hemin in presence/absence of dhSA and dhSA-

PFOA were investigated.   

 

5.3.1 UV-Vis Spectroscopy: Hemin-dhSA Complex  

The macrocycle of porphyrin based-compounds, such as hemin, has a fully conjugated 

aromatic π-electron system which is responsible for: i) the characteristic strong 

absorption bands in near UV, namely Soret or B band (at about 400 nm) and ii) the lower 

bands in the visible region, namely α and β Q-band (at about 490-650 nm). All these 

electronic transitions are assigned using the four-orbital model of Gouteman as described 

by Dayer et al. [28]. The formation of porphyrin-protein complexes influences the 

electronic transitions of both, ligand and protein, and can be followed by considering the 

shifts in the absorption bands. Thus, UV–Vis absorption spectroscopy is particularly 

suitable for studying the structural changes and binding interactions in protein-aromatic 

compound systems. Here, the changes in the absorption spectra during the titration of 

hemin with albumin and albumin-PFOA were analysed considering the shifts in hemin 

characteristic bands, especially Soret one. For all these experiments, hemin solutions in 

PBS buffer were prepared by dilution of a stock in DMSO (100 µM). In Figure 5.3 the 

spectra of a 10 µM hemin solution (see spectra H, red line) shows:  

i) a low intensity band at about 265 nm,  

ii) a band with a wavelength of maximum absorbance, λmax, of 350 nm,  

iii) a broad Soret band with a λmax of 385 nm and  

iv) a large, undefined band at about 600 nm.  

According to Makarska-Bialokoz, the first band can be ascribed to the traces of the 

protein structure, as the hemin is extracted from bovine blood (with a purity > 90%) [25]. 

In organic solutions, the Soret band is more intense, defined and Gaussian-shaped 
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because of the hydrophobic nature of hemin (spectra not shown), while in aqueous media 

hemin tends to aggregate [17]. The formation of hemin dimers and the occurrence of 

vibrionic coupling phenomena were previously correlated with the broadening of UV 

bands (which can even lead to a complete overlap of the band at 350 nm with the Soret 

one) [18]. Hemin spectrum presents a unique Q band at about 600 nm suggesting that α 

and β bands are merged due to vibrionic coupling. Because of their lower intensities, Q 

bands will not be further considered; the λ-region of interest for our study is the one 

reported in the inset of Figure 5.3.  

 
Figure 5.3 UV-Vis absorption spectra of: 10 µM of hemin (H, red), 5:1 hemin: human serum albumin complex 

(H-hSA, navy blue), 5:1:50 hemin:dhSA:perflurooctanoic acid (H-hSA-PFOA, light blue) complex and negative 

control spectra of 1:2 hemin:PFOA (H-PFOA, orange) and PFOA (PFOA, grey). Inset: the region between 250 

and 550 nm with the Soret absorption band of hemin. 

The intensity of hemin Soret band increased linearly with the concentration in the 

range tested, going from 0.5 µM to 35 µM. This trend confirmed the validity of Lambert-

Beer’s law in the concentration range under study and, therefore, the possibility to 

perform a kinetic study of hemin-serum proteins binding.  

The addition of dhSA to the hemin solution with a hemin:dhSA ratio of 5:1 (see H-hSA, 

blue navy line, Figure 5.3) is followed by:  

i) a bathochromic shift, also known as red shift, of the Soret band and  

ii) the appearance of another well-defined band with λmax at 278 nm.  



   

 

 

The red shift of about 15 nm suggests the complex formation, also observed for hemin-

α-microglobulin complexes [17]. In the UV-Vis study reported by Makarska-Bialokoz, the 

hemin-bovine serum albumin (BSA) complex formation was followed by a more 

meaningful red shift of Soret band of about 26 nm (from 385 to 411 nm) [25]. Such shift 

was ascribed to the complex formation and the simultaneous change of the iron oxidation 

state in hemin. Indeed, the Soret band of hemin at 385 nm is associated with the ferric 

iron form of hemin, while when the ferrous iron form is present Soret band is at about 

411 nm [29,30]. In our case, the λmax obtained for the hemin-dhSA complex is of 400 nm, 

therefore the change in oxidation form of hemin iron cannot be clearly followed via UV-

Vis spectroscopy. Further details about this aspect will be provided in the following 

electrochemical study. The band at 278 nm is ascribed to the intrinsic fluorescence of 

proteins determined by the presence of aromatic amino acids (such as tryptophan, 

tyrosine and phenylalanine). The presence of this band confirmed that dhSA is in its native 

state. When dhSA interacts with hemin, the intensity of this band increases 

(hyperchromatic shift) undergoing a blue shift of few nm (data not shown), as previously 

described for BSA. Our data are in good agreement with the previous literature.  

Then, the screening of hemin-dhSA-PFOA complex was performed. Prior to add hemin 

solution, PFOA was incubated with dhSA (1:50 ratio) for 15 min, aiming to assure the 

formation of PFOA-dhSA complex. The UV-Vis spectrum recorded afterwards (see H-

dhSA-PFOA, light blue, Figure 5.3) showed features similar to ones of hemin-dhSA 

complex. These findings confirmed the formation of the hemin-dhSA complex even in 

presence of PFOA, as expected. Indeed, the presence of the contaminant is not 

preventing the hemin to bind albumin but lowering the binding rate and kinetics. It is 

worth noting that Baroni et al. [7] were able to observe a blue shift in hemin Soret band 

in presence of warfarin and ibuprofen using relatively high concentrations of these drugs 

(about 0.05 M). However, in this test PFOA concentrations were between 100 and 500 

µM because of the analytical context of interest and for consistency with the 

characterisation study presented in Chapter 3. As a negative control, hemin-PFOA (1:10) 

and PFOA solution were tested (H-PFOA, orange and H, grey Figure 5.3) showing that 

PFOA does not affect the typical Soret absorption band of hemin because no meaningful 

changes in the band λmax were recorded. Also, DMSO and PBS spectra were recorded 

showing no contribution in the spectral region tested, as expected from the literature.  

The kinetics of hemin binding to dhSA and dhSA-PFOA was followed by recording the 

absorbance at a fixed wavelength, corresponding to the maximum of the complex band, 

over a time-frame of 300 s starting from the t0 (corresponding to the protein addition in 

hemin solution).  
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Figure 5.4 Overview of the data obtained in the kinetics study at different PFOA ratios (A) with an example of 

the plots obtained during the hemin-dhSA (1:1 ratio) kinetic study (B): starting from the addition of dhSA to 

hemin solution the absorbance of the dhSA-hemin complex was followed over time (300s). The curve obtained 

(B) is characterised by a linear growth (0-50 s; inset: light red area) before going to saturation.  

 
The Abs vs time plots recorded at different PFOA ratios (exemplified in Figure 5.4B) 

are characterised by a consistent trend: a first linear increase (0-30 s) of the signal that 

goes toward saturation for t >30 s. The curves recorded in presence hemin with dhSA 

alone or dhSA-PFOA (where dhSA was previously incubated with different concentrations 

of PFOA) differed mainly in the first linear region. To simplify the data elaboration, only 

the linear region (0-30 s) was considered. The data were analysed using a first order 

kinetic reaction model. The kinetic constants were then normalized on the hemin-dhSA 

one to evaluate the changes in the complex formation “speed” upon different ratios of 

PFOA (these constants are not directly related to the KD). In Figure 5.4A, a comparison of 

the k/kdhSA values vs the different PFOA:dhSA:hemin ratios is reported. The results show 

a decrease in the k/kdhSA upon increasing concentrations of PFOA. These finding seems to 

suggest that the formation of PFOA-dhSA complex and the presence of an excess of PFOA 



   

 

 

in solution are lowering the kinetic of hemin binding to dhSA. The 1:1:1 PFOA:dhSA:hemin 

ratio was found to lead to a decrease in the hemin binding kinetics of about 35%. 

Concerning the λmax, blue shifts of 2-6 nm were observed for PFOA:dhSA:hemin ratios 

higher than 25:1:1. These findings confirmed that PFOA as well as warfarin and ibuprofen 

can affect the kinetics of hemin binding to albumin [19]. Thus, our first hypothesis is 

verified. As a control, also PFOS was tested to further prove that the reduction in the 

kinetic constant is associated to PFOA ability to bind the albumin pocket FA7 and alter the 

conformation of FA1 where hemin binds. PFOS has a different binding mechanism and 

affinity for albumin, as described in Chapter 3. As expected, in presence of PFOS no 

meaningful changes in the k/kdhSA were observed upon increased PFOS ratios, as 

summarized in Figure 5.4A.  

 

After these preliminary tests confirming the influence of PFOA on hemin-dhSA binding 

kinetics, we investigated if these multiple equilibria (hemin-albumin, albumin-PFOA, 

hemin-albumin-PFOA) can be followed considering hemin electroactive behaviour. 

 
5.3.2 Probing the probe: hemin electrochemistry 

Prior to correlate the changes in hemin electrochemical signal to the presence of dhSA, 

PFOA and the corresponding complexes, the electrochemistry of hemin in deaerated 

aqueous solutions was studied. This screening was very important because it allowed a 

first evaluation of the phenomena that might affect the redox signal of hemin probe, 

namely: i) the presence of oxygen traces leading to the formation of hemin adducts and, 

as consequence, to a more complex voltammetric pattern, as previously described 

[31,32], and ii) the NSA, particularly common when working with carbonaceous materials, 

such as glassy carbon electrodes [33]. The working conditions reported in Section 5.2.3 

were chosen to assure dhSA stability, but are not optimal for hemin, which is poorly 

soluble in aqueous media. For these reasons, it was fundamental to “probe the probe” by 

analysing the main features of its voltammetric responses (ΔE, E1/2, etc.) as well as its 

electron transfer (ET) kinetic constants. 

The cyclic voltammograms of hemin in PBS pH 7.4 under Ar atmosphere reported in 

Figure 5.5A show the reversibility of ferric–ferrous redox couple with a E½ of about -0.56 

V vs SCE and a ΔE between the cathodic (Fe3+ to Fe2+) and anodic (Fe2+ to Fe3+) peaks of ≈ 

100 mV at 0.100 V s-1. The one-electron, quasi-reversible nature of the redox process was 

confirmed [26]. From Figure 5.5A, it is possible to observe that the peak separation is 

increasing with the scan rate. To characterise the kinetic of the ET process and determine 

the electron-transfer rate constant (ks) of hemin, an extensive scan rate study was 

performed by CV in the range between 0.010 V s-1 and 100 V s-1. A linear dependence of 

the cathodic and anodic peak current intensities (Ip) with the scan rate (v) was observed 
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with r2> 0.985 and r2> 0.992, respectively (Figure 5.5B). By plotting Ip values vs the square 

root of the scan rate (v1/2) a linear fit with r2<0.89 was obtained.  

For the application of Laviron formalism, the electrochemical process is required to be 

diffusionless [27,34] and consistent with Butler-Volmer model. This last requirement can 

be verified by checking the linearity of Epeak vs log v dependence at high scan rates. Once 

all requirements were found to be fulfilled, we elaborated the characteristic trumpet plot 

reported in Figure 5.5C by plotting the cathodic and anodic peak potentials vs the 

logarithm of the scan rate (log v). 

 

 
 

Figure 5.5 (A) Overlap of the cyclic voltammograms recorded in 0.5 mM of hemin in PBS pH 7.4 at increasing 

scan rates (from red to blue: 0.01, 0.05, 0.1, 0.25, 0.5, 0.75, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0, 9.0, 10.0, then 

with 5 V s-1 increments until 50 V s-1 and with 10 V s-1 increments until 100 V s-1 in blue); (B) Linear dependence 

of the cathodic (triangle) and anodic (dots) peak potential values on the scan rate; (C) Laviron trumpet plot 



   

 

 

showing the dependence of the cathodic (triangle) and anodic (dots) peak potential values on the logarithm 

of the scan rate, in light red data region in which the ΔE> 200/n mV condition is verified. 

 

The application of Laviron formalism offers two possible ways to determine the ks of a 

quasi-reversible ET:  

i) for ΔE > 200/n mV,  

ii) for ΔE < 200/n mV, where n is the number of electrons involved in the ET.  

 
For ΔE > 200/n mV, the ks is determined by: 
 

𝑘𝑠 =
𝛼𝑛𝐹𝑣𝑐

𝑅𝑇
= (1 − 𝛼)

𝑛𝐹𝑣𝑎

𝑅𝑇
                                                                       (Equation 5.1) 

 
where α is the transfer coefficient describing the symmetry of the energy barrier of the 

redox reaction while R, T, F and n have their usual significance. The values of vc and va are 

extrapolated from the linear part of Ep vs log v plot and correspond to the scan rate values 

(respectively cathodic, vc, and anodic, va) at which the linear fittings of the cathodic and 

anodic branches intersect. In these conditions, the transfer coefficient can also be 

estimated from the cathodic or anodic branches considering the slope of their linear 

fitting [15]. Here, for simplicity, only the analysis of the cathodic branch will be reported, 

considering that: 

 

𝛼 =
−2.3𝑅𝑇

𝑛𝐹∗𝑠𝑙𝑜𝑝𝑒
                                                                                                            (Equation 5.2)                                                                                       

 

For ΔE < 200/n mV, the ks can be calculated using Equation 3, in which m-1 values are 

tabulated [27] and depend on the average peak separation and the number of electrons 

involved in the ET process (ΔEn). Here, the scan rate, v, corresponds the point of 

intersection of the cathodic and anodic branches linear fitting (va = vc) in the Ep vs log v 

plot of Figure 5.5C.  

 

𝑘𝑠 = 𝑚 (𝑛𝑣
𝐹

𝑅𝑇
)                                                                                                   (Equation 5.3)                                                                                                                                                     

 

In the present study, most Ep values present a ΔE < 200/n mV (blue box in Figure 5.5C). 

Considering these values, it was possible to estimate a ks value for the ET of hemin of 15.5 

± 2.5 s-1. The ks was calculated also for the Ep values fulfilling condition ΔE > 200/n (red 

box in Figure 5.5C) obtaining a value of 19.4 ± 7.3 s-1. In general, the ks calculated from 

the trumpet plot by considering ΔE > 200/n values are higher than the one extrapolated 

using Eq. 3 as was previously reported [35]. In this particular case, it is worth noting that 

the ks calculated using ΔE > 200/n values have an associate error higher than when 

calculated using values of ΔE < 200/n. This result can be ascribed to the limited range of 
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data and the fact that, for scan rates higher than 50 V s-1, the redox peaks are broader 

and less defined. Therefore, in the next steps the ks values of hemin ET in presence of 

dhSA and/or PFOA will be estimated considering only Ep values calculated for ΔE < 200/n 

mV. 

 

5.3.3 Probing PFOA: is it possible?  
 

Following the characterisation of hemin voltammetric behaviour, it is now time to see 

how the presence of dhSA and the formation of the hemin-dhSA complex affect the probe 

response and if other changes occur when dhSA is previously incubated with PFOA. This 

study was performed by CV and SWV keeping a fixed hemin concentration of 5 µM 

considering the hemin:dhSA, dhSA:PFOA, dhSA:PFOS ratios previously tested. The 

changes in the ET kinetics summarized in Figure 5.6A were evaluated using a 1:1 

hemin:dhSA and a 1:1:10 hemin:dhSA:PFOA/PFOS ratios. Hemin:PFOA/PFOS (1:10 ratio) 

solutions were used as negative control system.  

Figure 5.6A underlines that in presence of dhSA and dhSA:PFOA/PFOS the ks of hemin 

underwent a meaningful decrease. This variation cannot be explained considering the 

formation of hemin-albumin complexes because even if part of the hemin in solution will 

bind the dhSA FA1 pockets and less hemin will be available in solution, the ks of the ET 

process should not be affected. Indeed, the free-hemin in solution should have the ability 

to exchange electrons with the electrode surface at the same rate as before. 

Unfortunately, we are not working in ideal conditions: this decrease in the ks can be 

ascribed to NSA processes taking place at the electrode surface. Thanks to their 

hydrophobic nature hemin-dhSA and hemin-dhSA:PFOA/PFOS complexes tends to adsorb 

at the electrode preventing the ET of hemin in solution. Therefore, what we record is not 

the ks of hemin but, most luckily an average value of the ks of hemin and hemin-albumin 

complexes. No meaningful ks variations were observed by adding only PFOA or PFOS to 

the hemin solution confirming that the major changes in the ks were observed in presence 

of dhSA. The contributions of dhSA NSA were further evaluated comparing the 

electrochemical signal of a redox probe (1.0 mM of K3[Fe(CN)6], 1.0 mM  K4[Fe(CN)6]) in 

solution with just hemin and just dhSA. The results showed a progressive decrease in the 

current intensities probe signal at increasing concentrations of dhSA with shift in the Ep 

values toward higher potentials, while hemin did not affect the probe voltammetric 

response (negative control data not shown). It is worth noting that when dhSA:PFOA was 

added to the hemin solution a decrease in the ks value of about 60% was observed. 

However, these data are all deeply affected from NSA contributions. This first test allowed 

us estimating the impact of NSA in our system and underlined the necessity of minimise 

this contribution in the next steps of this study.  



   

 

 

These findings did not allow any consideration about PFOA capability of reducing the 

kinetic of the hemin binding to dhSA. To evaluate this phenomenon, a preliminary SWV 

study was performed. It is worth noting that the kinetic of hemin electron transfer is 

expected to be independent from the hemin-albumin complex formation. This latter will 

simply decrease hemin availability in solution and its final concentration, which can be 

followed considering the changes in hemin faradic signal (especially in terms of current 

intensities).  

 
Figure 5.6 (A) Overview of the values of the electron transfer kinetic constants (ks) normalized toward the ks of 

hemin for hemin solutions (5 µM) with additions of PFOA (50 µM), PFOS (50 µM), dhSA (5 µM) and 

dhSA:PFOA/PFOS (1:10); the associated errors were calculated on triplicates (error bars in red). (B) SWV 

voltammograms of hemin (black line), hemin:dhSA (red line) and hemin:dhSA:PFOA (ratio 1:1:50; blue line).  
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Figure 5.6B provides an example of hemin, hemin:dhSA and hemin:dhSA:PFOA 

voltammograms recorded via SWV. Hemin presents a unique, symmetric cathodic peak 

with an Ep of -0.383 V vs SCE that shifts to -0.404 V vs SCE when delipidated dhSA is added 

with a 1:1 hemin:dhSA ratio. This shift toward higher potentials (ΔEp= 20 mV) is followed 

by a decrease in hemin peak current intensity of 41%. Both the shift in Ep and the current 

decrease can be ascribed to: i) NSA and ii) the complex formation (responsible of 

decreasing the free hemin available for ET). These contributions cannot be distinguished 

in the system under study; but we can expect NSA ones to be constant when working with 

equal dhSA concentrations (because they are proportional to dhSA concentration).  

When instead of dhSA, hemin:dhSA:PFOA (ratio 1:1:50, Figure 5.6B) is added to hemin 

solution a current decrement of about 30% is recorded. This lower decrease in hemin Ip 

in presence of PFOA is possibly due to the slower kinetic of hemin:dhSA complex 

formation. Indeed, the PFOA, which was previously loaded in dhSA hydrophobic pockets, 

is expected to induce an allosteric change in dhSA FA1 hampering hemin binding to dhSA 

and leading to a major availability of free hemin compare to dhSA only. Here, it is possible 

to made some more considerations about the dataset by considering NSA contributions 

equal for hemin:dhSA and hemin:dhSA:PFOA. 

 

The influence of increasing PFOA:dhSA ratios on hemin voltammetric response was 

further explored in the range between 1:1 and 1:100. The voltammograms in Figure 5.7A 

shows a decrease in hemin Ip current at increasing ratios of PFOA (going from a, 1:10, to 

f, 1:90). All hemin Ip values recorded in presence of dhSA and dhSA:PFOA were normalised 

towards the Ip value of hemin alone (black line in Figure 5.7A) to compare different 

datasets. The normalized values of hemin:dhSA:PFOA at different PFOA concentrations 

are presented in Figure 5.7B. We can observe that, with PFOA concentrations lower than 

20 µM, there are variations in hemin Ip of 40% on average of triplicate measurements. 

PFOA concentrations higher than 40 µM induce a variation in the Ip with current decreases 

going from 30% to 16.9% (following a linear trend). These results suggest the possibility 

of monitoring indirectly increasing PFOA concentrations by following the changes in 

hemin reduction peak in presence of dhSA:PFOA complex with the assumption that NSA 

contributions are constant and, therefore, negligible. To draw a sensing strategy from 

these preliminary data, we need to consider that: i) PFOA contaminated samples need to 

be incubated first with dhSA (to assure the dhSA:PFOA complex formation) and then with 

hemin probe; ii) only high ratio of dhSA:PFOA will be detectable; iii) hemin 

electrochemistry in aqueous solution can be affected by numerous factors (oxygen traces 

and NSA processes need to be further evaluated). 

 



   

 

 

  

 
 
Figure 5.7 (A) SWV voltammograms of hemin (black line), hemin:dhSA (red line) and hemin:dhSA:PFOA at 
increasing PFOA ratios: from 1:1:20 (a) to 1:1:90 (f); (B) Plot of the signal variations of hemin Ip at increasing 
PFOA concentrations; for comparison the triplicate values were first normalized towards Ip hemin value and 
then the normalized value obtained in presence of dhSA only was subtracted.  

 
Despite these constraints, the data showed the possibility to combine commercially 

available electroactive labels, such as hemin, to delipidated dhSA-based sensing strategies 

for nonelectroactive contaminants.  
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5.4 Conclusions 

Evaluating hemin applicability as a probe in PFOA voltammetric sensing allowed us to 

further investigate the possible connections between pharmacokinetic studies and 

biosensing design. Indeed, well-known conformational changes in albumin pockets 

caused by certain drugs, which affect haem (hemin) binding, might occur even when 

another molecule, PFOA in this case, binds to the same sites. Aiming to verify this 

hypothesis a UV-Vis study was carried out. The hemin-dhSA complex kinetic results were 

affected by the presence of the contaminant. Therefore, it was possible to move forward 

and try to follow these variations through electrochemistry, considering the changes in 

the voltammetric behaviour of hemin.  

 

The preliminary data confirmed the possibility to correlate the changes in the intensity 

of hemin reduction peak to increasing PFOA:dhSA ratios. It is worth to note that the ratios 

considered here were relatively high compared to the ones of real samples. Nevertheless, 

for this preliminary study, it was necessary to evaluate the magnitude of the signal 

changes testing in presence of relative high ratios of PFAS. Of course, this is only a first 

step to investigate the possibility of designing analytical devices for PFAS detection based 

on dhSA and hemin. Prior to continue this study, the design of the platform needs to be 

planned considering how to minimise NSA. For instance, by protecting the electrode 

surface with anti-fouling agents (self-assembled monolayers, etc.) or immobilizing the 

dhSA. Even though PFOA sensing with hemin probe seems difficult to combine with a real 

analytical context (oxygen-free conditions are difficult to obtain in-situ with portable 

devices), the development of a sensor by combining nonelectroactive target and 

bioreceptor with an electroactive probe paved the way for further studies where 

optimisation of conditions could lead to a sensor that has application on real analytical 

contexts. 
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Abstract 

 
After confirming that the formation of albumin (dhSA)- perfluorooctanoic acid (PFOA) 

complex is a suitable recognition event for the design of impedimetric sensors, we 

extended our investigations to optical sensing platforms. A proof-of-concept label-free 

optical sensor based on fiber optics (FO) was developed aiming to: i) test the applicability 

of albumin as PFOA bioreceptors in FO-based sensors and ii) compare the performance 

of impedimetric and optical biosensors. Among FO-based sensors, those based on lossy 

mode resonance (LMR) phenomenon are showing promising results in terms of 

sensitivity, detection limit (down to fM and pM range), and reproducibility. So far, the 

determination of small-molecules, such as PFOA, with LMR-sensors have not been 

studied extensively. However, it can be achieved by means of a well-designed biological 

recognition layer, as in our study. 

 

In this chapter, the performances of a label-free LMR-assisted optical biosensor based 

on tin oxide nanocoated D-shaped fiber are described. As for Chapter 4 and 5, dhSA was 

used as bioreceptor for PFOA after immobilisation onto the FO surface. Different 

protocols for dhSA covalent immobilisation were tested to identify the optimal working 

conditions based on the performance of the final platform. The conformational changes 

related to the formation of dhSA-PFOA complex, previously described in Chapter 4, were 

monitored following the LMR spectral shifts, due to the refractive index (RI) change at 

the surface of the FO. The results showed a trend that can be modelled with Langmuir 

adsorption isotherm and confirmed the applicability of dhSA as bioreceptor even in LMR-

sensors. In these preliminary experiments, PFOA was detected in synthetic aqueous 

samples down to 0.156 ng mL-1 (0.374 nM), but the performance of these platforms will 

be further improved.  

 

From a methodological point of view, the study presented in this chapter was 

instrumental in broadening our perspective in sensing platform design, proving the 

importance of comparing multiple strategies before focusing on the optimization of one 

of them. This choice needs to be made in a critical way considering the analytical 

questions to which we aimed to answer, as discussed in the conclusions of this chapter. 

  



 

6.1. Introduction 

 
Fiber optic (FO)-based sensors for water pollutants monitoring are successfully 

employed in the detection of pesticides, heavy metals, toxic substances and PFAS 

providing highly sensitive, selective and reproducible responses [1–3]. FOs can be easily 

combined with other sensing elements, (i.e., metal nanoparticles, quantum dots or 

inorganic/polymeric nanocoatings) allowing the design of a wide variety of sensing 

architectures, modifying the optical features and, as a result, the performance of the 

final device[4–8]. These optics were coupled with miniaturized and microfluidic systems 

(i.e., microfluidic chips [9]) as well as Lab-on-Fiber tools (i.e. [10,11]) for the detection of 

small-molecules and biomolecules, from nucleic acids to cells. As previously mentioned, 

(Chapter 1), miniaturized devices compatible with on-flow or microfluidic systems are 

often required for water monitoring to tackle the levels of small-molecules pollutants in 

continuous (i.e., water plans, tap water) [12,13].  

 

FO-based sensors adopt different strategies to allow the interaction of light traveling 

inside a FO with the surrounding environment where target-receptor recognition event 

takes place: from the etching of the fiber cladding to its entire removal, extending the 

evanescent wave of fiber mode (electromagnetic field) out of the fiber [14,15]. It is 

worth noting that depending on the sensing concept, the deposited coating, and FO 

features, surface plasmon polaritons, Bloch or lossy/leaky mode waves can be generated 

to exploit the excitation of resonance-based phenomena [16]. All optical resonances 

allow measuring the changes in the fiber-surrounding refractive index (RI) on the basis 

of induced shift of the resonance wavelength which is correlated to the analyte 

recognition event, as we will further explain in this section [17,18].   

In the last decades, the deposition of thin films, micro or nanocoating, at optical 

materials has led to the development of surface-plasmon resonance (SPR) sensors (first 

described as polarisonation resonance-based sensors) as well as lossy-mode resonance 

(LMR) sensors. In 1982, Naylander et al. developed an SPR-sensor for gas detection using 

a prism in Kretschmann-Reather configuration with a silver nanocoating on the upper 

side, as depicted in Figure 1A [19]. The position of the resonance, expressed in 

wavelength (λ), was found to be sensitive to film thickness and surrounding 

medium/media. Therefore, by applying a layer sensitive to the analyte (i.e., biological 

recognition layer) on top of the metallic nanocoating, it was possible to correlate the 

changes in the resonance position (resonance angle shift [20]) with the analyte presence 

and, even, its concentration.  
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Figure 6.1 Configurations used in LMR and SPR-based sensors: (A) a nanocoated optical prism, known as 

Kretschmann configuration, and a nanocoated D-shaped optical fiber, (B) map of the conditions for LMR and 

SPR generation expressed considering the imaginary and real parts of thin film RI, ([N] means the complex 

RI), (C) distribution of the optical field intensity of HE1,1 mode in the cross-section of an unclad fiber (right) 

and a D-shaped fiber (left) both modified with Eudragit polymer, (D) schematic of the D-shaped fiber modified 

with Eudragit and dhSA for PFOA detection used in this chapter. All images were adapted from previous 

publications: (A-B) from [21] (C) from [22] and (D) from [23]. 



 

 

These changes, expressed in resonance spectral shift [24], were monitored in real 

time within flow cell systems, generating sensorgrams where all the steps of the 

molecular interaction can be followed: from target-receptor association, to steady state 

equilibrium to dissociations. Once the sensorgram is recorded, SPR-chips surfaces can 

be regenerated and reused. Real-time monitoring as well as reusability, high-output 

performance and robustness are ideal characteristics for a sensing platform. Therefore, 

SPR-sensors entered the market showing their applicability in a wide variety of fields, 

from food-safety to biomedical one [25]. The evolution of SPR-sensors was boosted till 

the theoretical limits, which are ascribed mainly to the noise associated with light source 

and detector characteristics [25]. These limits affect SPR-based devices sensitivity, but 

other resonance modes can make up to detect the analyte down to femtomolar levels, 

such as LMR [22].  

Among resonance phenomena, LMR was described in the same period of SPR, but its 

application in optical sensor design dates only 2005 [26]. In this example a D-shaped 

optical fiber configuration was used (Figure 6.1A). The changes in optical signal were 

expressed in function of wavelength: the input light results in a transmitted signal and 

the shifts of the curve minimum were recorded and plotted versus the time. It is worth 

noting that the conditions to generate LMR differs deeply from SPR ones, as summarized 

in the plot of Figure 6.1B. Here, a substrate and a medium with a refractive index of 1.45 

and 1, respectively, are considered. SPR and LMR regions are identified as functions of 

the complex RI of the thin film material.  

LMR can be induced from different materials (except for pure metals, which are used 

in SPR) as long as the real part of the thin-film permittivity (ε) is positive and the 

extinction coefficient (k) is maintained to low values [27]. Working with D-shaped optical 

fibers allowed to enlarge the evanescent field (Figure 6.1C) and, as a consequence, 

record narrower resonances compared to uncladded optical fibers improving the 

surface sensitivity. To maximise the sensitivity in LMR sensing, the waveguide modes 

need to be coupled with a particular lossy mode of the semiconductor nanocoating and 

an optimal film thickness value can allow obtaining a maximum attenuation in the 

transmission spectrum. Therefore, the control and characterisation of the nanocoating 

thickness play a key-role in LMR-based sensors, as described by Del Villar et al. [28]. In 

this context metal oxides were largely tested and the one that showed the highest RI 

sensitivity was tin dioxide (SnO2-x) [29,30]. Also, the FO geometry is doubtless another 

feature to take into account in the design of high-performance sensing platforms 

[18,22]. Until now, the configuration that gave the best performance was the D-shaped 

(also called side-polished) single-mode FO one. A schematic of a D-shaped FO 

nanocoated with a layer of SnO2-x and an additional polymeric nano-film for surface 

functionalization is reported in Figure 6.1D, as a schematic of the type of fibers and 

modification used in the present work. Despite the versatility of these FO platforms in 
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label-free biosensing, their capability to detect small molecules is extremely limited due 

to the non-chromogenic/fluorescent nature of the analyte (in this case a labelled-based 

approach must be used as single molecule array methodology [31]) or its low molecular 

weight. So far, this challenge was addressed by implementing the instrumentation and 

methodologies in use, including immobilisation steps or receptors, as overviewed by 

Peltomaa et al. [32]. 

LMR-sensors for small-molecules detection need to be further investigated keeping 

in mind that LMR-devices have several advantages over the well-established SPR-based 

ones, such as: i) easy tunability of the LMR wavelength in the optical spectrum as a 

function of the coating thickness, ii) cheaper material used as coating (metal-oxides or 

polymers with respect to noble metals), iii) possibility of exciting both polarization states 

of light and capability of multiple LMR generation above all. Despite the complexity of 

resonance modes, Arregui et al. [27] underlined that once the nanocoating and the 

working conditions are optimized the devices work as simple refractometer sensors. 

 

Here, dhSA was applied as biorecognition layer in a D-shaped FO LMR-platform and 

the changes observed in dhSA structure/conformation upon PFOA binding (followed via 

EIS in Chapter 4) were studied in a series of preliminary experiments. The covalent 

immobilisation of dhSA at SnO2-x nanocoated D-shaped FO was first optimized. Then, 

PFOA solutions at different concentrations were tested in real-time confirming the 

possibility to detect very small molecules, such as PFAS, with LMR-sensors.  

 

6.2 Materials and methods 

 

6.2.1 Reagents 

D- shaped fiber samples were purchased from Phoenix Photonics Ltd (Birchington, 

UK.) For the nanocoating deposition, a tin oxide target (SnO2-x) with 99.99% purity was 

purchased from ZhongNuo Advanced Material Technology Co. (Beijing, China). UV-

polymerizing optical adhesive (NOA 68), Norland Products Inc. (East Windsor, NJ, US) 

was used for the FO immobilisation. Methacrylic acid/methacrylate copolymer, 

commercially known as Eudragit L100, was purchased from Evonik Degussa GmbH 

(Dusseldorf, Germany). As a biological recognition layer, the delipidated albumin was 

used and prepared, as described in Chapter 3. The covalent immobilisation of albumin 

at the SnO2-x fibers was done via EDC/NHS chemistry with 1-Ethyl-3-(3-(dimethylamino)-

propyl) carbodiimide hydrochloride (EDC), and N-hydroxy succinimide (NHS) purchased 

from Pierce (Illinois, US). As for the previous chapters, perfluorooctanoic acid (PFOA), 

hydroxylamine, NaH2PO4, Na2HPO4 and NaCl of analytical grade were purchased from 

Sigma-Aldrich (Milan, Italy). The 0.1 M phosphate saline buffer at pH 7.4 was prepared 



 

by mixing stock solutions of 0.1 M NaH2PO4 and 0.1 M Na2HPO4 and adding 0.1 M NaCl. 

All other reagents were of analytical grade and solutions were prepared using double 

distilled deionized water and filtered prior to use to avoid contaminations of the 

systems.  

6.2.2 Fiber manufacturing and integration in the microfluidic system 

Tin oxide nanocoating was deposited on the starting D-shaped fibers, which 

consisted of a standard single-mode fiber (i.e., Corning SMF-28e) with a side-polished 

region with a length of roughly 17 mm. The manufacturing procedure to polish and coat 

these FOs was previously reported by Zubiate et al. [30]. Once the polished surface of 

the fiber is cleaned, the SnO2-x nanocoating deposition is carried out by placing the fiber 

onto a suitable glassy substrate and then inserting it in a DC sputter machine (ND-

SCS200, Nadetech Innovations, Navarra, Spain). The deposition required a constant 

pressure of Ar of about 9 × 10−2  mbar and the application of a current with intensity of 

90 mA. The size of the sputtering target was 57 mm in diameter and 3 mm in thickness. 

These working conditions guarantee a thickness of the nanomaterial ranging from 150 

nm to 180 nm [30], which is suitable for the excitation of LMR [4]. 

 

Figure 6.2 (A) Schematic of the main components of the customised experimental setup in use, (B) picture 

and details of the flow cell with temperature stabilization system. Illustration adapted from [24,33].  

 

An ad-hoc experimental setup shown in Figure 6.2A was assembled to monitor the 

transmission spectrum of the fiber during the biosensing tests. The setup included: i) a 

broadband multi-LED light source (SLD- 1310/1430/1550/1690; FiberLabs, Inc., Saitama, 

Japan), which was instrumental to guide the light through the fiber, ii) an optical 
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spectrum analyser (OSA, Anritsu MS9030A-MS9701B; Kanagawa, Japan) to monitor the 

LMR in the range from 1250 to 1700 nm, iii) a FO in-line polarizer and vi) a polarization 

controller, which permits to adjust the polarization state of light (transverse electric, TE, 

or transverse magnetic, TM), which was placed between the optical source and the D-

shaped fiber (Figure 6.2A). After the deposition process, the fiber was placed inside a 

thermo-stabilised microfluidic system, previously described by Trono et al. [33]. This 

system allowed working with microvolumes of samples and to stabilise temperature 

variations (error of ±0.05 °C). The flow cell depicted in Figure 6.2B was made up of two 

equal-size pieces (74 mm long, 15 mm wide and 5 mm high each bar), which were 

assembled and entrapped with Parafilm® sheets to assure the water-proofing. The two 

bars consisted of polymethylmethacrylate PMMA (top) and of stainless steel (bottom). 

The flow channel with a cross-sectional square size of 1 mm2   and a length of 40 mm 

were on both bars. The flow cell inlet and outlet were made of two stainless-steel tubes 

(1.2 mm outer diameter and 1 mm inner diameter) placed on the PMMA bar and 

connected to the flow channel. To fix the D-shaped portion of the fiber, a V-groove of 

0.5 mm deep was engraved on both ends of the top bar. The optical fiber was glued to 

the V- groove edges using the UV-polymerizing optical adhesive. 

The steel bar was thermally stabilised by the help of two Peltier cells (ILX Lightwave 

LDC-3722B TEC controller, ILX Lightwave Corporation, Bozeman, MT, US) and the 

temperature was monitored in continuous thank to a thermistor inserted in the PMMA 

bar and coupled with a thermometric measuring unit (Lutron TM-917). The microfluidic 

system was connected to a peristaltic pump (GILSON Minipulse 3, Middleton, WI, US) 

with a premium medical grade plastic tubing, which allows controlling the flow rate. The 

flow rate changed according to the biosensing protocol, as detailed in Section 6.2.3. 

 
6.2.3 Fiber Surface Functionalization with dhSA and PFOA determination 

Once manufactured, the nanocoated D-shaped fibers were modified with a 

polymeric layer, namely Eudragit L100. The choice of this polymer was driven by the fact 

that it is rich in free carboxylic moieties, that as for Py-2-COOH in Chapter 4, can be used 

for the covalent immobilisation of a protein bioreceptor via EDC/NHS chemistry. The 

optimization of Eudragit L100 deposition was previously reported [17,30]. In brief, the 

deposition was carried out via immersion of the D-shape region in a 0.04% (w/v) Eudragit 

L100 solution in ethanol for about 1 min. The polymeric layer was dried at room 

temperature for 15 min to assure its complete reticulation and ethanol evaporation. The 

FO was glued in the flow channel of the microfluidic system, described in Section 6.2.2. 

The temperature was stabilised to a constant value of 15 °C, which is remarkably 

different from the routinely temperature values reported in literature ranging from 22 

°C up to 30 °C [17,30].  



 

First, the carboxylic moieties of Eudragit L100 were activated with EDC/NHS (2 mM/5 

mM, respectively) solution injected at 25 µL min-1 for 30 min. Second, a 1 mg mL-1 

solution of dhSA was injected at different flow rates (as described in Section 6.3.1) for 

30 min or 1 h. Third, a washing step in PBS running buffer at a flow rate of 250 µL min-1 

for 10 min. All solutions mentioned below were freshly prepared in PBS pH 7.4. The 

assays were performed injecting increasing concentrations of PFOA, considering two 

ranges of concentrations: from 15.6 ng mL-1 to 625 ng mL-1
 (first range, Protocol A) and 

from 0.156 ng mL-1 to 15.6 ng mL-1
 (second range, Protocol B). The PFOA concentrations 

tested are summarized in Table 1, expressed with different units to facilitate the 

comparison with other values in the previous chapters. The tested values were higher 

than the ones prescribed by PFAS regulations (i.e., the maximum residue levels of PFOA 

in drinking waters for the Veneto region since 2017 is 60 ng/L) but close to the PFOA 

levels monitored in real samples, as described in Chapter 1. 

 
Table 1 Values of PFOA concentration tested with protocol A and/or B. 

                             [PFOA]  

ng/mL ng/L uM nM Protocol 

0.156 156 0.000374 0.374 B 
1.56 1560 0.00374 3.74 B 
15.6 15600 0.0374 37.4 A/B 
31.2 31200 0.0749 74.9 A 
625 625000 1.50 1500 A 

 
In both cases, a flow rate of 25 µL mL-1   for roughly 30 min was used. Finally, washing 

steps were performed with PBS after each PFOA injection, at a flow rate of 250 µL mL-1 

for 10/20 min when the steady-state condition was reached. 

 
6.2.4 Scanning Electron Microscopy Imaging 

The surface of the FO after functionalization with the biorecognition layer and 

incubation with increasing PFOA concentrations was characterised with scanning 

electron microscope, a Gaia 3 Tescan FIB-SEM, TESCAN ORSAY HOLDING (Brno- 

Kohoutovice, Czech Republic) equipped with an in-lens detector at 3 kV and an aperture 

diameter of 30 μm. The images of fiber morphology were collected using secondary 

electrons (SE) at 5.0 kV with a magnification of 19.6 kX. The elemental composition of 

the FO samples, both longitudinal and transversal cross-sections, was investigated via X-

ray microanalysis system (EDAX; Octane Elect EDS system; AMETEK, US) comparing the 

results obtained at nude and modified FOs.  
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6.3 Results and discussion 

 

6.3.1 Functionalization of the FO 

In the SnO2-x nanocoated D-shaped FO manufactured as explained by Zubiate et al. 

[30], the functionalization protocol was designed considering successful strategies for 

biomolecules immobilisation in literature [18]. Among the latter, Chiavaioli et al. [22] 

developed an immunosensing platform in which the bioreceptor (primary antibody) was 

covalently immobilised at the surface of SnO2-x nanocoated D-shaped OF with the help 

of a polymeric layer. This polymer, an acrylic/methacrylic esters polymer (Eudragit L100), 

was deposited at the polished FO to provide free, exposed carboxylic functional groups 

to crosslink with the primary amines of the bioreceptors via EDC/NHS chemistry. In this 

previous study, the thickness of the Eudragit L100 layer after the solvent evaporation 

was estimated to be 60 ± 7 nm, almost one third of the tin oxide nanocoating thickness 

(160 ± 5 nm) [22]. The cross-sections of the modified FO were characterised via TEM, 

SEM and EDS, providing additional information about the morphology and elemental 

composition of the polymer modified FO [24]. Based on the successful results (in terms 

of performance and reproducibility) obtained with this protocol, we decided to apply 

Eudragit L100 at our FO and immobilize dhSA via EDC/NHS coupling. The integration of 

the biological sensing layer in our flow-cell setup might require time-consuming, one-

variable-at-a-time (OVAT) studies (i.e., sensor design with OVAT [34]). Flow parameters 

(i.e., flow rate and duration), concentrations of the reagents as well as other working 

conditions (i.e., temperature of the microfluidic system) need to be evaluated to assure 

a stable and reproducible modification of the FO. However, the elevated costs and 

limited availability of the OF in use oblige to limit these optimisation steps.  

For these reasons, we decided to: i) work with the polymeric modifier previously 

studied, ii) adapt the antibodies immobilisation protocol [22] to our dhSA biorecognition 

layer (Section 6.2.3), iii) test only two different flow rates for dhSA using the OVAT 

approach. We focused on the duration of the dhSA immobilisation step, because it plays 

a crucial role: short modification protocols (<2 h) can result in unstable modifications 

due to the low number of biomolecules immobilised, while long modification protocols 

(>2 h) might be difficult to reproduce due to the partial alteration of the protein 

bioreceptor (i.e., conformational changes, unfolding) [35]. These considerations are 

instrumental to deal with the complexity of biosensor design where 

immobilisation/collection rates, equilibration steps and flow rate values influence not 

only the success of bioreceptor immobilisation step, but also in the target recognition 

process. The importance of considering all these parameters was emphasised even by 

Squires et al. [36], who proposed a computational method to model the analyte 

transport in biosensors based on surface capture recognition. The application of such 

computational methods to investigate the system behaviour in given conditions and 



 

study parameters of interest (i.e., fluxes, collection rates and equilibration times) will be 

further considered in the optimisation of the PFOA-sensing platform.  

The values of flow rate used in dhSA immobilisation step were 25 µL min-1 and 10 µL 

min-1 for protocols A and B, respectively. In Figure 6.3A, the sensorgrams allow 

comparing the outcome of the two protocols. Using protocol A, dhSA immobilisation 

experienced a steeper change in the LMR signal and reached the stabilization in less than 

30 min. For protocol B, the immobilisation step of dhSA lasted 1 h with a slower 

stabilization trend compared to A. We can expect the reduced flow rate used in protocol 

B to result in a slower immobilisation of the protein bioreceptor. The label-free might 

benefit from a slower immobilisation step as previously observed [30].  

In this study, the best conditions were selected considering the response of the 

biosensors upon addition of increasing concentrations of PFOA in the low ng mL-1 range. 

An addition of 15.6 ng mL-1 resulted in a LMR residual shift (i.e., the shift of the baseline 

in PBS running buffer taken before and after the analyte injection) of 0.03 nm and of 3.7 

nm with protocol A and B, respectively.  

- Protocol A was found to lead to the formation of a non-suitable biological 

recognition layer: incubating PFOA spiked solutions with increasing concentrations 

(from 15.6 ng mL-1 to 31.2 and 625 ng mL-1), no meaningful correlation with LMR residual 

shifts was observed as shown in Figure 6.3A. Even after incubation with high excess of 

PFOA (625 ng mL-1) only a minimal LMR residual shift of 0.17 nm was recorded. These 

outcomes were ascribed to biological recognition layer dysfunctionalities. However, 

better performance could be obtained even with this protocol by changing the PFOA 

flow rate and increasing the collection time together with the system equilibration time 

[17].  

- Protocol B provided a stable and functional modification, and even the incubation 

of a very low concentration of PFOA (0.156 ng mL-1) resulted in a clear LMR shift, while 

the following additions of PFOA (1.56 and 15.6 ng mL-1) exhibited increasing and larger 

shifts of the LMR wavelength. Therefore, protocol B was considered suitable for the 

proposed application because it allows recording meaningful LMR residual shifts upon 

the incubation of increasing PFOA concentrations.  

 

Once functionalized with dhSA, the flat surface of the D-shaped fiber portion was 

analysed via SEM-EDS to check the morphology and the elemental composition of the 

region. In Figure 6.3B we can observe a layer brighter than the silica fiber (coloured in 

green for the sake of clarity). The layer comprises the biological layer, the polymeric one 

(recognition layer) and tin dioxide nanocoating (LMR-exciting layer). Overall, the 

combined layers showed an average thickness of about 200±15 nm as shown in Figure 

6.3C. Afterwards, the biosensor performance in following real-time the PFOA/dhSA 

binding was screened. 
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Figure 6.3 Comparison of the sensorgrams of the SnO2-x nanocoated D-shaped fiber biosensors highlighting 

the modification steps using protocol A (dashed line) and B (continuous line): starting from the addition of 

EDC/NHS to the immobilisation of dhSA, the washing steps in PBS running buffer and the addition of the 

target, PFOA (A). SEM images of both the longitudinal (B) and cross-sectional (C) views of the functionalized 

silica fiber: the D-shaped region of the fiber with the modified surface (light green) and a zoom in the 

interface between the silica fiber (FO) and the SnO2-x nanocoating modified with the biofilm.  

  



 

6.3.2 PFOA Determination: Preliminary Tests 

Increasing concentrations of PFOA spiked in PBS solutions were injected using the 

peristaltic pump, within the microfluidic system where the functionalized FO was 

previously located. For these preliminary experiments, PFOA concentrations of 0.156 ng 

mL-1 (PFOA 1), 1.56 ng mL-1 (PFOA 2) and 15.6 ng mL-1 (PFOA 3) were tested aiming to 

probe the range of applicability of the biosensor and its effectiveness with synthetic 

water samples. An example of PFOA real-time monitoring is reported in Figure 6.4A that 

represents the part of the entire sensorgram shown in Figure 6.3A (protocol B) related 

to the interaction of PFOA with dhSA-modified sensing layer: it starts with PBS addition, 

then the blank measurement (i.e., zero analyte concentration), followed by increasing 

PFOA concentrations.  

 
Figure 6.4 Example of part of the sensorgram of the SnO2-x nanocoated LMR fiber biosensor as a function 

of increasing concentrations of PFOA: 0.156 ng mL-1 ( PFOA 1), 1.56 ng mL-1 (PFOA 2), 15.6 ng mL-1 (PFOA 

3) (A). Calibration curve fitted with a Langmuir adsorption isotherm (sigmoidal curve) based on Hill 

equation (B). 
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Each sample incubation was followed by an intermediate washing step with PBS as 

well, to prevent nonspecific binding and/or analyte aggregation [17]. The trend of LMR 

shift vs PFOA concentration is reported in Figure 6.4B. The experimental data were fitted 

using a Langmuir adsorption isotherm making use of Hill equation. This latter can model 

reversible association, such as complex formation, among a protein and a small size 

molecule ligand giving information about the degree of interaction [37]. It is worth 

noticing that Hill equation was previously applied in LMR-based biosensors [30] and 

other types of biosensors [38]. 

The sigmoidal fit in Figure 6.4B showed a correlation coefficient R2 of 0.9989 with a 

maximum standard deviation of about 0.06 nm (hence the standard deviation bars are 

not visible in the plot). The values of the standard deviation were obtained by 

considering consecutive acquisitions for each experimental point under the same 

working conditions at flow stopped and after reaching the equilibrium. By using the 

approach described in [18,22], where the maximum standard deviation of the 

experimental points can be considered (conservative approach), an estimation of the 

limit of detection by a concentration value below 0.1 ng mL-1, is provided. This value is 

very close to the PFOA concentration limits required by the current regulation. These 

preliminary results suggest the possibility to detect PFOA concentrations even below 

0.156 ng mL-1.  

 

After the addition of PFOA, the presence of fluorine caused by the PFOA binding to 

dhSA was further confirmed via SEM-EDS–based analysis, considering the central flat 

surface of the SnO2-x nanocoated D-shaped FO, as shown in the inset of Figure 6.5. 

Fluorine is found to be 3.72 wt%, as reported in Table 2, while the functionalization layer 

(biofilm plus tin dioxide layer) is responsible for the presence of both carbon (14.31 wt%) 

and tin dioxide (30 wt%).  

 
Table 2 Chemical composition of the dhSA-modified SnO2-x nanocoated D-shaped FO after PFOA tests and 
comparison with a pristine FO sample (no PFOA tests). 

 
 Element Carbon (K) Oxygen (K) Silicon (K) Fluorine (K) Tin (L) 

No PFOA wt % 17.44 32.79 21.87 0.00 27.90 

PFOA wt % 14.31 32.74 19.23 3.72 30.00 

 

These data clearly confirmed that after the incubation step, PFOA was confined at 

the FO surface even after the washing steps in the running buffer. Therefore, it is 

possible to conclude that the analyte is not non-specifically bound to the protein layer 

of the FO surface, but it is able to give high-affinity non-covalent interactions with the 

biofilm that allow a stable confinement of the PFOA itself onto the FO surface. This was 

further confirmed with the absence of fluorine in SEM-EDS–based analysis from a 



 

pristine SnO2-x nanocoated D-shaped FO sample (see Table 2, row named “No PFOA”). 

Once we tested the different concentrations of PFOA, we investigated the possibility of 

regenerating the biosensing platform using hydroxylamine. Unfortunately, this step 

resulted in a strong red shift and led to the destabilization of the biorecognition layer, 

and other alternatives need to be tested. Considering the high-affinity of dhSA-PFOA 

binding, it is difficult to design a regeneration protocol operating the analyte removal 

(via competition mechanism or playing on PFOA affinity for organic solvents). However, 

even a one-step removal of the biosensing layer which allows reusing the OFs would be 

instrumental to limit the costs of these sensing strategy. These preliminary findings 

suggest that there is an interest in improving this sensing strategy and support the 

current dataset with negative control experiments and a complete interference study 

including both PFAS and other small-molecules, such as pesticides or antibiotics 

(ongoing project).  
 

 
 

Figure 6.5 EDS spectrum of an area of the flat surface of dhSA-modified SnO2-x nanocoated D-shaped FO 

after incubation of PFOA synthetic solutions; the area selected is highlighted in the SEM image reported in 

the inset (red box). 

 

6.4 Conclusions 

This proof-of-concept study focused on the design of an LMR-based optical sensor 

for PFOA detection using dhSA as a biorecognition layer. The preliminary results showed 

the importance of optimising the biological layer immobilisation protocol and confirming 

the possibility to determine PFOA down to the low ng mL-1 range, reaching values close 

to the current maximum residual limits.  

Our primary aim was to test the compatibility of “dhSA/PFOA recognition 

mechanism” within optical sensing strategies, as previously done with the impedimetric 

approach described in Chapter 4 [34]. Despite the optical and impedimetric strategies 
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not being directly comparable (optical ones still need to be subjected to an extensive 

interference study), the LMR-based sensor showed better performances in terms of 

sensitivity if compared with the impedimetric one. The lower detectable concentration 

for this latter was of 100 nM, while the optical platform allows us to record meaningful 

signal variation even upon incubation of 0.374 nM of PFOA. These promising results 

need to be critically evaluated considering that this OF-based setup is not portable and 

the costs are not affordable for large scale applications so far. The rapid evolution of OF-

based technologies will help to overcome this limiting step.  

As anticipated in Chapter 4, dhSA can be further engineered by selecting just the 

domains that show the highest affinity for PFOA based on the crystallographic studies or 

modifying the protein structure to increase the bioreceptor affinity. Implementing the 

bioreceptor affinity for the target or amplifying its conformation changes in the presence 

of these small-size molecules will help improve the sensor selectivity. 

 

The application of LMR-based sensing strategies can be extended to other 

compounds of the PFAS family by using different protein biological layers or engineered 

albumins (different domains or modification can lead to different selectivity in the final 

bioreceptor). These latter present all the advantages of highly stable, reproducible, and 

cost-affordable bioreceptors. We believe that this preliminary but disruptive study 

highlights how LMR-based sensing technology can rapidly evolve answering the need of 

small-size molecules monitoring, thus paving the way for a remarkable and almost-

unique approach able to sense any kind of biological target (small, medium and large 

size molecules) with high-performance outcomes. 
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Abstract 
 

 

Recently, biomimetic electrochemical sensors based-on synthetic modifiers, such as 

molecularly imprinted polymers (MIP) were successfully applied to PFAS monitoring in 

waters. The transfer of technology (TOT) of these electrochemical sensors within 

miniaturized, low-cost, fully portable analytical devices for the in-situ monitoring of PFAS 

as well as other environmental contaminants is still an open challenge.  

Despite the numerous examples of PFAS sensors reported in literature, most of these 

analytical tools cannot advance in the TOT till reaching the market and get stuck in the 

engineering process. The redesign of a sensing strategy is often limiting its performance 

and, therefore, its applicability. In the redesign of MIP sensors, many parameters should 

be taken into account from the working conditions to the electrode characteristics (i.e., 

surface roughness). A complete characterisation of the surface modifiers can help to avoid 

time-consuming optimisations. It would allow a better understanding of the reasons why 

certain redesign steps affect the sensor performances.  

 

In this chapter, a MIP electrochemical sensor for PFOS developed on gold disk 

electrodes was redesigned on commercial gold screen-printed electrodes (Au-SPE), as a 

case-study. Its initial performances were found to be poor. Prior to proceeding with further 

optimisation, a morphological study of the bare and modified electrode surfaces was 

carried out. Scanning electron microscopy–energy-dispersive X-ray spectrometry (FE-

SEM–EDS), atomic force microscopy (AFM) and profilometry revealed a heterogeneous 

distribution of the polymer. The MIP growth resulted strongly influenced by the electrode 

roughness. The high content of fluorine of the target-template molecule allowed to map 

the distribution of the MIP and to define a characterisation protocol for this biomimetic 

modifier. Overall, the case study shows the importance of a multi-analytical 

characterisation approach to identify the factors that limit the redesign process and the 

TOT advances.  

 

The study, further extended to the use of sputtered gold working electrodes and 

sputtered customized Au-SPE, is still ongoing. So far, it provides a methodological example 

of how to characterise MIP-modified SPE surfaces and use this information to guide MIP 

design or redesign steps.  



 

 

7.1. Introduction 
 

Lately, considerable efforts have been dedicated to the development of biomimetic 

electrochemical sensors for the indirect detection1 of nonelectroactive targets (i.e., 

drugs of abuse, antibiotics, environmental contaminants, etc.) [1,2].  

Molecularly imprinted polymers (MIP) have been largely applied as recognition layers 

in chemical sensors [3,4]. MIP are bio-inspired synthetic materials with target-mimetic 

cavities able to operate the selective recognition of a defined target molecule [5]. Their 

target-mimetic cavities enable the pre-concentration of the target on the electrode 

surface, improving the sensor sensitivity (LODs down to nanomolar or picomolar range) 

and the selectivity [6–9]. It was observed that MIP target-mimetic cavities provide a stable 

and highly selective recognition, reaching the performances of enzymatic receptors with 

all the advantages of a synthetic material. Indeed, compared to bioreceptors (i.e., 

enzymes, aptamers antibodies, etc.), MIP present all the characteristics of polymeric 

modifiers:  a good chemico-physical stability, long shelf-life, affordable costs, ease of 

preparation and large scale productions [10,11].  

 

The synthesis of MIP is characterized by three main steps: i) the formation of a pre-

polymerisation complex between the template, which can be with the target molecule 

itself, and the functional monomer/s (pre-arrangement step), ii) the polymerisation of 

the monomer and iii) the subsequent removal of the template (extraction step) that leads 

to the formation of target-specific cavities within the polymeric network. It is worth noting 

that these cavities are complementary in size, shape and chemical functionalities with the 

template. They selectively bind the target molecules via covalent or non-covalent 

interactions allowing discriminating structurally related compounds (even enantiomers! 

[12,13]). MIP are extremely tuneable modifiers. Their synthesis can occur via different 

polymerisation mechanisms (i.e., free radical polymerisation, nitroxide-mediated radical 

polymerisation, etc.) and methods (i.e., bulk polymerisation, surface imprinting, 

precipitation, etc.), as recently summarised by Villa et al. [14]. In the design of 

electrochemical sensors, MIPs are integrated with the transducer (namely, the electrode 

surface) through immobilisation after bulk polymerisation [15,16], solid-state 

synthesis [17,18] or direct electropolymerisation [10,19,20]. Electropolymerisation 

conditions (i.e., monomer concentration, solution pH, etc.) determine the characteristics 

of MIP network: its insulation or conductive properties, its rate of nucleation and growth, 

its film thickness and morphology. The rational design can be instrumental to define the 

 
1 The concept of “indirect detection” strategy in electrochemical sensors is described in Moro et al., Current 
Opinions in Electrochemistry, 2019. 

https://www.sciencedirect.com/topics/engineering/transducers
https://www.sciencedirect.com/topics/engineering/bulk-polymerization
https://www.sciencedirect.com/topics/engineering/electropolymerization
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optimal parameters for MIP electrogeneration and maximise the monomer/template 

affinity based on the interaction at stake, as discussed by Fernando et al. [21]. Despite of 

the design approach, electropolymerisation shows all the advantages of a one-step 

process and requires the use of electroactive functional monomers [22]. Once an 

electroactive target is entrapped in the cavities its electron transfer can be followed 

directly on the electrode, as for [19]. For nonelectroactive targets, such as PFAS, the 

detection is mostly followed by considering two types of variations before/after the 

recognition event:  

i) the changes in the diffusional permeability of an electroactive probe through thin 

MIP film (voltammetric sensors); 

ii) the variation of charge transfer resistance at the MIP/solution interface 

(impedimetric sensors). 

 

Both readout strategies imply the generation of an overall signal, which is due to the 

contribution of nonspecific interactions with the nonimprinted surface and adsorption at 

the electrode surface, as discussed by Yarman et al. [23]. To limit these contributions, 

extensive optimisation of the analytical protocols is required. Despite MIP capability of 

suppressing interferences (by acting as shape-selective filters), the changes in the 

polymeric network due to experimental conditions or the interaction with the sample 

(contaminated and not) needs to be carefully evaluated.  

The sensitivity of MIP can be further enhanced by immobilising them on hierarchical 

nanomaterials [24] which often represent an additional challenge in TOT. Recently, the 

synthesis of the magnetic MIP (MMIP) and its combination with portable electrochemical 

sensors showed promising results, together with the imprinting of two template 

molecules in a single polymer matrix, the so-called dual MIP (DMIP) strategy [25–27]. 

Several MIP sensors have been developed for the determination of PFAS, particularly 

PFOS and HFPO-DA, as summarized in Figure 7.1A-D. In 2018, Karimian et al. reported a 

MIP-sensor for PFOS, which will be consider as a case-study for the redesign study 

presented in this chapter [28]. In this sensor (Figure 7.1A), the MIP were 

electrosynthesised at gold disk electrodes using ortho-phenylenediamine (o-PD) as a 

monomer. Poly-o-PD is one of the most common electronically conductive polymer (ECP) 

in use, together with pyrrole, 3-aminophenylboronic acid, phenol, thiophenol and aniline 

[29]. Its electrosynthesis have been largely investigated. Camurri et al. modelled the initial 

stages of o-PD electropolymerisation, while Vanossi et al. elucidated the correlation of its 

structural characteristic and its interfacial capacitive behavior [30,31].  

 

https://www.sciencedirect.com/topics/engineering/polymer-matrix


 

 
 

Figure 7.1 Schematic of MIP-based sensors for PFAS, whit details of MIP preparation pathway: from the 

electrosynthesis to the template removal and the target rebinding step. The redox active probes are 

reported on each path. (A) PFOS sensor with poly-o-PD MIP on Au-DE [28], (B) HFPO-DA (GenX) sensor with 

poly-o-PD MIP on Au microelectrodes [32], (C) PFOS sens or with poly-o-PD MIP on glassy carbon electrodes 

[33], (D-E) PFAS sensor MIP combined with photoelectroactive materials [34,35]. 

 

Poly-o-PD has been used by Glasscott et al. [33] to develop a MIP- sensor for the 

determination of HFPO-DA in river waters (Figure 7.1B). The MIP were integrated on gold 

microelectrode and ferrocene methanol was applied, as redox probe. The same research 

group developed also a MIP-sensor on glassy carbon for PFOS, and a MIP impedimetric 

sensor for PFOS using ambient oxygen as redox probe (Figure 7.B-C) [33,36]. MIP were 

applied also in photoelectrochemical (PEC) detection of PFAS. Here, the competition 

between PFAS and an electron donor led to a decrease in the photoelectrocurrent in 

presence of PFAS. Li et al. reported a MIP-graphite screen-printed electrode for 

photoelectrochemical detection of perfluorooctane sulfonyl fluoride [34]. They modified 

a commercial screen-printed electrode by electrodepositing bismuth oxyiodide 

nanoflakes, then a MIP layer was grafted on the surface by deposition of a drip of MIP 

dispersion followed by solvent evaporation. A PEC sensor for PFOA has been described by 
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Gong et al., they used a photoactive glass functionalized with a poly 2,2-azobis-2-

methylpropionitrile molecularly imprinted polymer [35]. A drop of MIP dispersion was 

casted and then dried on the photoactive glass coated with bismuth oxyiodide nanoflakes 

and silver iodide nanoparticles which served as matrix to graft the MIP. These examples 

of PEC sensors are summarized in the schematic of Figure 7.1E. 

In spite of these examples and their outstanding performances (good reproducibility, 

LODs in subnanomolar level, etc.), the majority of these sensors do not reach the market 

and remain mere proof-of-concept studies. The main challenges in their TOT concerns: 

the miniaturisation of the devices, the automation of sensor production, the development 

of user-friendly protocols and their applicability and reproducibility in real sample 

analysis. Often the conceptualization and the first optimisation of these sensors are 

carried out on bulk electrodes, such as gold disk or glassy carbon electrodes (as in Figure 

7.1). However, for routinary in-situ applications screen-printed electrodes (SPE) are more 

suited. In this frame, the redesign of these sensing platforms from bulk electrodes to SPE 

plays a key role.  Aiming to improve redesign approaches, the MIP-PFOS sensors reported 

in [28] was chosen as case-study. The biomimetic sensor on gold disk electrodes (Au-DE) 

showed excellent performance (LOD lower than the health advisory limit of 0.04 nM [37]) 

and was successfully applied in water sample analysis. Ferrocene carboxylic acid 

(FcCOOH) is used as a probe. Once the PFOS is entrapped in the cavities of the non-

conductive molecularly imprinted receptor, a decrease in the redox probe signal is 

observed. It is related to the concentration of PFOS (inversely proportional). To assure the 

correct functioning of this indirect detection-based sensor, the MIP modifier has to form 

a homogenous, non-conductive layer with good reproducibility. In an ideal system, the 

imprinted film should allow the exchange of electrons between the electroactive probe 

and the electrode surface only through the target-mimetic cavities. The optimised MIP 

film obtained on the gold disk electrodes presents a thickness of about 200 nm [28] and 

its non-conductive nature was verified via cyclic voltammetry. However, the morphology 

and the properties of MIP do not depend only on the synthesis protocol (i.e., pre-complex 

mixture, electropolymerisation conditions, etc.) but also on the electrode surface 

features (i.e., roughness, conductivity, etc.) [38,39]. 

 

In this chapter, the possibility to apply a MIP synthesis protocol, developed on Au-DE, 

to gold screen-printed electrodes (Au-SPE) was investigated focusing on a case-study, the 

MIP-sensor for PFOS developed by Karimian et al. [28].  Commercial Au-SPE were first 

considered for the development of a portable and low-cost device. Our approach to 

sensor redesign was based mainly on the use of electrochemical techniques: i) to 

investigate the charge transfer process on the modified electrode surface and ii) to gather 

information about the imprinting process and the overall performances of the sensor 

[40,41]. Imaging techniques were applied to map the morphology and properties of the 



 

bare and MIP-modified Au-SPE [39,42]. The highly fluorinated structure of the 

target/template molecules allowed us visualising the MIP distribution with field-emission 

scanning electron microscopy–energy-dispersive X-ray spectrometry (FE-SEM–EDS) 

imaging. At the best of our knowledge, this is the first report of indirect visualisation of 

molecularly imprinted film on electrode surfaces via elemental mapping. From a 

methodological point of view, the main goals of this study were: i) to provide useful 

guidelines to easily redesign MIP sensors, ii) to propose multi-analytical approaches for 

MIP characterisation, iii) to stimulate the technological transfer of already existing 

biomimetic sensors.  

The first part of the study was dedicated to the electrochemical study of commercial 

Au-SPE and the evaluation of their performances. The second part focused on the FE-

SEM–EDS study of the bare and MIP-modified Au-SPE, investigating the impact of 

electrode surface features on the MIP morphology and distribution. The results allow 

defining a multi-analytical characterisation protocol applicable also to other PFAS-sensors 

redesign processes. From this analysis, the importance of the electrode surface features 

emerged clearly. The relatively high roughness of Au-SPE was found to be a limiting factor 

for the formation of non-conductive MIP for PFOS recognition. To further confirm these 

findings also sputtered gold electrodes were tested. The results of this third part of the 

study suggested the possibility to advance in the TOT of MIP-PFOS sensors using suitable 

SPE with limited surface roughness. 

 

7.2 Materials and Methods 
 

7.2.1. Materials, Apparatus and Analytical Techniques 

Perfluorooctanesulfonic acid potassium salt (PFOS ≥ 98%), ferrocenecarboxylic acid 

and (FcCOOH ≥ 97%) o-phenylenediamine (o-PD ≥ 98%), were purchased from Sigma-

Aldrich. All other reagents were of analytical grade and solutions were prepared using 

MilliQ water. Gold screen-printed electrodes 220AT (Au-SPE) were purchased from 

DropSens (Metrohm, Antwerp, Belgium) are composed of a gold working electrode (3 mm 

diameter), a gold counter electrode and a silver pseudo reference electrode. For the third 

part of the study (Section 7.3.4), gold electrodes plates (squared, 0.5 x 0.5 cm) were used 

as working electrodes performing all measurement in 10 mL cells, with an Ag/AgCl (sat. 

KCl) as reference and a Pt coil counter electrode. 

Cyclic voltammetry (CV), differential pulse voltammetry (DPV) and electrochemical 

impedance spectroscopy (EIS) were carried out using a Metrohm Autolab 

potentiostat/galvanostat (PGSTAT 302 N, Metrohm Autolab) controlled by NOVA 1.1 

software. A field emission scanning electron microscope (FE-SEM) Zeiss Sigma|VP was 

operated with 20 kV accelerating voltage to collect electron micrographs of the samples; 
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the instrument is equipped with an energy-dispersive X-ray spectrometer (EDS) Bruker 

Quantax 200, a system of the silicon drift detector (SDD) type with a 30 mm2 collection 

window. The element ratios were calculated with a standardless approach using the 

Bruker ESPRIT v.1.9 software, with the Interactive PB-ZAF algorithm. 

Roughness parameters were calculated from data obtained with an AlphaStep 500 

stylus-based surface profiler. Different scans, recorded at different scan speed, sampling 

frequency, scan length, stylus force and the position on the sample surface were 

analysed. Scan length was always between 500 and 1000 µm. 

Atomic force microscopy (AFM) images were obtained with an Asylum Research 

(Oxford Instruments Company, Abingdon, UK) Cypher instrument, used for both the 

topographical signal (collected in intermittent-contact mode) and the conductivity map 

collected with the conductive-AFM mode (C-AFM). 

 

7.2.2 Molecularly Imprinted Polymer (MIP): From Synthesis to Template Removal 

Au-SPE were washed with MilliQ water before use. The r MIP pre-complex solution 

was prepared by mixing 10 mM o-PD and 1 mM PFOS in 0.1 M acetate buffer pH 5.8 with 

10% methanol (1:10 monomer:template ratio) and kept at 4 °C before use. The MIP 

electropolymerisation was performed in 100 µL drop of pre-complex solution deposited 

on the SPE surface, by cyclic voltammetry, scanning 25 consecutive cycles in the potential 

window from 0.0 V to +1.0 V vs. pseudo-Ag at a scan rate of 50 mV s−1. The non-imprinted 

polymer (NIP), used as a control experiment, was prepared using the same protocol 

without adding PFOS in the pre-complex solution. All solutions were fresh prepared and 

stored at 4 °C for no more than 12 h. After the electropolymerisation, the MIP-electrodes 

were rinsed with 5 mL of MilliQ water, dried under air flow and stored at room 

temperature. The template was removed by letting 50 µL drops of methanol/MilliQ water 

(1:3, v/v) solution in contact with the working electrode for 5 min for three times reaching 

a total extraction time of 15 min. The electrode was rinsed with 1 mL of MilliQ water after 

the two first extraction steps and with 1 mL of methanol/MilliQ water (1:2, v/v) after the 

last one. The MIP/NIP electrodes were dried under air flow and kept at room temperature 

before use. 

 

7.2.3. Electrochemical Characterisation and Performance of MIP Sensors 

The electrochemical characterisation was carried out in 0.5 mM FcCOOH, 0.01 M 

ammonia buffer pH 8.4 by CV and EIS. The CVs were performed between −0.4 V and 0.6 

V vs. pseudo-Ag, 50 mV s−1 scan rate, 2 to 4 scans. The EIS measurements were performed 

between 0.1 MHz and 0.1 Hz, 0.01 V amplitude and bias potential determined by open 

circuit potential (OCP). Equivalent circuit fitting was performed with NOVA 1.1 software 



 

and all the data were verified with the Kronig-Kramers transformation for consistency 

[43,44]. The electrochemical measurements of PFOS were carried out in 100 µL drops. A 

series of 0.01 M ammonia buffer pH 8.4 solutions spiked with different concentrations of 

PFOS (from 50 nM to 500 nM) were prepared. In this rebinding step, the 100 µL drops of 

PFOS solutions were left in contact with the modified electrodes for 15 min. After this 

incubation, the drops were washed away using 1 mL of methanol/MilliQ water (1:2, v/v) 

and the electrodes were tested in 100 µL of 0.5 mM FcCOOH, 0.01 M ammonia buffer pH 

8.4 by performing CV and DPV. For the CV, the conditions mentioned above were applied, 

while for DPV the following parameters were used (previously optimised [28]) potential 

window between 0.0 V and 0.5 V vs. pseudo Ag, pulse width 25.0 ms, pulse amplitude 

25.0 mV, increment potential 4.0 mV and scan rate 20 mV s−1. The calibration plots were 

obtained by performing the rebinding step of four different solutions at increasing 

concentration of PFOS (50, 100, 250 and 500 nM). In between each step, the modified 

electrodes were accurately rinsed with 1 mL of methanol/MilliQ water (1:2, v/v). A 

baseline correction using the moving average (n = 1) tool within the NOVA 1.1 software 

was operated on the DPV voltammograms obtained. All the analyses were performed in 

triplicates. Except where otherwise stated, all the potentials are referred to an Ag pseudo 

reference (about −200 mV compared to SCE). All electrochemical experiments were 

performed at room temperature. 

 

7.3 Results and discussion 

 

7.3.1. Electrochemical Characterisation of MIP-Gold Screen-Printed Electrodes  

The original protocol reported by Karimian et al. [28] was adapted to the commercial 

Au-SPE. The electropolymerisation was carried out in a drop of 100 μL to reduce the pre-

complex solution volume. The percentages of methanol in the pre-complex solution and 

in the template removal step were drastically decreased. An excessive methanol content 

was found to affect the electrode performance, as shown in Figure 7.2. With 50% 

methanol the first CV cycle of the electropolymerisation presents a broad oxidation peak 

with a relatively low current intensity (about 200 µA); the working electrode (WE) appears 

darker at the end of the process. With 25% methanol the WE is slightly darker and the 

electropolymerisation pattern presents a more defined oxidation peak. Only reducing the 

methanol concentration to 10%, the expected electropolymerisation pattern with a first 

CV cycle characterised by multiple oxidation peaks was recorded. This was also the 

minimal methanol concentration applicable to assure the complete dissolution of the 

target-template (PFOS). 
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Figure 7.2 Effect of methanol content on the performances of Au-SPE: (upper part) CVs of the 

electropolymerisation recorded at different percentages of methanol and (lower part) photographs of the 

electrodes after the polymerisation. 

 

After these first changes, the adapted protocol (fully described in Section 7.2.2) was 

utilized to obtain imprinted (MIP) and non-imprinted (NIP) polymers. An electrochemical 

characterisation of the modified sensors was performed by CV and EIS. For these 

preliminary tests, the electropolymerisation patterns of both MIP and NIP polymers 

(compared in Figure 7.3) were found to be consistent with the ones previously reported 

in [28]. The voltammograms of NIP electropolymerisation in Figure 7.3B showed in the 

first CV cycle multiple oxidation peaks (two main ones at +0.3 V and +0.6 V vs pseudo-Ag), 

as previously observed [45]. For the MIP, the first cycle presented a unique peak at +0.3 

V. These differences in MIP/NIP the electropolymerisation pattern indirectly confirmed 

the complete dissolution of the PFOS in the pre-complex solution even in presence of a 

reduced methanol content.  

The step-by-step characterisation reported in Figure 7.4 allowed to follow the 

formation of the imprinted film on the electrode surface. After the electropolymerisation, 

both MIP and NIP modified electrodes showed a non-conductive behaviour as expected 

for the formation of a non-conductive polymer on their surfaces. 

The redox behaviour of the mediator (FcCOOH) is completely suppressed for both the 

MIP (blue curve in Figure 7.4A) and the NIP (blue curve in Figure 7.4B). However, the 

capacitive current of MIP and NIP electrodes present a different intensity: for the MIP it 

was about 6 ± 0.9 nA while for the NIP a value of about 17 ± 0.8 nA was recorded. This 

difference was simply ascribed to the different composition of the electropolymerisation 

solution and to the presence of the PFOS template in the MIP, which influences the 

properties of the final polymer. 



 

 

Figure 7.3. Comparison of the electropolymerisation pattern of imprinted (A) and non-imprinted (B) 
polymers on Au-SPE. 

 

After the template extraction, the redox activity of the mediator was again visible on 

MIP (green curve in Figure 7.4A) while it was still not present on NIP (green curve in Figure 

7.4B, overlapped with red and blue curves). This behaviour is consistent with the fact that 

after extraction of the template the imprinted cavities are free again, allowing the 

electron exchange between the electrode surface and the mediator in solution. However, 

this electron transfer (ET) was heavily influenced by the presence of the MIP: the ΔEp 

increases (from 65 mV to 145 mV), the E1/2 shifted (ΔE >100 mV) and the peak current 

intensities for both anodic and cathodic processes decreased. As expected, for NIP there 

was no difference before and after extraction since there were no empty imprinted 

cavities to free. After the rebinding of 500 nM PFOS, a decrease in the FcCOOH signal was 

recorded on MIP-Au-SPE (red curve in Figure 7.4A). This can be considered as an 

indication of the successful recognition event between PFOS target/template molecules 

and the imprinted cavities, as previously stated [28]. Once the cavities are re-loaded with 

the PFOS the interaction of the redox mediator with the electrode surface and 

consequently its signal will decrease again. As expected, no changes were observed on 

NIP-Au-SPE (red curve in Figure 7.4B). This confirmed the MIP recognition capabilities 

towards PFOS and the success of the imprinting protocol. 

EIS results for both MIP and NIP provided additional information about the polymer 

formation and characteristics. The Nyquist plots for both MIP (Figure 7.4C) and NIP (Figure 

7.4D) showed the successful deposition of the polymer film. The data of the bare Au-SPE 

electrodes (black dots in Figure 7.4E-F) can be fitted to a Randles electrochemical 

equivalent circuit (EEC, Figure 7.4G) where: Rs is the uncompensated solution resistance, 

CPE the constant phase element used to model the double layer capacitance, Rct the 

charge transfer resistance and W the Warburg impedance. This latter accounts for the 

semi-infinite diffusion of the electroactive species from the bulk of the solution towards 

the surface of the electrode. 
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Figure 7.4. Electrochemical characterisation study of imprinted (MIP) and non-imprinted (NIP) polymers 

at gold screen-printed electrode (Au-SPE). Cyclic voltammetry (CV) and Nyquist plots obtained after each 

step of the modified protocol for MIP ((A,C), respectively) and NIP ((B,D), respectively). The CVs were 

scanned at 50 mVs−1, while EIS spectra were recorded with an amplitude of 0.01 V and a bias potential 

determined by open circuit potential (OCP). All measurements were performed in 0.5 mM FcCOOH, 0.01 



 

M ammonia buffer (pH 8.4). Zoom in on the Nysquit plot for MIP (E) and NIP (F) and equivalent circuits 

used to fit the EIS data (G,H). The abbreviations used in the legend indicate the following steps: Bare, 

unmodified Au-SPE (in black); AEp, after electropolymerisation (in blue); AEx, after template extraction (in 

green); AR, after target rebinding (in red). 

 

After the electropolymerisation, the impedance behaviour of the MIP changes: the 

blue curve in Figure 7.4C shows a very depressed semicircle at higher frequencies and a 

linear trend at lower frequencies. The radius of the semicircle is linked to the Rct. Since 

there is a non-conductive modifier on the surface of the electrode, the ET between the 

mediator and the electrode is heavily impaired. After the extraction (green curve in Figure 

7.4C), the semicircle radius decreases again, as now the cavities are free and the probe 

can reach the electrode surface. After rebinding of 500 nM of PFOS the Nyquist plot for 

the MIP (red curve in Figure 7.4C-E) does not show meaningful changes even though an 

increase in Rct was expected since the cavities are again occupied. However, the PFOS 

concentration is very low compared to the original pre-complex solution (1 mM). For the 

NIP, instead, the Nyquist plot after electropolymerisation (blue curve in Figure 7.4D) 

shows a modest increase in the semi-circular part at higher frequencies (see also blue 

curve in Figure 7.4F) while the linear part is very steep and starts at relatively high 

frequencies compared to the MIP. Again, no sensible changes are present after extraction 

and rebinding of 500 nM of PFOS as already shown by CV (see Figure 7.4B). The 

impedance data for both the MIP and NIP sensors could be fitted by the equivalent circuit 

reported in Figure 7.4H. The circuit accounts for the presence of a non-conductive 

polymeric layer on top of a conductive electrode surface [46,47]. CPE-SPE and Rct-SPE are, 

respectively, the constant phase element and the charge transfer resistance of the Au-

SPE, while CPE-o-PD and Rct–o-PD refer to the o-PD polymer film. The values of the charge 

transfer resistance (summarized in Table 1) for both MIP and NIP confirm this 

interpretation.  

 
Table 1 Charge transfer resistances (Rct-o-PD) for the MIP and NIP: AEp after electropolymerisation, AEx, 

after extraction, AR, after rebinding. 

MIP Rct-o-PD (kΩ) χ2 

AEp 125 0.03 

AEx 21.7 0.02 

AR 20.5 0.005 

NIP Rct-o-PD (kΩ) χ2 

AEp 2.37 0.005 

AEx 2.15 0.03 

AR 2.32 0.005 
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While the Rct–o-PD of the NIP remains constant for each step (c.a. 2 kΩ), the MIP 

presents very high values after electropolymerisation (125 kΩ), that diminish sensibly 

after extraction (around 20 kΩ). This first characterisation of the MIP-Au-SPE gave positive 

results suggesting the feasibility of the optimisation of the original protocol [28] on SPE. 

To validate the proposed protocol, the analytical performance of the imprinted sensors 

was tested and compared to the original sensor. 

7.3.2. Performance of MIP-Au-SPE 

The performance of the imprinted sensors was evaluated by differential pulse 

voltammetry (DPV), using NIP-Au-SPE as a control experiment. Four different 

concentrations of PFOS (50, 100, 250 and 500 nM) within the linear range previously 

reported [28] (from 0.1 nM to 1.5 µM) were selected. The calibration plot shown in Figure 

7.5, obtained from triplicate measurements, using MIP-Au-SPE showed a poor 

reproducibility and an unexpected trend. Instead of a linear decrease in signal at 

increasing PFOS concentration, a non-linear evolution with a net signal increase at 500 

nM was observed.  

 

Figure 7.5 Calibration plots of imprinted (MIP, black) and non-imprinted (NIP, red) polymers at Au-SPE 
obtained after the rebinding of 0, 50, 100, 250 and 500 nM of PFOS. The values presented are the average of 
three measurements and the error associated to the standard deviation. 

For 50 and 100 nM, signals with current intensities slightly lower than the unloaded 

MIP were recorded and these variations were not considered relevant because of the high 

error associated. For 250 and 500 nM, the increased signals and associated errors might 

suggest the instability of the obtained modification and the partial removal of the polymer 

from the electrode surface. The relatively high errors associated with the measurements 

depend mainly on the highly variable responses of the different MIP-Au-SPE sensors and 

can possibly be ascribed to the variability in the electrode surface properties. As a control 



 

experiment, NIP-Au-SPE were also tested showing no relevant variations in the signal 

intensity after the different rebinding, as expected. The high error associated with the 

values presented can be explained with the lack of target-template cavities and the 

occurrence of adsorption phenomena [28]. No net signal increases were observed for 250 

and 500 nM and this was ascribed to the higher stability of the non-imprinted polymer 

itself.  

 

Figure 7.6 Calibration plot of PFOS at bare Au-SPE. The values presented are the average of three 

measurements and the error associated to the standard deviation. 

 

Also, the PFOS affinity for the bare Au-SPE was tested, operating the rebinding on 

unmodified electrodes. From the calibration plot obtained (Figure 7.6), minimal signal 

variations (with a Δi for 50 and 500 nM PFOS solutions of about 2.5 ± 0.5 µA) were 

recorded with an inversely proportional trend between the target concentration and the 

mediator signal. The affinity of PFAS for gold substrates will be further discussed in 

Chapter 8, where the results of molecular dynamics simulations allowed quantifying the 

attraction energies at stake between our fluorinated compounds and this electrode 

material. The higher reproducibility of the measurements at bare Au-SPE in comparison 

to MIP/NIP-Au-SPE ones, indirectly suggest the low reproducibility and instability of 

polymeric modifiers. The trend showed in Figure 7.6 confirmed PFOS affinity for the Au-

SPE surface and the importance of considering these interactions in further optimisations. 

The analysis of the MIP-Au-SPE performances underline the need of further redesign 

the protocol and identifying the factors that limit the sensor performance. Aiming to 

understand the reasons behind its poor performances, the morphological 

characterisation of the bare electrode surface and the MIP and NIP modified sensors was 

carried out. 
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7.3.3. Morphological Characterisation 

7.3.3.1. Surface Analysis of Unmodified Au-SPE 

The roughness and the electrodic properties of the bare Au-SPE were investigated by 

FE-SEM, profilometry and AFM. From FE-SEM micrographs, it was possible to observe a 

heterogeneous surface, characterised by swells and holes as can be seen in the secondary 

electron micrograph reported in Figure 7.7A-B.  

The estimated Rq < 1 µm suggests the importance of characterising the surface 

roughness in the nanometric range by AFM topographical analysis. 

 

Figure 7.7 Surface characterisation of unmodified gold screen-printed electrode imaged with: field-
emission scanning electron microscopy (FE-SEM) at 9.16 kX using secondary electrons (A) and 40 kX using 
backscattered electrons (B), both at 20.00 kV; atomic force microscopy (AFM) topography (C) and 
conductivity (D) modes. AFM correlated graphs showing the roughness (E) and the conductivity (F) 
measured in different points. 

 



 

The roughness of the surface was estimated in the micrometer and nanometer range. 

By means of the stylus surface profiler, a root mean square roughness, Rq, of (0.75 ± 0.10) 

µm was calculated from the raw data, as defined in [48]; the uncertainty is related to a 

95% confidence interval. Figure 7.7C showed that the total height of the swells is about 

0.8 µm. Rq values calculated from AFM results on five different sites imaged gave a mean 

value of 200 nm. The variation of the Rq value from site to site reported in Figure 7.7E was 

about 15 nm. This Rq value, (200 ± 15) nm, confirmed the meaningful nanoscale roughness 

of the surface.  

Moreover, a platelet-shaped fine structure was imaged with FE-SEM at higher 

magnification, as shown in Figure 7.7B. It was noticed that even though the platelets have 

different orientation in different sample areas, in a single area they tend to be aligned 

with each other. In order to verify the possible presence of other metals in amalgam with 

Au, the elemental composition of the bare electrode surface was investigated by EDS 

analysis [49], but apart from gold, no other elements were found. 

From AFM measurements, it was possible to map the heterogeneous conductivity of 

these electrodes. Areas with smaller conductivity correspond to the swells in 

topographical image, while the holes present a relatively higher but non-uniform 

conductivity, as can be seen by comparing Figure 7.7 C-D (acquired during the very same 

scanning through different channels of the instrument). This behaviour leads to different 

current-voltage profiles in the different points of the surface, as shown by the curves in 

Figure 7.7F. 

The profiles reported have different slopes and ohmic intervals ranging from (12 ± 5) 

mV to (670 ± 130) mV. These values indicate that the surface characteristics of the Au-

SPE (220AT, Dropsens) differ deeply from the homogenous, approximately flat bulk gold 

disk electrode surface. The heterogeneous conductivity of the surface might be 

responsible for a heterogeneous growth of the polymer modifier.  

 

7.3.3.2. Surface Analysis of MIP and NIP 

The MIP distribution after polymerisation was investigated with backscattered and 

secondary electrons. By comparing the images of the same area obtained with these two 

signals it was possible to recognize the polymer distribution on the electrode surface. 

Since the backscattered electrons (BSE) signal depends on the average atomic number Z 

of the sample material hit by beam (primary) electrons in BSE micrographs the polymer is 

darker than higher-Z areas, like bare gold ones [50]. On the other hand, the secondary 

electrons (SE) signal is much less sensitive to the average atomic number [51]. Therefore, 

in BSE images it was possible to recognize areas richer in polymer with respect to the 

surroundings as dark areas. However, each dark area cannot be identified as a polymer, 

because holes on the bare electrode surface appear dark; nonetheless they also appear 
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dark in SE images, and this allowed discriminating which dark areas in BSE micrographs 

were holes and which were not. With this approach, the comparison of BSE (Figure 7.8A) 

and SE (Figure 7.8B) of the same area of the sample highlighted the presence of low-Z 

areas, which reasonably were polymer areas (due to the nature of the sample). 

 

Figure 7.8 Surface of a MIP modified Au-SPE imaged with FE-SEM using the backscattered electrons (A) 

and secondary electrons (B) at 20.0 kV with a magnification of 2 kX; inset: numbers indicating the points 

where energy-dispersive X-ray spectrometry (EDS) spectra were recorded. Inset: point 1 dark area 

ascribed to polymer formation and point 2 bare Au surface. 

 

The EDS confirmed this hypothesis: these dark areas are rich in C and F atoms (wt%2 

of 74% and 42%, respectively, compared to 21% and ≈0% observed on bare Au-SPE), 

which are present in the MIP, while the surrounding light areas give a lower C peak and 

almost no F peak at all. Thus, this SEM/EDS analysis showed that the polymer is mainly 

growing in islands on the surface of the working electrode. 

Other examples of these islands are visible in Figure 7.9, which shows that in some 

cases the polymer grows in rod shape, with a length up to almost 30 µm. The relatively 

regular shape of these islands might be ascribed to the crystalline nature of the polymer 

in these aggregates (OPD crystals have an orthorhombic lattice [52]). 

In Figure 7.9B, a close-up image of a single island is reported, and the presence of 

fluorine in the EDS spectra from the islands (i.e., spectra A-1 and B-1 in Figure 7.9) confirm 

the successful entrapment of the PFOS in the polymer matrix with a weight concentration 

ratio between F and C, cF/cC, of 0.94. In the spectra A-2 and B-2 (Figure 7.9) recorded in 

 
2 Where wt% is weight percentage of an element: is the weight of that element measured in the 
sample divided by the weight of all elements in the sample multiplied by 100. 



 

the region outside the polymer islands a weak fluorine peak was observed, revealing the 

presence of the PFOS also out of the islands; with a cF/cC of 0.07. 

These observations suggested that the pre-complex electropolymerisation is not 

homogenous and that the PFOS is preferentially associated within polymeric islands. 

 

 

Figure 7.9 Examples of MIP heterogenous distribution after electropolymerisation with the presence of 
polymer ‘islands-like’ aggregates. Overall distribution at 2.00 kX, with green arrow and label indicating the 
island length of about 28.6 µm (A). Zoom on a polymeric island at 40.00 kX, where the numbers indicate the 
EDS spectra acquisition points (B). Both images were obtained using backscattered electrons. 

 

The highly fluorinated of the template/target molecules allowed mapping the 

template distribution on the electrode surface by means of an X-ray map of the fluorine 

peak. In Figure 7.10, a backscattered micrograph is compared with the fluorine map of 

the same area to highlight the correspondence between polymer islands and high fluorine 

weight percentages, above indicated as wt%. In the X-ray map randomized distribution of 

lower quantities of F can be observed. It can be partially ascribed to a background noise. 

But it also confirmed the presence of an inhomogeneous MIP distribution also outside 

the islands. 
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Figure 7.10 Examples of MIP heterogenous distribution after electropolymerisation: image obtained with 
backscattered electron (BSE), 20.00 kV and a magnification of 2.00 kX (A) and the corresponding fluorine 
map (B), whose most intense areas are at the same locations as low Z island in BSE micrograph. This map 
was elaborated by applying a smooth filter with kernel size 3 to the data collected by the detector. 

 

The same set of measurements was performed using NIP-Au-SPE. No traces of fluorine 

were observed. However, a similar heterogeneous distribution of the polymer was 

observed in SE and BSE images. In the carbon X-ray maps, higher concentration areas 

similar to those found in the fluorine map were observed. However, these maps were not 

further considered because of their high background noise. All these maps were obtained 

with an acquisition time optimised to 6 min, a reasonably short time for the 30 mm2 

window SDD detector used. The optimisation of the instrument settings helped increase 

the collection efficiency, reducing the measuring time needed to reach the requested 

signal-to-noise ratio in the map. 

This characterisation allows a better understanding of the data presented in Section 

7.3.1. The poor reproducibility at Au-SPE can be ascribed to the heterogenous distribution 

of the MIP polymer due to the roughness of this substrate. Indeed, commercial gold 

screen-printed electrodes were found to have a highly rough surface which did not allow 

a homogenous polymerization of MIP. This could be one of the main reasons behind the 

poor reproducibility of MIP-Au-SPE responses. These results suggested the need to 

continue this redesign process by focusing on the electrode surface, including a surface 

activation treatment to improve the conductivity or to test other Au-SPEs produced with 

different fabrication techniques (i.e., sputtered). For these reasons, a third part of the 

study was dedicated to the synthesis of MIP at sputtered gold plates, as described in the 

following section. 

 



 

7.3.4 Lowering the Roughness: MIP at Sputtered Gold Electrode3  

Sputtered gold plates (SGP, squared, 0.5 x0.5 cm) were used as working electrodes 

and the protocol described in Section 7.2.3 was applied using a standard three-electrode 

cell setup. SGP roughness, measured using AFM, was found to be much lower than the 

one of the commercial Au-SPE, with an average value of (10 ± 1) nm compared to the one 

of (200 ± 15) nm recorded for Au-SPE. The FE-SEM-EDS analysis showed a uniform surface 

and did not evidence any other element apart from gold. The voltammograms of the 

electropolymerisation of both MIP and NIP were found to be consistent with the one 

previously described (Figure 7.3). Once the template was removed, MIP-SGP performance 

were tested using synthetic solution with increasing concentration of PFOS.  

The voltammograms in Figure 7.11A show that the peak currents decrease as PFOS 

concentration increases, proving the capability of the MIP to recognize the PFOS 

molecule. The plot in Figure 7.11B shows the correlation between PFOS concentrations 

and the MIP-PFOS sensor responses. The peak currents (i – i0) were in the order of 

nanoamperes. The strategy needs to be surely optimised, but a promising trend was 

observed in respect to the previous sections. NIP modified SGP showed no meaningful 

changes after PFOS incubations. Despite the very limited linear range, the present 

experiments suggested: i) the potential applicability of SGP as MIP substrate to develop 

MIP based sensing strategies for PFOS, ii) confirmed (indirectly) the importance of 

controlling the electrode surface features, iii) the potential applicability of a miniaturize 

PFOS sensor in the low nanomolar range (1 – 15 nM). 

 

Figure 7.11. (A) Voltammograms recorded via DPV after 15 min incubation in 0.5 mM FcCOOH (pH 8.4) 

containing increasing concentration of PFOS, dashed line: blank, black lines: PFOS concentrations from 3.3 nM 

to 18.9 nM. (B) Dependence of the i0 – i on the PFOS concentration. Regression line in the concentration range 

3.3 – 18.9 nM: i0 - i = 1.31[PFOS] + 14.53.  

 

 
3 The following results have to be considered as preliminary (ongoing study).  
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These preliminary data suggest the need of designing customised Au-SPE with a 

sputtered gold working electrode, as illustrated in Figure 7.12. Here, a sputtered gold 

plate is first considered carrying out the MIP electropolymerisation and the template 

extraction within a standard three-electrode cell setup (volumes < 5mL). Once the MIP is 

formed and the cavities are free, the MIP-SGP can be combined with a screen-printed 

mask containing the external reference and counter electrodes, obtaining a compact 

analytical device suitable for in-situ applications. 

 
Figure 7.12 Schematic illustration of the proposed design for MIP-PFOS sensor, (a) customised sputter gold 
plates, (b) screen-printed mask, (c) assembled platform. 

 

7.4 Conclusions 

The redesign of MIP-electrochemical sensors is often limiting the TOT of 

electrochemical sensors for in-situ environmental monitoring. In this chapter, a MIP-

sensor for PFOS detection was redesigned and adapted: from a standard three-electrode 

cell setup with a gold disk working electrode to a portable gold screen printed electrode 

device. The possibility to adapt the MIP modification protocol to portable electrodes was 

first investigated using CV and EIS to characterise the MIP synthesis steps. The results 

obtained were encouraging even though the final sensor performance was not 

comparable to the MIP on bulk electrodes. 

To better understand these outcomes, an extensive multi-analytical characterisation 

study was performed. By combining FE-SEM-EDS, profilometry and AFM, we observed 

that the Au-SPE presented a high surface roughness, which led to a heterogenous 

distribution of the MIP after electropolymerisation. The SEM–EDS study performed to 

describe the morphology and distribution of the MIP modifiers allowed to visualize the 

formation of polymer islands with a higher content of template. This information helped 

to interpret the data obtained from the first electrochemical study of the sensor. The 



 

unique possibility to perform a complete morphological study, visualizing the MIP 

distribution at the electrode surface, should be further applied in the next optimisation 

steps of the redesign and extended to the study of other MIP with templates rich in 

fluorine (particularly for PFAS monitoring).  

Here, this characterisation allowed ascribing the poor reproducibility of MIP-Au-SPE to 

the heterogeneous distribution of the MIP polymer due to the roughness of the substrate. 

As anticipated, the commercial gold SPE in use showed a highly rough surface which did 

not permit the formation of a homogeneous imprinted polymer. This hypothesis was 

further confirmed by the last test carried out at SGP with a lower surface roughness.  

In the overall the results underlined the need to continue this redesign process by 

focusing on the electrode surface, including a surface activation treatment to improve the 

conductivity and testing customised sputtered SPE. 

The redesign study presented here showcased several of the possible issues in the 

technological transfer of imprinted electrode modifiers, stressing once more the need for 

a deeper connection between fundamental research done in the laboratory and 

envisioned commercial applications and TOT processes. 
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Abstract 
 

Apart from single-molecule detection strategies also screening ones are urgently 

required for tacking perfluoroalkyl substances (PFAS) in water matrices to face the 

ubiquitous nature of these pollutants, their global spreading, and the fast evolution of 

PFAS towards short-chain branched molecules. To develop new sensing architectures and 

approaches, the investigation and design of new synthetic recognition layers or electrode 

modifiers is crucial.  

 

In this chapter, the possibility to play with “fluorophilic interactions” was considered and 

the changes in fluorinated self-assembled monolayers (SAM) upon long and short-chain 

PFAS exposure were studied. SAM with different architectures, such as pinholes/defects-

free and with randomized pinholes/defects, were first described. Then, the applicability 

of fluorinated SAM in PFAS sensing was evaluated. The changes in the SAM structures 

were followed combining electrochemical impedance spectroscopy and voltammetric 

techniques. The experimental data interpretation was supported by molecular dynamics 

(MD) simulations for a more in-depth understanding of the possible interaction 

mechanisms involved, especially fluorine-fluorine ones. This chapter offers a complete 

characterisation of pinhole- and defect-free fluorinated SAM showing how this latter can 

be applied in the screening of long-chain PFAS with a switch-on sensing strategy. Only 

fluorinated SAM with defects/pinholes showed promising results for the screening of 

both short and long-chain PFAS combined with a switch-off sensing strategy. These 

modifiers can be further combined in more complex architectures and with other sensing 

platforms.   

 

Apart from providing important insights about fluorinated SAM applicability in PFAS 

sensing, this study represents a successful example of how the impedimetric and 

electrochemical data interpretation can be supported by MD simulations. The agreement 

between MD simulation data and experimental findings oriented our interpretations and 

helped us evaluating the reliability of the systems tested.  

.  



 

 

8.1. Introduction  
 

Bio- and biomimetic sensors have shown promising results in PFAS determination 

even though most of these devices were conceived for the detection of a single-

molecule and cannot monitor the whole class of these pollutants simultaneously [1–4]. 

Therefore, the design of class-selective sensing strategies would be instrumental to 

follow the fast evolution of these compounds and tackle all generations of PFAS: from 

long chains (> C7/C8) to short ones (< C7) [5]. It is worth noting that the hydrophobic-

lipophilic properties of all generations of PFAS, which are of fundamental interest for 

industrial and household applications, depend mainly on their fluorinated tails. Thus, 

PFAS fluorinated chains (different in length and structure) can be used as a target for 

the development of PFAS screening strategies. To this aim, the high degree of 

fluorination of PFAS tails should be considered in the choice of suitable molecular 

recognition layers. In particular, layers able to take advantage from fluorine-fluorine (F-

F) non-covalent interactions to operate PFAS recognition should be tested as electrode 

modifiers. For instance, Niu et al. designed a colorimetric sensing strategy for 

perfluorinated compounds based on this type of interactions [6]. Aiming to provide new 

insights about possible PFAS sensing strategies, also Fang et al. described the fluorophilic 

interaction of C-F chains studying fluorinated self-assembled monolayers (SAM) exposed 

to perfluorooctanoic acid (PFOA) and perfluorooctanesulfonic acid (PFOS) [7]. The 

authors proved the applicability of SAM in PFOA sensing design a switch on-off response 

electrochemical platform [8]. These previous studies together with previous screening 

of anionic surfactant capability of altering SAM architectures provides strong 

background for our study. Here, we aim to test and compare different SAM architectures 

and move from traditional long chain PFAS to the new generations of short chain ones 

[9].  

The use of organothiols SAM as sensing elements in electroanalytical applications 

was introduced in the 1990s [10]. Since then, these modifiers have been successfully 

applied in numerous electrochemical and impedimetric sensing platforms for the 

measurement of pH and for the detection of metal ions, small molecules, biomolecules 

and microorganisms [7,11,12]. SAM were used to study surface-confined molecules and 

nanostructures at solid/liquid interfaces providing key information about the 

physicochemical properties of the latter (i.e., wettability, catalytic effects, etc.) [13,14]. 

The adaptability and high compatibility of SAM with other molecular recognition 

elements can be also applied in the design of amplified recognition strategies to improve 

the sensitivity, reproducibility and speed of the resulting sensing device [15,16]. 
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In the design of SAM-based sensing strategies, the dynamic nature of organothiol 

SAM architecture needs to be taken into account [17]. SAM structural properties depend 

on the thiol chemical structure, on the conditions of the self-assembly process, and 

finally on the surface coverage along with the interactions (covalent/noncovalent) taking 

place at the SAM interface [18,19]. Alkanethiols deposited on gold can result in highly 

ordered, pinhole/defect-free SAM (ordered SAM Figure 8.1A) or SAM with randomly-

positioned pinholes and defects (unordered SAM Figure 8.1B) [20]. A pinhole is defined 

as a site on the substrate that is not covered by the monolayer, while a defect is formed 

when the thiol chain does not stand in an upright position [20]. 

The irregularities (pinholes/defects) in the SAM layer enable a direct electron transfer 

(ET) of the redox probe in solution. Therefore, unordered SAM are often combined with 

switch-off sensing strategies where increasing concentrations of the target lead to an 

increase in the order of the SAM structure and, as a consequence, to a decrease in the 

direct ET of the redox probe, as shown in Figure 8.1B [21–23]. In these systems, the 

target molecules which are attracted by the SAM and the gold substrates tend to 

compete to insert in the pinholes/defects of the monolayer. This interaction 

mechanisms was applied also in the switch-off sensing strategy reported by Fang et al. 

to detect micromolar levels of perfluorooctanoic acid (PFOA) via hydrophobic 

interactions with 6-(ferrocenyl)-hexanethiol SAM [8]. Non-covalent interactions (i.e., 

Van der Waals, hydrogen bond, halogen bond, etc.) play a key-role in SAM-based 

strategies and should be considered when designing new SAM recognition elements. 

These interactions can lead to structural changes in unordered SAMs that can be 

followed by electrochemistry and electrochemical impedance spectroscopy (EIS), as 

reported in this work. 

When using different self-assembly conditions, the same alkanethiols with a chain 

length of more than nine carbon atoms can result in compact, well-organised and 

hydrophobic monolayers, which are modelled as pinhole- and defect-free SAMs [2,4,24]. 

These SAMs can isolate the electrode surface, blocking the direct ET of electroactive 

species in solution and so enabling only the ET via tunnelling [21,25]. In principle, this 

type of SAM can be integrated with switch-on sensing strategies, where the target 

molecules can induce the formation of defects and pinholes as in Figure 8.1A.  

Through these irregularities, the redox probe can undergo a direct ET followed by an 

increase of current signal. This latter PFAS sensing strategy based on fluorophilic 

interactions has been explored and is reported below. The study of these systems were 

supported by molecular dynamics (MD) simulations that allow the prediction of 

interaction mechanisms and the estimation of the non-covalent energetics involved 

[22].  

 



 

 
Figure 8.1. Schematic of a possible switch-on (A) and switch-off (B) sensing strategies for the screening of 

PFAS based on fluorinated SAM at gold electrodes. The SAM are characterised by different architectures: an 

ordered one modelled as pinhole- and defect-free (A), and an unordered structure with pinholes and defects 

(B). Upon PFAS exposure ordered SAM might undergo the formation of pinholes/defects (followed by an 

increase in the redox probe currents, switch-on), while in unordered SAM PFAS molecules “fill the gaps” 

(followed by a decrease in the redox probe currents, switch-off). 

 

Indeed, the use of MD simulations in the study of SAMs on inorganic surfaces is 

increasingly gaining importance [26–31], thanks to the continuous development of 

reliable and accurate empirical force fields [32–34].Furthermore, beyond providing a 

complementary input to the interpretation of wet lab experiments, MD simulations and 

more generally molecular simulation methods can reliably predict the preferential 

adsorption modes and phase segregation of alkanethiol mixtures on Au(111) slabs [35]. 

Vemparala and Karki have employed MD simulations to unravel the structural properties 

of SAMs alkanethiol as a function of temperature, lattice spacing, and molecular chain 

length [36]. Similarly, Devi used MD simulations to provide insightful knowledge on the 

thermal and wetting behaviour of alkanethiol SAM on Au(111) surface, suggesting that 

the wetting behaviour of the gold SAM surface can be modified by altering the terminal 

functional group of the SAM chains [37]. Moreover, MD simulations have proven 

important to underpin the correlation between the chemical structures of functionalized 

alkanethiol SAMs on gold surfaces and their underlying molecular motion at the 

picosecond time scale, thus demonstrating how the alkyl chain motions correlate with 

the dynamics of the head group [38]. Here, MD simulations have provided an atomistic 

details of the interaction modes of fluorinated pinhole- and defect-free SAM 

architectures build on Au(111) monolayer, thereby enabling to dissect the main driving 

forces. 
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In this work, the structural changes of different types of fluorinated SAM (FDT-SAM) 

upon long and short chain PFAS exposure were investigated via electrochemical and 

impedance-based methods supporting the data analysis with MD simulations. 

Unordered and ordered FDT-SAM were characterised via voltammetric techniques, 

electrochemical impedance spectroscopy (EIS) and infrared spectroscopy. For pinhole- 

and defect-free SAM, the ET kinetic constants were studied via EIS potential scan, while 

the electrode surface coverage was estimated via linear sweep voltammetry (LSV). 

Different trends were observed under long and short chain exposure for ordered FDT-

SAM while a consistent response was obtained in presence of FDT-SAM with pinholes 

and defects. These preliminary results suggest the applicability of FDT-SAM in sensing 

strategies for PFAS screening and the interest of combining electrochemical and 

computational approaches.  

 

8.2 Materials and Methods 
 

8.2.1. Chemicals and Materials  

Dodecanethiol (DDT), 1H,1H,2H,2H-perfluorodecanethiol (FDT), 2,3,3,3-tetrafluoro-

2-(heptafluoropropoxy)-propanoate ammonium salt (HFPO-DA), perfluorooctanoic acid 

(PFOA), perfluorooctanesulfonic acid potassium salt (PFOS), perfluoropentanoic acid 

(PFPA), perfluorhexanesulfonic acid (PFHxS) were purchased from Sigma Aldrich. All 

PFAS chemical structures are summarised in Figure A8.1A. All other reagents were of 

analytical grade. Diamond slurry (3 µm), alumina powder (1 and 0.05 µm), nylon 

polishing cloths, Microcloth PSA 2-7/8, were from Buehler.  

 

8.2.2. Protocols for SAM Preparation 

Prior to thiol chemisorption, polycrystalline gold disk electrodes (Au-DE) (BAS, area 

0.020 cm2) were firstly treated by scanning ten cyclic voltammetry (CV) cycles in 0.1 M 

KOH, in the potential window from -0.4 V to -1.6 V vs Ag/AgCl (KCl sat.), at a scan rate of 

50 mV s-1. All potentials are reported vs Ag/AgCl (KCl sat.). Secondly, they were 

mechanically polished for 2 min in a figure-eight pattern on Buehler Microcloth with 

successive finer grades (15, 3 and 1 µm), diamond (3 µm) and alumina (1 and 0.05 µm), 

respectively, followed by a sonication in ethanol/water (1:1) for 10 min. Thirdly, the 

electrodes were treated by scanning ten CV cycles in 1 M H2SO4, in the potential window 

from -0.3 V to 1.7 V at a scan rate of 300 mV s-1. Then, ten cycles in 0.5 H2SO4, 0.01 M 



 

KCl, in the potential window from 0 V to 1.7 V, at a scan rate of 300 mV s-1. Finally, the 

potential was cycled between 0 and 1.7 V in 1 M H2SO4 until a stable CV was obtained.  

Au-DE were modified with FDT and DDT-SAM by overnight (> 14 h) or 6 h incubation 

in 0.5 or 5 mM thiol solution in absolute ethanol at room temperature depending on the 

desired properties. For highly ordered SAM, overnight incubation and an initial 

concentration of 5 mM were found to be optimal to assure the formation of a stable 

monolayer with good blocking properties. For the less ordered SAM, the incubation time 

was reduced to 6 h and the concentration was 0.5 mM. When using this second set of 

conditions, SAM with a reproducible density of pinholes/defects were obtained as 

explained in Section 8.3.2. To assure the reproducibility of both SAM architectures, the 

incubation steps were carried out in temperature/pressure-controlled conditions (room 

temperature and atmospheric pressure). Prior to use, modified Au-DE were rinsed to 

remove the thiols adsorbed at the interface (nonspecific binding). Then, they were 

conditioned by soaking in 0.1 M KNO3 for about 30 min.   

 

8.2.3. Voltammetric and Impedimetric Study 

Electrochemical measurements were carried out using a three-electrode cell setup 

equipped with: an Ag/AgCl (KCl sat.) reference electrode, a Pt coil counter electrode and 

SAM-modified Au-DE as working electrodes. All potentials are expressed vs Ag/AgCl (KCl 

sat.) electrode. CV and Square Wave Voltammetry (SWV) were carried out using 

different potentiostat/galvanostat: the CH model 660B and the Autolab Model 204 

controlled by NOVA 1.1 software. CVs were recorded within the potential window from 

-0.2 to +0.6 V vs Ag/AgCl (KCl sat.) at a scan rate of 50 mV s−1. DPV experiments were 

recorded in the potential window from −0.2 V to + 0.7 V Ag/AgCl (KCl sat.), using the 

following parameters: potential increment of 0.002 V, amplitude of 0.025 V, pulse width 

of 0.025 s, sample width of 0.0125 s and pulse period of 0.05 s. Electrochemical 

impedance spectroscopy (EIS) measurements were carried out in the frequency range 

from 0.1 Hz to 100 KHz (12 points per decade), with 0.01 V amplitude and an initial 

potential in the range from -0.4 to 0.6 V vs Ag/AgCl (KCl sat.). Measurements were 

carried out in 0.1 M KNO3, 1.0 mM of K3[Fe(CN)6], 1.0 mM  K4[Fe(CN)6]. To investigate 

the changes in SAM after PFAS exposure via EIS, SAM modified AU-DE were incubated 

in 100 nM aqueous solution of PFAS for one hour, then rinsed with distilled water and 

the impedimetric measurements were recorded as described above. ZPlot software was 

used to fit impedimetric data. SAM changes after PFAS exposure were investigated via 

DPV in 0.1 M KNO3, 1.0 mM K4[Fe(CN)6] and increasing concentration of PFAS (from 5 

nM to 2 µM), incubating the SAM modified AU-DE in the measurement solution for 30 

min for each concentration prior to acquiring the voltammetric responses. 

https://www.sciencedirect.com/topics/chemistry/cyclic-voltammetry
https://www.sciencedirect.com/topics/chemistry/square-wave-voltammetry
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8.2.4 ATR- FTIR Control Procedure  

Infrared spectra were acquired by a single-reflection attenuated total reflection (ATR) 

accessory (MIRacle ATR, PIKE Technologies), with a diamond crystal coupled to a Fourier 

Transform Infrared (FTIR) spectrometer (Equinox 70 FT-IR, Bruker). Spectra were 

recorded in the range from 400 to 4000 cm−1 with a resolution of 4 cm−1, accumulating 

256 scans. Three analyses were performed for each sample to ensure the reproducibility 

of obtained spectra. Both bulk reagents and modified gold surfaces were analysed.   

 

8.2.5 Simulation Model Setup 

Molecular dynamics simulations were performed with the Gromacs (v2018.7) 

molecular package [10]. The force field GolP-Charmm22* [11] was used for the gold slab 

meanwhile parameters for the poly- and per-fluorinated alkylated compounds (FDT, 

PFOS, HFPO-DA, see Figure A8.1A-B) were obtained from the Amber-compatible 

parameters of Gaff2 using Antechamber module of AmberTools [39,40], and then 

converted to Gromacs-like format using the acypipy.py script [41]. Charge optimisation 

was computed using the AM1-BCC charge model [42,43]. All simulations were 

performed in an aqueous medium by filling a rectangular box with the 3-site rigid TIP3P 

water model [44] see Figure A8.1C. Potassium ions were subsequently added to account 

for the overall negative charge and achieve a concentration of 0.1 nM. Minimisation of 

the solvent was performed keeping frozen the positions of the organic moieties and gold 

atoms.  

MD simulations were performed on two PFAS, namely PFOS and HFPO-DA. FDT 

molecules were used to construct the SAM on a gold substrate (Figure A8.1B). All the 

chemical structures of these compounds were drawn with the Avogadro software [5], 

and each of them was simulated in its deprotonated form. A gold (111) slab with a 

surface area of (58.6 x 60.9) Å2 and with a thickness given by five atomic layers was used 

as a substrate [45] (Figure A8.1D). The gold slab was frozen throughout the simulations, 

while a harmonic restraining potential of 1000 kJ mol-1 nm-2 was applied to FDT-sulphur 

atoms in the case of the full SAM surface coverage simulations. In the case of the 

simulations mimicking the system with pinhole defects, the restraining potential was 

also applied to the FDT heavy atoms, to prevent the molecules from lying down on the 

gold slab. 

The base of the 3D simulation box was set equal to the surface of the gold substrate, 

while the z-component was set equal to 80.0 Å. The distance between the FDT molecules 

and the substrate, taken as the distance between the sulphur atom and the upper 



 

external layer of the substrate was set equal to 2.42 Å, within the limit of Au-S covalent 

bond formation. The chemical structure of FDT was obtained from 1 ns of MD 

simulation, thereby optimizing the geometry. To increase the probability of sampling 

more binding/interaction events, an additional FDT-SAM was added on the opposite side 

of the simulation box, leading to a double fluorinated SAM layer (Figure A8.1B-C). Finally, 

in order to keep the FDT-SAM molecular assembly fixed at the bottom and top of the 

simulation box, the FDT-sulphur atoms along with the gold substrate were restrained 

throughout the simulation timescale. 

Two different SAM architectures were simulated, as summarized in Figure A8.1E-F. 

In the first one, (E), the ordered FDT-SAM was arranged so that 110 FDT molecules are 

placed perpendicularly to the substrate. The distance between these molecules, 

measured as the separation distance between their sulphur atoms, was set equal to 5.87 

Å, which is compatible with the occupation sites of the hexagonal lattice [17]. In this 

way, the substrate was uniformly and fully covered by FDT molecules, schematizing a 

defect-free SAM. In the second one, (F), the substrate is partially covered by FDT 

molecules to mimic a pinhole scheme, with a surface coverage of 50%. This value was 

chosen in order to have a system that closely matches the experimental one, in which 

the surface coverage was less than half that of the ordered SAM.  

Subsequently, ten PFOS or HFPO-DA molecules initially placed in the middle of the 

simulation box, were added to both setups, in order to study how they interact with the 

FDT-SAM monolayers and, eventually, modify arrangement of these latter (see Figure 

A8.1G).  

Finally, for the sake of completeness, a complementary setup including 10 target 

molecules (PFOS or HFPO-DA) and 10 FDT moieties was simulated in a periodic box of 

water embedding a single gold layer at one end of the simulation box. This enables the 

estimation of the non-covalent interactions along with the visualisation of the 

preferential binding modes upon binding to the Au (111) surface (see Figure A8.1H). 

 

8.2.6 Numerical Protocol 
 

MD simulations of at least 250 ns for each system were performed in the canonical 

NVT ensemble. However, it should be mentioned that the production runs were 

preceded by 5 ns NVT equilibration in which the positions of all the heavy atoms were 

restrained. Moreover, it should be mentioned that the parameters of the MD 

simulations were set according to the force field authors recommendations [11]. Finally, 

the rigid-rod-dipole method for gold atom polarisation was implemented  following [11]. 

The temperature was equilibrated to the reference value of 300 K using the Nose-

Hoover thermostat [46,47] with a coupling constant of 0.2 ps. The leap-frog integrator 
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with integration time-step of 1 fs was employed. The Particle Mesh Ewald summation 

was used to account for long-range electrostatics, with a real space cut-off of 10 Å. 

Lastly, simulations have employed a periodic box and a force-switched cut-off starting 

at 9 Å and ending at 10 Å for the Van der Waals non-bonded interactions. 

 

8.3 Results and discussion 
 

8.3.1. Testing Ordered Fluorinated SAM Applicability to Switch-on Sensing 

8.3.1.1 Electrochemical Characterisation of FDT-SAM  

The electrochemical characterisation of highly ordered, pinholes/defects-free SAM 

of FDT was carried out aiming at describing the blocking properties and, when possible, 

the electron tunnelling kinetics of FDT-SAM. The study of FDT-SAM was developed using 

pinhole/defect free DDT SAM as a reference system [18]. Figure 8.2 summarises and 

compares the results obtained for FDT and DDT monolayers. Both SAM were formed at 

Au-DE aiming to block the direct electron transfer at the electrodes surface by creating 

highly ordered, pinholes/defects-free monolayers. For FDT-SAM, the self-assembly 

process was optimized to maximise the blocking properties of the final modifiers, as 

described in Section 2.2. For the preparation of DDT-SAM the protocol reported by 

Aguiar et al. was applied [18]. 

The blocking properties of both modifiers were characterised via CV and EIS in the 

potential window from -0.2 to +0.6 V vs Ag/AgCl (KCl sat.), in 1.0 mM of K3[Fe(CN)6], 1.0 

mM  K4[Fe(CN)6] in 0.1 M KNO3 (Figure 8.2). It is worth noting that ferro-ferricyanide 

redox couple was chosen as redox probe because of its anionic nature, while cationic 

probes were excluded to avoid side-phenomena related to their electrostatic attraction 

for the fluorinated-chains of FDT [16]. The voltammograms recorded in presence of the 

redox probe (Figure 8.2A) showed the inhibition of the direct electron transfer. This 

implies the absence of defined redox peaks. These features are highlighted by the 

comparison of these voltammograms with the ones recorded at bare gold electrodes 

reported in Figure A8.2A. The sigmoidal shape of the voltammograms is commonly 

interpreted as a sign of microelectrode behaviour (radial diffusion process), when 

working with micro/nanoelectrodes array [48,49]. However, in this context, this shape 

suggests the occurrence of electron tunnelling processes. Sigmoidal voltammograms 

with low capacitive current contributions (< 5 nA) were previously observed when using 

pinhole/defect free SAM, particularly DDT-SAM, as shown in Figure A8.2B [18]. In 

respect to the DDT monolayers, FDT ones showed doubled capacitive contributions (5 

nA vs 2 nA) and higher faradic currents in presence of the redox probe (average Δi = 30 



 

nA). These differences are related to the chemical structure of the thiols, which partially 

determines the SAM arrangement, density and features. 

 

 
 

Figure 8.2. (A) Cyclic voltammograms of ordered FDT-SAM  in 1.0 mM of K3[Fe(CN)6], 1.0 mM K4[Fe(CN)6] 
(solid line), 0.1 M KNO3 aqueous solution (dotted line for the blank), (B) Nyquist plot of FDT-SAM (solid 
line) and DDT-SAM (dotted line) in presence of the redox probe; inset: simplified Randles EEC, (C) Variation 
in the ln Rct  values in respect to the  potential for FDT-SAM (dots) and DDT-SAM (squares) recorded via 
EIS potential scan, (D) DPV of FDT-SAM (dotted line) and DDT-SAM (solid line) in presence of the redox 
probe. 

 
In Figure 8.2B, the EIS measurements are reported as Nyquist plots fitted with a 

simplified Randles electrochemical equivalent circuit (EEC). The EEC includes three 

terms: the uncompensated solution resistance (Rs), the constant phase element used to 

model the double layer capacitance (CPE) and the charge transfer resistance (Rct). The 

semicircular shape of the Nyquist plots confirmed the absence of diffusion-driven 

process and blocking properties of the SAM [9,50,51]. FDT-SAM shows a lower 

resistance to charge transfer than DDT one (Figure 8.2B). Again, this difference can be 

ascribed to the thiol chains, which differs in conductivity and length [7].  

These voltammetric and impedimetric data confirm the blocking properties of FDT 

monolayers. The FDT surface coverage was further studied by following the thiols 
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desorption via liner sweep voltammetry (LSV, Figure A8.2C-D). An estimation of the 

monolayer density can be obtained by integration of the reduction peak [52,53]. For 

FDT, a coverage value of about 3.5 nmol cm-2 was observed. This latter was higher than 

the theoretical value (0.4 nmol cm-2) calculated assuming a hexagonal pattern like the 

one reported by Zenasni et al. for fluorinated SAM [17]. This discrepancy can be ascribed 

to the methodology in use: the FDT desorption peak (Figure A8. 2D) is broader than DDT 

one (Figure A8. 2C) suggesting the possible presence of multiple-processes that cannot 

be discriminated prior to integrating the peak. Despite this, the LSV desorption tests 

confirmed the high density of the monolayers and can be further applied to verify the 

presence of SAM at Au-DE in routinary experiments. To further attest SAM 

chemisorption, attenuated total reflection infrared spectroscopy (ATR-FTIR) was applied 

[54,55]. The details of ATR-FTIR characterisation are discussed in the Annex A with few 

examples of infrared spectra (Figure A8.3A-D). From the analysis of the IR spectra the 

presence of FDT-SAM was clearly verifiable. 

Once having described FDT-SAM general features, we studied the kinetics of electron 

transfer through tunneling via EIS potential scans in the presence of the redox probe, 

again with DDT-SAM as the reference system (Figure A8.2E-F). Overpotentials (η, relative 

to the formal potential of the couple which is 0.22 V vs Ag/AgCl) were imposed to the 

system in the range from -0.62 V to 0.38 V vs Ag/AgCl and the variations, expressed as 

ln Rct, in function of η were considered for both monolayers confirming that FDT-SAM 

have lower resistance values than DDT-SAM in the range of potentials tested [19,20,24]. 

The values of Rct as a function of η reported in Figure 8.2C were used to calculate the 

kinetics parameters of tunneling electron transfer in Table 8.1. 

 
Table 8.1. Variation of transfer coefficient α with negative overpotentials for electrodes modified with FDT- 

and DDT-SAM, in data obtained in presence of 1.0 mM of K3[Fe(CN)6], 1.0 mM  K4[Fe(CN)6] in 0.1 M KNO3. 

Values calculated using the equations reported in [18].  

 

      FDT      DDT 

η (V) α k°app (cm s-1) α k°app (cm s-1) 

-0.62 0.145 1.79 x10-3 0.158 5.34 x10-4 

-0.57 0.146 1.11 x10-3 0.164 3.72 x10-4 

-0.52 0.150 7.63 x10-4 0.173 2.83 x10-4 

-0.47 0.160 5.95 x10-4 0.183 2.12 x10-4 

-0.42 0.170 4.09 x10-4  0.194 1.45 x10-4 

-0.37 0.174 2.51 x10-4  0.205 9.51 x10-5 

-0.32 0.181 1.52 x10-4  0.219 6.00 x10-5 

-0.27 0.189 8.83 x10-5 0.235 3.63 x10-5 

-0.22 0.198 4.96 x10-5 0.254 2.00 x10-5 

-0.17 0.212 2.79 x10-5  0.278 1.02 x10-5 



 

-0.12 0.240 1.68 x10-5 0.313 4.83 x10-6 

 

Also, the electron transfer coefficient (α) and the apparent rate transfer constant a) 

(k°app) were calculated as previously reported [20]. The value of α decreases with 

increasing overpotential, while k°app increases with increasing overpotential. These 

results are in good agreement with what reported by Aguiar et al. [18] for 

pinhole/defect-free DDT-SAM. It was possible to observe that FDT-SAM allows a faster 

electron transfer having higher k°app values compared to DDT-SAM. This information will 

be considered while studying the changes in these SAM systems upon PFAS exposure. 
 

8.3.1.2 Changes in Ordered FDT-SAM upon PFAS Exposure 

 

Once characterised, fluorinated SAM were tested as electrode modifiers for the 

development of switch-on sensing strategies using DPV to maximize the signal-to-noise 

ratio, as anticipated in Figure 8.2D. The changes in the structure of FDT and DDT-SAM 

after exposure to both long-chain and short-chain PFAS were studied (summary of PFAS 

chemical structure in Figure A8.1). We aimed at verifying whether, and eventually, to 

which extent the hydrophobic, non-covalent interactions between SAM interface and 

PFAS molecules alter the SAM architectures (i.e., partial destabilization, compacting, 

etc.). For this preliminary test, the long-chain PFAS considered were PFOA and PFOS, 

while the short-chain PFAS tested were PFHXS, HFPO-DA and PFPA. 

Incubation with increasing concentrations of PFOS or PFOA (ranging from 50 to 1000 

nM) was found to affect the insulating properties of FDT-SAM. Upon exposure to these 

long-chain PFAS, increasing oxidation currents were recorded at FDT-SAM modified 

electrodes, as shown in Figure 8.3A-B. These results can be explained considering that 

once the SAM architecture is altered and pinholes/defects are formed, the redox probe 

can approach the electrode surface and undergo a direct electron transfer. This results 

in current intensities much higher than those recorded when only electron tunneling 

processes occurred (Figure 8.2D). These currents showed values lower than 10 nA in the 

potential region between 0.25 and 0.3 V vs Ag/AgCl sat. KCl, while currents of about 20 

nA were observed after incubation with 50 nM PFOA/PFOS (Figure 8.3A-B). Currents 

increased linearly with analyte concentrations in the range from 50 up to 1000 nM. For 

PFOA/PFOS concentration higher than 1µM one can observe a progressive decrease in 

current values. These changes in the FDT-SAM showed good reproducibility and were 

not observed during negative control experiments (results summarised in Figure A8.4A-

F). In particular, no changes were recorded upon additions of blank solutions (0.1 M 

KNO3) for both FDT-SAM and DDT-SAM, used as control system. The incubation of 

PFOS/PFOA at DDT-SAM using the same working conditions did not affect the insulating 



  Chapter 8 

 

211 

properties of the SAM (results summarised in Figure A8.4C-D). This experiment indirectly 

confirmed that the variations observed at FDT-SAM can be ascribed mainly to F-F 

interaction between the PFAS molecules and FDT tails. The observations above are 

limited to long-chain PFAS: the incubation of short-chain PFAS (PFHXS, HFPO-DA and 

PFPA) did not lead to any recordable change in the FDT SAM structure, examples of the 

voltammograms recorded in Figure A8.5. In Figure 8.3C, the current values were 

reported as a function of different PFAS concentrations after blank subtraction at a fixed 

potential of 0.3 V vs Ag/AgCl (sat. KCl) and expressed as Δi. The variations observed after 

blank additions (0.1 M KNO3) were found to be lower than 10 nA, thus Δi values of <10 

nA were considered not meaningful in the present analysis.  
Figure 8.3. Representative DPV of FDT-SAM recorded upon increasing concentrations, from 50 to 1000 nM 

(a to f), of PFOS (A) and PFOA (B) compared to blank (dotted line). Peak current vs increasing concentrations 

of PFAS (PFOS, PFOA, PFHXSA, HFPO-DA and PFPA) (C), and of only short chain PFAS - PFHXSA, HFPO-DA and 

PFPA (D).  

 

Figure 8.3C highlights that PFOS/PFOA exposure leads to changes in the FDT structure 

which are linearly proportional to PFAS concentrations (linear fitting equations: 

y=0.12x+26.5, R2=0.97 for PFOS and y=0.09 c +29.1, R2=0.98 for PFOA). The long-chain 



 

PFAS shows a consistent behaviour, which differs deeply from the short-chain one. 

Indeed, PFHXS, HFPO-DA and PFPA do not alter the FDT-SAM structure in a significant 

way. Their Δi values are on average <10 nA as shown in Figure 8.3D. This comparison 

underlines that there are no clear trends and even the exposure to short-chain PFAS 

>1000 nM did not alter the blocking properties of FDT SAM. Short-PFAS are potentially 

contributing to compact SAM structure by laying in the interfacial region. The relatively 

higher solubility of short-chain PFAS, as discussed in the following section, together with 

their shorter length might be responsible for the behaviour observed. Overall, PFHXS, 

HFPO-DA and PFPA show consistent trends. A similar behaviour was observed for DDT-

SAM, again tested as a negative control.  

The differences observed in FDT-SAM blocking properties upon exposure to long and 

short-chain PFAS cannot be simply explained by the fluorinated tail length. For this 

reason, prior to further applying FDT-SAM in PFOS/PFOA monitoring, it would be 

necessary to elucidate the interactions involved. However, these results provide 

evidence that the screening of PFAS at pinholes/defects-free FDT-SAM via a switch-on 

strategy is not applicable to short-chain PFAS.  

 

8.3.1.3 MD Simulations vs Experimental Outcomes 

 

MD simulations showed that both PFOS and HFPO-DA adhere at the FDT-SAM interface 

without altering the monolayer arrangement, as shown in Figure 8.4.  These 

arrangements are driven by an attractive force, rather than a repulsive one, as suggested 

by the negative values of the interaction energies observed. 

To assess whether there is any difference between the affinities of the two target 

molecules, i.e., the short- and long-chain PFAS, with the SAM, we analyse MD 

simulations as follows: for each of the molecules, we compute the number of contacts 

between the target molecule atoms and the atoms of the SAM. We define two atoms to 

be in contact if their separation is within 0.6 nm (Figure  A8.6 A-B). In turn, we deem the 

target molecule as (reversibly) bound to the SAM if its number of contacts is ≧ 16 for 

the short-chain HFPO-DA, and ≧ 27 for the long-chain PFOS (Figure A8.6 E-F). Finally, to 

extract the affinity to the SAM, we computed the average potential energy of the two 

interacting molecules when bound according to the above criterion. These energies 

were found to be -36 KJ/mol for the system with PFOS and -23 KJ/mol for the one with 

HFPO-DA, where non-interacting molecules would have zero interaction energy. We find 

that both targets display a negative interaction energy with the SAM monolayer, albeit 

the affinity of the long-chain PFOS being significantly (13 KJ/mol) more favourable. 

 



  Chapter 8 

 

213 

This difference in PFOS/HFPO-DA behaviour can be explained considering the 

chemical structures of these pollutants and, as a consequence, their different 

physicochemical properties. According to Nixon et al., HFPO-DA is considered to be 

infinitely soluble in aqueous solutions with a low adsorption potential and a high mobility 

[56,57]. On the contrary, PFOS shows a solubility in pure water of about 680 mg/L at 25 

°C, according to 3M assessment in pure water (while in natural seawater a solubility of 

12.4 mg/L at 22-23 °C was measured [58]).   

 

As a consequence of their chemical nature, PFOS molecules in aqueous solution will 

be strongly attracted by the fluorinated SAM and even by the gold substrate, as further 

discussed in Section 8.3.2. They will get involved in stable interactions with the SAM 

interfacial region, thereby increasing their number of contacts with the fluorinated 

surface. During this process, driven by an attractive force, the insertion of PFOS in the 

SAM arrangement might occur even though it was not clearly observed in our classical 

simulations. If we assume the occurrence of similar events in the experimental setup, it 

would be possible to partially explain the results observed in the previous section. 

However, the deep alteration of the FDT-SAM structure suggested from the 

experimental data was not observed in the MD simulations despite the complexity of 

the system. In general, the discrepancy observed suggests that the results in Section 

8.3.1.2 might not be correlated to an alteration of the SAM structure caused by the 

exposure to PFOA/PFOS but to other side-processes which destabilise the monolayer. 

Although further studies will be needed to elucidate this phenomenon, the results 

collected so far and the comparison between experimental and simulation data allow to 

exclude the applicability of pinhole/defect-free FDT-SAM in long-chain PFAS screening 

strategies. 

The scenario changes when HFPO-DA is considered: for this compound MD 

simulation and experimental data are fully consistent. Figure 8.4 helps to explain why no 

changes in the values of the current were observed upon HFPO-DA exposure in Section 

8.3.1.2, because the target molecules are partially interacting with the surface. The 

higher solubility of HFPO-DA compared to PFOS is responsible for the weaker attraction 

of this compound with the FDT SAM interfacial region. The FDT SAM structure is not 

altered and not even compacted by the interaction with short-chain PFAS. In this case, 

the MD simulations allowed an in-depth understanding of the mechanisms at stake. 

Since the FDT/HFPO-DA attractive forces are not prevalent and HFPO-DA is involved in 

multiple equilibria (HFPO-DA/HFPO-DA, HFPO-DA/FDT interaction, etc.) which are 

strongly affected by the working conditions, this part of the study allowed to understand 

why these highly-ordered fluorinated monolayers are not suitable for PFAS sensing.  

https://pubchem.ncbi.nlm.nih.gov/compound/water


 

These findings do not imply that fluorinated SAM with different architectures 

combined with other sensing strategies (different from switch on) should not be 

considered. For this reason, in the next section a different FDT and DDT-SAM 

architecture will be discussed. 

 
Figure 8.4. Framework of the MD simulations box with two gold substrates modified with an ordered SAM 

facing each other. FDT-SAM upon exposure to: (A) PFOS and (B) HFPO-DA. Zoom in: interaction of molecules 

with the interfacial region of the SAM. 

 

8.3.2. Testing Unordered Fluorinated SAM Applicability to Switch-off Sensing 

8.3.2.1 SAM Characterisation and Changes upon PFAS Exposure  

 

SAM with a controlled density of pinholes and defects are often used in switch off 

sensing of small-organic molecules, as anticipated in Section 8.1. After having tested 

highly ordered SAM, the investigation of possible fluorinated modifiers for the design of 

PFAS sensors moved towards less-ordered monolayer arrangements with partial 

blocking properties. In the presence of such modifiers, electron transfer can occur 

directly with no need to study the kinetics of other transfer processes, as in Section 

8.3.1.1. FDT-SAM containing pinholes/defects can be obtained by lowering both initial 

thiol concentration and incubation time as described Section 8.2.2. For the sake of 

simplicity these FDT-SAM will be referred to as unordered in this work. Such FDT-SAM 

obtained showed reproducible results after introducing suitable rinsing/soaking steps in 

0.1 M KNO3 solutions (details in Section 8.2.2), which remove thiols that are not bound 

to the gold substrate. Voltammetric characterization of these FDT-SAM took place at the 

conditions described in Section 8.3.1. Such modifiers allow for direct electron transfer 

via their pinholes/defects, as suggested by the well-defined redox process observable in 
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the voltammograms of Figure 8.5 A-B. The voltammograms parameters (E1/2 and ΔEp) 

are in agreement with what is expected for a one-electron reversible redox process. 

Oxidation (Figure 8.5B) results in a sharp Gaussian peak with Epa=+0.22 V vs Ag/AgCl (sat. 

KCl) contrary to previous observations for switch on FDT-SAM system, where broad 

oxidation peaks were recorded covering multiple processes. The Faradaic currents here 

are in the order of hundreds of nA confirming that even unordered FDT-SAM show 

obvious blocking properties (at a bare Au-DE these currents will be in the µA range). 

Also, for this second FDT-SAM architecture, surface coverage was estimated via LSV 

resulting in an experimental value of 1.3 nmol cm-2. Keeping in mind the above-

mentioned considerations about the possible error factors of this methodology, it is still 

possible to compare ordered and unordered FDT-SAM systems qualitatively. This 

comparison suggests that for unordered SAM the surface coverage is less than half of 

the ordered one.  

 

 
 

Figure 8.5. (A) Cyclic voltammograms of unordered FDT-SAM in 1.0 mM of K3[Fe(CN)6], 1.0 mM  K4[Fe(CN)6] 

(solid line), 0.1 M KNO3 aqueous solution (dotted line for the blank) and upon exposure to a 500 nM HFPO-

DA solution (dashed line); inset: arrows pointing the changes in redox peak currents prior/after HFPO-DA 

incubation. (B) DPV of FDT-SAM in presence of the redox probe after incubation with increasing 

concentrations of HFPO-DA (0, 0.5, 1.5, 5, 7,5, 10 µM, from a to f). HFPO-DA was considered representative 

for both long and short chain PFAS. 

 

Figure 8.5B shows the drop in the Epa currents upon exposure to increasing 

concentrations of HFPO-DA (from 0.5 to 10 µM) this trend was observed for all PFAS 

tested, as further explained in this section. This first screening carried out in a wide range 

of PFAS concentrations confirm that it is possible to follow increasing PFAS 

concentration at unordered FDT-SAM and no signal saturation was observed in the range 

tested. The decreases in the oxidation peak currents were first observed via CV and, 

then, followed with DPV (Figure 8.5A-B). 



 

The differences in oxidation peak currents at increasing PFOA/PFOS concentrations 

show a linear trend (linear fitting R2 > 0.98), as reported in Figure 8.6A. As a control 

experiment, FDT-modified Au-DE were incubated with KNO3 to evaluate the possible 

alteration of the SAM upon successive incubations. These results clearly demonstrate 

that no meaningful variations occurred. Furthermore, adding the electrolyte solution did 

not lead to the trends observed upon incubating with the pollutants. Therefore, 

unordered FDT-SAM show a good stability. Changes in their blocking properties can be 

correlated with the presence and insertion of long-chain PFAS into their structure. The 

error bars, calculated from triplicate measurements, suggest good reproducibility of the 

results. PFOA insertion in pristine SAM was previously observed by Fang et al. using µM 

concentration of this pollutant [15]. The authors explained the tendency of PFOA to 

intercalate into SAM defects/pinholes by considering the formation of partial-micelles 

and its highly fluorinated nature, without elucidating the respective interactions (mainly 

attractive repulsive forces). Therefore, one can assume that other short and long chain 

PFAS will also insert into monolayers, compacting them and thus increasing their 

blocking properties leading to meaningful decrease in probe oxidation currents. Such 

changes in FDT-SAM architectures allow one to detect PFOS and PFOA in the low nM 

range as well as µM range (up to 10 µM). Contrary to what was observed in Section 

8.3.1, the results after incubation of long-chain and short-chain PFAS at unordered FDT-

SAM show a consistent trend.  

 

 
 

Figure 8.6. Calibration plots of log (A) and short (B) chain PFAS after incubation at unordered FDT-SAM. The 

changes in the peak currents are plotted versus the logarithm of the PFAS concentrations: PFOS and PFOA 

(A) and PFHXS/HFPO-DA/PFPA (B). In both plots, the addition of the electrolyte solution (KNO3), considered 

as the blank, were included for comparison. 

 

Incubating with increasing concentrations of PFHxS, HFPO-DA and PFPA leads to 

progressive decrease in probe oxidation current (Figure 8.6B). The results suggest that 
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also short-chain PFAS intercalate into FDT-SAM pinholes and defects, compacting the 

monolayer structure. Due to their different physicochemical properties (especially their 

increased solubility compared to long-chain PFAS), PFHxS, HFPO-DA and PFPA may have 

undergone interactions other than insertion. These findings confirm the possibility to 

apply FDT-SAM-based sensing to screen and estimate the total amount of both long- 

and short-chain PFAS in aqueous samples. Comparing the data in Figure 8.6A-B, one can 

see that the trends for PFOA/PFOS and PFHxS/HFPO-DA/PFPA are consistent. Further 

modifications of these monolayers might allow for obtaining intra-class selectivity. 

However, this is beyond the scope of this preliminary study. The consistency of PFAS 

interactions with FDT-SAM needed to be further explained from a molecular point of 

view. Furthermore, a complete series of negative control experiments in the study of 

unordered FDT-SAM confirmed that: adding blanks does not alter FDT and DDT 

unordered SAM in a meaningful way; trends observed at unordered DDT-SAM after PFAS 

incubation differ from those at FDT-SAM (overview in Figure A8. 7).  

 

8.3.2.2 MD Simulations vs Experimental Outcomes  

 

To better understand the mechanism of interaction of PFAS within FDT SAM 

pinholes/defects, MD simulations were run considering an unordered monolayer. As for 

the previously simulated systems, ten PFOS and ten HFPO-DA molecules were 

considered as representative compounds for long-chain PFAS and short-chain PFAS, 

respectively. The gold slab was placed at the bottom of the simulation box, and its 

surface at the interface with the solvent was only 50% covered by FDT molecules, in 

order to mimic the pinholes in the fluorinated SAM architecture. As described in Section 

8.3.1.3, an additional fluorinated SAM with the same characteristics as the former was 

added to the top of the simulation box to increase the probability of sampling more 

binding/interacting events.  

During MD simulations of both systems the insertion of the targets in the FDT-SAM 

pinholes was observed, as shown in the snapshots reported in Figure 8.7. The close-up 

look of the system Figure 8.7A shows that for HFPO-DA the insertion occurs with the 

hydrophilic head group (-COOH) pointing towards the gold substrate instead of facing 

the FDT-SAM/aqueous solution interface. This behaviour can be ascribed to the 

relatively short length of the HFPO-DA, and to the strong affinity of these fluorinated 

target molecules (i.e., PFOS and HFPO-DA) to the gold substrate. Indeed, different 

simulation snapshots show that for sufficiently large pinholes HFPO-DA tends to lie on 

the gold substrate. On the contrary, PFOS molecules can fit in the pinholes with the 

hydrophilic head group oriented towards the interfacial region of the FDT-SAM. In this 

case, there is no way for them to lie on the gold substrate, likely due to their relatively 



 

linear and long chains that restrict their conformational freedom once trapped into the 

FDT-SAM pinhole. 

To estimate non-covalent interaction energies (computed as Lennard-Jones and van 

der Waals) of these target molecules with the gold substrate, a different simulation 

model setup was implemented. Ten FDT molecules and ten target molecules (PFOS and 

HFPO-DA) were placed in solution in a periodic simulation box having only one gold 

substrate at one end. The average energies obtained for a single molecule are equal to 

-86 KJ/mol for long-chains PFOS molecules, and to -57 KJ/mol for short chains HPFO-DA 

molecules. These energies were calculated following the same procedure as described 

in Section 8.3.1.3, by determining the numbers of contact, and by considering only the 

energies corresponding to time windows where the number of contacts was greater 

than or equal to the chosen threshold (≧ 15 for the HFPO-DA molecules, and ≧ 23 for 

the PFOS molecules). 

We further studied the affinity of both target moieties with unordered SAM with the 

same methods described in Section 8.3.1.3. The plots of the number of contacts (Figure 

A8.8A-B) show that PFOS molecules can insert into the pinholes by forming more stable 

non-covalent bonds with the FDT molecules of the monolayer, than the bonds formed 

by the HFPO-DA counterpart. In this case, we set the threshold of the number of contacts 

≧ 19 for the short-chain PFAS, and ≧ 28 for the long-chain PFAS, see Figure A8.8E-F. The 

corresponding average interacting energies computed according to this threshold are 

equal to -51 KJ/mol for the system with PFOS and -38 KJ/mol for the one with HFPO-DA. 

Even in this case, the affinity of long-chain PFOS is significantly (13 KJ/mol) more 

favourable. However, it is worth noting that the HFPO-DA single molecules that form 

more stable bonds with FDT-SAM have energies of the same order of magnitude (-50 

KJ/mol) as those determined by the PFOS system. Besides, the literature does not 

provide quantitative data for the interaction energy to compare with. Thus, the values 

reported herein should be taken with due care and likely be viewed as a general order 

of magnitude for PFAS interacting entities considered here in general, and fluoro-fluoro 

tails, in particular. Nonetheless, these values are consistent with those reported in [17] 

for small organic moieties adsorbed onto Au(111) monolayers.  
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Figure 8.7. Framework of the MD simulations box with two gold substrates modified with an unordered 

SAM facing each other. FDT-SAM upon exposure to: (A) PFOS and (B) HFPO-DA. Zoom in: orientation of the 

PFAS molecules in the interaction with the interfacial region of the SAM. 

 
In conclusion, FDT-SAM with pinholes/defects were found to be suitable for PFAS 

screening. The linear trends were observed in concentration range from 100-1000 nM. 

The sensitivity of these switch-off sensing strategies can be further improved with 

additional optimizations steps or combining FDT-SAM with other modifiers. The results 

described in this section proved the importance of a complete characterization of the 

SAM modifiers, the need of a complete series of negative control experiments and the 

interest of supporting electrochemical data interpretation via MD simulations. 

8.4 Conclusions 

The changes in FDT-SAM with a pinholes/defects-free structure (ordered SAM) or 

randomized pinholes/defects architecture (unordered SAM) were studied upon long- 

and short-chain PFAS exposure. We aimed to evaluate fluorinated SAM applicability in 

the development of switch-on or switch-off sensing strategies for PFAS. The changes in 

the SAM structures were studied considering variations in the blocking properties of the 

monolayers via a combination of electrochemical impedance spectroscopy and 

voltammetry. Experimental data interpretation went hand in hand with molecular 

dynamics (MD) simulations for understanding the possible interaction mechanisms 

involved, especially fluorine-fluorine ones, in a more in-depth manner.  

 

During the first part of the study, ordered SAM were investigated characterising their 

blocking properties (in particular, the kinetics of the electron tunneling) and surface 



 

coverage. These findings can be further applied in the design of ordered FDT-SAM for 

other sensing applications. Complete electrochemical and impedimetric 

characterisation serves this purpose. Ordered FDT-SAM were found to be unsuitable for 

PFAS screening due to the fact that short chain PFAS did not lead to any traceable change 

in SAM properties. Changes in the ordered FDT-SAM structures were observed for long 

chain PFAS (PFOS and PFOA). However, the experimental results showed poor 

reproducibility. These data were not supported by MD simulations: those showed that 

all long- and short-chain PFAS should deposit at the FDT-SAM interface without altering 

its structure or intercalate. PFAS molecules were found to minimise their energy by 

arranging themselves at the monolayer/solution interface. Therefore, changes in 

current intensities recorded for PFOA/PFOS were ascribed to other side-phenomena; 

this type of fluorinated SAM architecture was not further considered for sensing 

applications.  

 

Another FDT-SAM architecture (unordered), was tested in the second part of the 

study. Upon PFAS exposure, unordered FDT-SAM showed increased blocking properties 

enabling sensing increasing PFAS concentration from nM to low µM range. This system 

turned out compatible with a switch-off sensing strategy for both long- and short-chain 

PFAS screening. For this second FDT-SAM architecture, experimental data and MD 

simulations lead to the same conclusions. Hence, it was possible to confirm and 

elucidate the insertion process of PFAS molecules interacting with unordered SAM. This 

mechanism was previously proposed in hypotheses, but not described in a quantitative 

way (estimating energies) yet. Overall, the present work underlines the importance of: 

i) characterizing and comparing different SAM architectures, ii) supporting 

interpretation of electrochemical data with MD simulations to describe the interactions 

involved, and iii) using a reference system to operate a complete series of negative 

controls (DDT-SAM) and evaluate the contributions expected (FDT-SAM, F-F 

interactions).  In both parts of this preliminary study, negative controls played a key role: 

they allowed us to indirectly prove that the interactions observed depend on the 

presence of a fluorinate monolayer and, as a consequence, can be defined as 

fluorophilic. The application of fluorophilic interactions in the design of PFAS recognition 

elements for the development of sensing strategies is promising. Based-on these 

interactions, it is possible to realize a new generation of sensing platform for screening 

of PFAS (all generations) thus answering the urgent need for portable and rapid 

analytical tools for PFAS monitoring in waste waters. For this purpose, fluorinated SAM 

modifiers can be further combined with other electrode surface materials to enhance 

the sensitivity and develop original sensing devices. 
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In respect to the MIP-based sensor described in Chapter 7, the SAM-based sensing 

strategies investigated here showed the potential of a PFAS screening platform easy to 

implement. Fluorinated SAM modifiers or other type of highly fluorinated electrode 

surface modifiers can be further considered for the development of a new generation 

of sensors for PFAS monitoring (photoelectrochemical, electrochemiluminescence-

based, etc.). 
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8.1 Annex A 

Figure A8.1.  MD simulations setup: (A) Chemical structures of long- and short-chain PFASs, (B) 

periodic simulation box embedding two ordered and mirrored FDT-SAMs, inset: zoom of FDT 

molecule. (C) periodic simulation box embedding two ordered and mirrored FDT-SAMs filled with 

the 3-site rigid TIP3P water model; inset: water molecules and potassium ions. (D) Periodic 

simulation box embedding two gold (111) slabs. Simulation box embedding: (E) two ordered and 

mirrored FDT-SAMs and (F) two unordered and mirrored FDT-SAMs. (G) Periodic simulation box 

embedding FDT-SAMs and ten PFOS molecules in solution. (H) Half periodic simulation box 

embedding ten FDT and ten PFOS molecules in aqueous solution with potassium ions. 
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Figure A8.2. Electrochemical characterization of ordered FDT and DDT-SAM: (A) Cyclic 
voltammogram of FDT SAM (continuous line) and bare electrode (dashed line) recorded in redox 
probe solution; CVs of (B) DDT SAM recorded in redox probe (black line) and background 
electrolyte (dashed line). (C-D) Linear sweep voltammogram showing a cathodic process 
corresponding to the desorption of the FDT-SAM (C) and DDT-SAM (D) from the GDE surface 
recorded in KOH 0.05 M. (E-F) EIS potential scan data overview for FDT-SAM (E) and DDT-SAM (F). 
 



 

 
 

 
 

Figure A8.3.  IR characterization of FDT and DDT-SAM: (A) Infrared spectra of FDT and (B) DDT 

recorded in the spectral range between 400 and 4000  cm-1, the label identify the main stretching 

and bending signals; (C) Characteristic regions of the FDT spectra: CF3 anDd CF2 stretching region 

in the spectral range from 900 to 1350 cm-1; (D) Zoom in the CH2 stretching region of FDT spectrum 

ranging from 2700 to 3300 cm-1; (E) Overlay of infrared spectra of FDT bulk (blue line) an FDT-

SAM on gold (red line); inset: zoom of CF stretching region.  

 

The spectra of FDT and DDT were first compared (Figure A8.3A-B). It was possible to 

observe that FDT spectra is characterized by very strong signals in the region between 

1100 and 1350 cm-1 (Figure A8.3C). These signals can be ascribed to the stretching of 

CF2 between 1113 and 1144 cm-1 and the stretching of CF3 between 1198 and 1239 cm-

1 [54,55]. The relative intensities and distribution of these signals are relevant for the 

identification of fluorinated compounds, as we will see in the following paragraphs. In 
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particular, the ratio between CF2 and CF3 main signals was found to be 1:2. From the 

analysis of the FDT spectra, we were expecting additional signals in the region of 

symmetric and asymmetric methylene stretching (νCH2) between 2851 and 2919 cm-1, 

respectively [54]. These signals were clearly observed in DDT (Figure A8.3D). Considering 

the two –CH2 groups of FDT, we might expect to observe νCH2 with an intensity of 

approximately 20-30% relative to the –CF2. This is not confirmed by the empirical data 

where these modes are apparently absent. Further analysis of the FDT spectrum, 

zooming the –CH2 stretching region reveals the presence of these modes with a very low 

intensity. This spectral feature, can be justified by the effect of the neighbouring fluorine 

and thiol groups, as suggested by Chidsey et al. [54] (Figure A8.3D). The overlay of the 

bulk thiol and the thiol on gold spectra is reported in Figure A8.3E. The spectrum of FDT 

on gold is slightly shifted to higher wavenumber. The deconvolution process of the CF 

region revealed a CF2:CF3 ratio of 1:4. The increment in this ratio, compared to the bulk 

compound, can be due to the reduced mobility of the CF2 moieties in an ordered SAM. 

On the contrary, the increase observed in the νCF3 area can be explained considering 

the relatively high mobility of this group because of its the terminal position [53]. 

 
 



 

 
Figure A8. 4. Negative controls of ordered FDT-SAM: (A) Voltammograms of FDT-SAM recorded 
after KNO3 additions (full lines from a to d) compared to the blank (dotted line). (B) Current at 0.3 
V vs KNO3 additions relative to (A) (blue dotted line: 10 nA). (C) Example of voltammograms of 
DDT-SAM recorded upon exposure to increasing PFOA concentrations from 50 to 1000 nM (full 
lines from a to f) compared to the blank (dotted line), inset: baseline corrected voltammograms. 
(D) Current at 0.3 V vs PFOA concentration relative to (C). (E) Voltammograms of DDT-SAM 
recorded after KNO3 additions (full lines) compared to the blank (dotted line). (F) Current at 0.3 V 
vs KNO3 additions relative to (E) (blue dotted line: 10 nA). 
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Figure A8.5. Experiments ordered FDT-SAM: Examples of the results obtained after incubating 

FDT-SAM with short chain PFAS: (A) Voltammograms of FDT-SAM recorded upon exposure to 

increasing PFPA concentrations from 50 to 1500 nM (a to e) (full lines) compared to the blank 

(dotted line), inset: baseline corrected voltammograms of blank and 50 nM. (B) Current at 0.3 V 

vs PFPA concentration relative to A). (C) Voltammograms of FDT-SAM recorded upon exposure to 

increasing HFPO-DA concentrations from 50 to 1500 nM (a to e) (full lines) compared to the blank 

(dotted line). (D) Current at 0.3 V vs HFPO-DA concentration relative to C). (E) Voltammograms of 

DDT-SAM recorded in increasing PFPA concentration from 50 to 1000 nM (a to d) (full lines) 

compared to the blank (dotted line). (F) Voltammograms of DDT-SAM recorded upon exposure to 

increasing HFBA concentration from 50 to 1500 nM (a to e) (full lines) compared to the blank 

(dotted line). 



 

 
 

Figure A8.6. Ordered FDT-SAM: Number of contacts and their normalized frequency between the 

target molecule's atoms and the atoms of the FDT-SAM monolayer. We defined two atoms to be 

in contact if their distance is within 0.6 nm. (A) Number of contacts for a single HPFO-DA molecule 

versus simulation time; (B) number of contacts for a single PFOS molecule versus simulation time; 

(C) normalized frequency of number of contacts for a single HPFO-DA  molecule; (D) normalized 

frequency of number of contacts for a single PFOS molecule; (E) normalized  frequency of number 

of contacts for all HPFO-DA molecules simulated; the figure shows the threshold of the number of 

contacts used to compute the interaction energy; the value chosen is 16; (F) normalized  frequency 

of number of contacts for all PFOS molecules simulated; the figure shows the threshold of the 

number of contacts used to compute the interaction energy; the value chosen is 27. 
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Figure A8.7. Negative controls of unordered FDT-SAM: Changes in the Epa current intensities after 

DDT-SAM incubation with: (A) PFHxS, (B) PFPA, (C) HFPO-DA, (D) PFOA, (E) PFOS, (F)KNO3. 

 
 
 
 
 
 
 
 



 

 
 

Figure A8. 8. Unordered FDT-SAM: Number of contacts and their frequency between the target 

molecule's atoms and the atoms of the FDT-SAM monolayer. We defined two atoms to be in 

contact if their distance is within 0.6 nm. (A) Number of contacts for a single HPFO-DA molecule 

versus simulation time; (B) number of contacts for a single PFOS molecule versus simulation time; 

(C) normalized frequency of number of contacts for a single HPFO-DA  molecule; (D) normalized  

frequency of number of contacts for a single PFOS molecule; (E) normalized frequency of number 

of contacts for all HPFO-DA molecules simulated; the figure shows the threshold of the number of 

contacts used to compute the interaction energy; the value chosen is 19;  (F) normalized frequency 

of number of contacts for all molecule PFOS simulated;  the figure shows the threshold of the 

number of contacts used to compute the interaction energy; the value chosen is 28. 
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This joint PhD project, PFASensing, was entirely dedicated to the concept design of 

electrochemical and optical, bio- and biomimetic strategies for the quantitative or semi-

quantitative determination of per- and polyfluorinated alkyl substances. The endless 

evolution of PFAS and urgent need of the development of analytical tools for monitoring 

were the starting point of this project. Indeed, in its proof-of-concept and case-studies, 

PFASensing does not aim to develop finalized sensors for PFAS detection but to scout for 

new sensing ways to face PFAS pollution, particularly in respect to water matrices. We 

investigated three main ways.  

The first way focused on the development of novel electrochemical and optical 

protein-based biosensors starting from the idea of transposing toxicological findings in 

bioreceptor design. Globins, particularly neuroglobin, were first tested combining an 

electrochemical study with native mass spectroscopy-based screening. The results 

confirmed PFOS and PFOA capability to alter globins functionalities, even though these 

proteins resulted unsuitable for application as bioreceptors (Chapter 2). Delipidated 

human serum albumin (dhSA) was more promising in this respect. Prior of application in 

sensing, the binding kinetics, mechanism and sites as well as the complex stoichiometry 

and stability of albumin:PFOA complexes were elucidated within a complete multi-

analytical study (Chapter 3). The results obtained confirmed that dhSA has all the 

characteristics required for being applied as bioreceptor for PFOA sensing. This study 

underlined the importance of an in-depth understanding of the analyte-bioreceptor 

interactions in different conditions. Daems et al.1 stated that the characterisation of a 

ligand-aptamer complexes depends deeply on the working conditions (in solution or at a 

confined surface) suggesting the use of balanced multi-analytical approaches. Our study 

was applying this concept also to ligand-protein characterisation.  

Afterwards dhSA was successfully applied in the design of an impedimetric label-free 

biosensor (Chapter 4). The protein bioreceptor was immobilized at screen-printed 

electrodes previously modified via electropolymerisation, developing a method 

compatible with EDC/NHS chemistry. We offered a straightforward method from 

bioreceptor covalent immobilization at screen-printed electrode. Despite the limited 

performances of the platform in terms of sensitivity, the concept design was found to be 

promising. Furthermore, the possibility of further combining albumin as a bioreceptor 

within a redox-mediated voltammetric detection strategy was tested and inspired again 

by nature. (Chapter 5). Here, the haem group, whose interaction with albumin depends 

on the protein conformation, was applied. However, the complexity of the equilibria at 

 
1 Elise Daems, Giulia Moro, Rui Campos, Karolien De Wael, TrAC Trends in Analytical Chemistry,Volume 142,2021 
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stake did not allow to develop a complete sensing strategy. In this preliminary phase of 

the study, we focused on the correlation between the changes in the hemin 

electrochemical signal and the presence/absence of dhSA:PFOA complex in solution. 

Again, we based our conceptualisation on previous biological findings showing how an 

interdisciplinary approach can help finding innovative solutions. Even though PFOA 

sensing with hemin probe seems difficult to combine with a real analytical context 

(oxygen-free conditions might be difficult to obtain in-situ with portable devices), the 

development of a sensor which combines nonelectroactive target and bioreceptor with 

an electroactive probe paved the way for the design of a new generation PFAS sensors.  

PFASensing showed also the importance to test and compare different sensing 

platforms overcoming the common dichotomy between electrochemical and optical 

sensors. To this aim, dhSA was applied as biorecognition layer at D-shaped optical fibers 

developing a Lossy-Mode-Resonance-based label-free platform (Chapter 6). This proof-

of-concept study is one of the first examples in which this kind of optical sensor is used 

for the determination of small-molecules, such as PFOA. The results confirmed the 

possibility to develop dhSA:PFOA optical as well as impedimetric sensors. These two 

platforms (optical and impedimetric one) should be further combined in a unique double-

signal sensing platform following the innovative perspective of integrated sensors offered 

by Śmietana et al.2 

The second way worked on the redesign of existing sensing platforms to move toward 

miniaturized and portable devices able to promote rapid advances in the TOT steps. 

Redesign is still an open challenge and its one of the main reasons why thousands of 

sensors never reached the market. As a case-study, we selected an existing molecularly 

imprinted polymers-based electrochemical sensor for PFOS detection (Chapter 7). Our 

redesign process gets soon stacked due to the scarce reproducibility of our results. This 

obstacle stimulated our interest in finding the reasons of the poor reproducibility and to 

develop a protocol for the surface characterization of the screen-printed electrode used. 

The presence of a fluorinated template molecule (PFOS) allowed us to visualise the MIP 

distribution. We deduced that the high roughness of screen-printed electrodes surface 

did not allow a homogenous deposition of the MIP modifiers. The results of this study 

emphasise the need of an in-depth comprehension of the possible redesign obstacles to 

avoid time-consuming trial-error approaches. Indirectly, we suggest the importance of 

investing time and energies even in this kind of redesign processes to stimulate the 

development and optimization of devices with real applicability. 

 
2 Mateusz Śmietana, Marcin Koba, Petr Sezemsky, Katarzyna Szot-Karpińska, Dariusz Burnat, Vitezslav Stranak, Joanna 

Niedziółka-Jönsson, Robert Bogdanowicz, Biosensors and Bioelectronics,Volume 154,(2020), 1129.  
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The third way was based on a preliminary study for the design of class selective 

screening tools. Fluorinated self-assembled monolayers with different architectures were 

tested aiming to take advantage from fluorophilic interactions for PFAS screening. The 

promising results match the requirements of the market: we should move toward the 

design of class-selective sensing platform for the preliminary screening of the total 

amount of PFAS in water, because single-substance detection devices are not able to 

follow the fast growth of this class of contaminants and do not match the needs of the 

market.   

PFASensing is still ongoing: an open-challenge for future generation to assure 

environmental monitoring and biomonitoring, to face ecocrimes and PFAS water pollution 

in our territories and on a global scale.  
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I.1 Electrochemical Techniques 
 

I.1.1 Voltammetry 

 

 Electrochemical techniques are widely proposed for the quantitative or semi-

quantitative screening of biomarkers [1, 2], neurotransmitters [3], drugs [4, 5], 

environmental contaminants [6, 7], or hazardous food compounds or additives [8, 9], with 

promising applications in point-of-care diagnostics and on-site monitoring [10]. The 

advantages of electrochemical sensors can be attributed to the sheer simplicity of 

converting a chemical reaction into an electrical signal, and the possibility to obtain highly 

sensitive and selective responses in a short timeframe with portable, miniaturized, and 

user-friendly devices. Numerous electrochemical detection strategies can be used online 

[11], offline [12], or in vivo [13, 14]: from indirect or mediated detection [15] to direct 

electrochemistry. 

 The electrochemical behaviour of small molecules can be investigated by 

voltammetric techniques, such as linear sweep voltammetry (LSV), cyclic voltammetry 

(CV), differential pulse voltammetry (DPV), and square wave voltammetry (SWV). Even 

the most basic potentiostat today is able to perform these voltammetric analyses with 

high sensitivity coupled with easy-to-use software and integrated data analysis.  

 CV and LSV are dynamic electrochemical measurements, in which a potential is 

scanned linearly in function of time [19] (Figure I.1a,b). In LSV, a fixed potential range is 

scanned from a lower to an upper potential (or vice versa) while CV is obtained by 

scanning/sweeping in between two potential values (i.e., scanning from one potential to 

another and back). CV is typically applied in a first screening to have an overview of the 

oxidation and reduction processes involved and their reversible/quasi-reversible or 

irreversible nature [20]. For these reasons, CV (and LSV to a lesser extent) studies are 

often carried out to characterize the electroactive behaviour of an analyte [21] or newly 

synthesized compounds [22, 23] (Fig. 3a, b) and to evaluate its applicability in preliminary 

electrochemical studies for sensor design [25], as well as in field deployable devices [26]. 

Very often, the complexity of the voltammetric pattern of one compound required an 

extensive CV study of the anodic and cathodic regions to correlate the different redox 

processes to the functionalities of the target. Recently, even in vivo detection of 

neurotransmitters was possible using fast-scan cyclic voltammetry (FSCV) [28].  

 LSV with the corresponding "reversal technique" CV are definitively the most 

frequently used voltammetric techniques. This is true when a qualitative approach to the 

study of the redox characteristics of one analyte in solution is pursued, as well as when a 

quantitative study of the electrode mechanism and even the evaluation of the relevant 

thermodynamic and kinetic parameters are faced, and also when electroanalytical 
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quantitative information is sought. In all the voltammetric techniques the overall current 

flowing is given by the sum of three components: the faradic, the capacitive and the 

background one. Due to capacitive background interferences present in linear sweep 

voltammetry, pulsed techniques such as DPV and SWV, are usually preferred for more 

sensitive detections. In DPV, a series of potential pulses is applied and every potential 

pulse has a fixed small amplitude superimposed on a changing base potential [29], as 

shown in Figure I.2c. The potential is sampled at two points, just before the start and at 

the end of the pulse; this helps to discriminate between the faradaic current (resulting 

from redox reactions of electrochemical active compounds) and capacitive current (the 

background noise). This current difference is plotted in function of the base potential. 

DPV is largely applied in sensing devices, particularly for irreversible systems and to follow 

slow reaction kinetics (Figure I.2c). The comparison of the pattern of different DPV-based 

analytical methods can show that an in-depth data analysis can provide both analytical 

and physicochemical information on the system of interest [30]. In SWV, the applied 

potential waveform is a superimposition of a symmetric square wave perturbation on a 

staircase potential, as shown in Figure I.1d. The current is again sampled twice and its 

difference is plotted in function of the base potential [31]. In contrast to DPV, SWV is 

mostly applied to reversible redox reactions and in rapid reaction kinetics systems [32] 

(Figure I.2d). Numerous studies were carried out with SWV [33] combining oxidative and 

reductive square wave voltammetric scans that are presented as a cyclic voltammograms 

(Figure I.1e and I.3e); this protocol, known as cyclic square wave voltammetry (CSWV).  

 

 
Figure I.1 Perturbation signal for a linear sweep voltammetry (LSV), b cyclic voltammetry (CV), c differential 

pulse voltammetry (DPV), d square wave voltammetry (SWV), e cyclic square wave voltammetry (CSWV), and 

f chronoamperometry (CA). 

 

 



 
 

Figure I.2 Examples of electrochemical fingerprints recorded by a CV, b DPV, c SWV, d CSW, e LSV, and f CA 

(photo-electrochemistry) [24]. The fingerprints are recorded in the AXES lab. 

 

I.1.2 Electrochemical Impedance Spectroscopy (EIS) 

 Since the middle of the 18th century, the Impedance Spectroscopy (IS) technique has 

been established as a popular theoretical approach to study the electrical properties of 

conducting materials and their interfaces. However, in the last quarter-century, IS 

becomes a practical tool that is successfully applied in electrochemistry as an analytical 

method widely used in many disciplines such as corrosion technology, electrochemistry, 

metallurgy, hydrodynamic, chemistry, biology, physics, mechanical, and medicine. 

Electrochemical Impedance Spectroscopy (EIS) is an electrochemical technique to 

measure the impedance of a system in dependence of the AC potential frequency. One 

reason for its popularity is that EIS allows the influences of different components in an 

electrochemical process to be separated, which means that the contribution of the 

electron transfer resistance, double layer capacity, etc. can be identified. Another reason 

is that EIS is very surface sensitive, which makes visible many changes that other 

techniques do not see, such as surface changes due to protein adsorption, changes in 

polymer layers due to swelling, or penetration of corrosion protection layers. These two 

main reasons made EIS very interesting for analytical electrochemistry, because 

molecules can be detected without a redox active marker.  

 While resistance is the ratio of voltage or potential and current for a DC (direct current) 

system, the impedance is the ratio of voltage or potential and current for AC (alternating 

current) systems. The wave nature makes it necessary to define the impedance with two 

parameters.  If you consider the two periodic waves of current and voltage, the waves 

have the same frequency, because one wave causes the other. There is a constant time 

shift between the two waves, which is called the phase shift Φ. Its unit is degrees (°), 

because usually waves are considered to be vectors in a polar coordinate system or a sine 
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function. The total impedance is the ratio of the potential amplitude and the current 

amplitude. The resulting impedance is a complex number. This number can be expressed 

in the complex plane in polar coordinates by using Z as the length of the vector and Φ as 

the angle. With the common knowledge about calculations for complex numbers the 

impedance can also be expressed as the real part of the impedance Z’, which is the 

resistance, and the imaginary part Z’’. 

 The two notations are the origin of the two most popular plots for impedance spectra: 

the Bode plot and Nyquist plot. A potentiostat measures the impedance by applying a 

potential wave to the working electrode and records the resulting current wave. From 

these two waves the potentiostat calculate Z, Φ, Z’ and Z’’. The spectrum is made by 

measuring these parameters for potential waves with different frequencies (more details 

below). 

 Molecules can be measured with small AC amplitude of voltage as a function of the 

frequency without altering their properties. Systems such as solid–solution interface 

leading allow the ion charge transfer, conduction and electron flow that is governed by 

the free energy of the chemical reactions occurring at the interface region (named double 

layer), as is shown in the model of Figure I.3. The electrical properties of the double layer 

can be measured by an electrical equivalent circuit, considering that the double layer 

behaves as pure capacitor Cdl (ions charge) and the flow of ions through the metal surface 

is viewed as a resistance Rct of current, in accordance with Ohm’s law.  

 

 
 

Figure I.3 Schematic simulation of the electrochemical interface metal/electrolyte (electrical double layer) and 

its representative equivalent electrical circuit EEC model. Rs is the solution resistance, Rct is the charge transfer 

resistance, Cdl is the capacity of the double layer.  



In general, EIS allows separating the contribution response of different components in 

terms of the resistance of electron charge transfer, double layer capacitance, solution 

resistance, inductance, and other parameters, where several electrochemical processes 

are proceeding at a different reaction rate. 

I.1.3 AC Circuit and Representation of Complex Impedance Values 

 

I.1.3.1 Impedance Definition: Concept of Complex Impedance 

 

 Almost everyone knows about the concept of electrical resistance. It is the ability of a 

circuit element to resist the flow of electrical current. Ohm's law (equation 1) defines 

resistance (R) in terms of the ratio between voltage, E, and current, I. 

 𝑅 =  
𝐸

𝐼
              (1) 

 This is a well-known relationship, but is limited to only one circuit element, the ideal 

resistor, which has several simplifying properties: it follows Ohm's Law at all current and 

voltage levels, its resistance value is independent of frequency, AC current and voltage 

signals though a resistor are in phase with each other. However, the real world contains 

circuit elements that exhibit much more complex behaviour, forcing us to abandon the 

simple concept of resistance, and use impedance, a more general circuit parameter. Like 

resistance, impedance is a measure of the ability of a circuit to resist the flow of electrical 

current, but unlike resistance, it is not limited by the simplifying properties indicated 

above. As mentioned in the previous section, electrochemical impedance is usually 

measured by applying an AC potential to an electrochemical cell and then measuring the 

current through the cell. The application of a sinusoidal potential excitation results in a 

response that is an AC current signal. This current signal can be analysed as a sum of 

sinusoidal functions (a Fourier series). Electrochemical impedance is normally measured 

using a small excitation signal. This is done so that the cell's response is pseudo-linear. In 

a linear (or pseudo-linear) system the current response to a sinusoidal potential will be a 

sinusoid at the same frequency but shifted in phase. 

 

 The excitation signal, expressed as a function of time, has the form: 

 𝐸𝑡 = 𝐸0𝑠𝑖𝑛 (𝑤𝑡)  (2) 

where Et is the potential at time t, E0 is the amplitude of the signal, and ω is the radial 

frequency. The relationship between ω (expressed in rad /s ) and f (expressed in Hz) is: 

 𝜔 = 2𝜋𝑓 (3)  

 In a linear system the response signal, It, is shifted in phase (Φ) and has a different 

amplitude than I0. 

 𝐼𝑡 = 𝐼0 𝑠𝑖𝑛(𝜔𝑡 + ∅) (4) 
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 An expression analogous to Ohm's Law allows us to calculate the impedance of the 

system as: 

 𝑍 =  
𝐸𝑡

𝐼𝑡
=  

𝐸0𝑠𝑖𝑛 (𝜔𝑡)

𝐼0𝑠𝑖𝑛(𝜔𝑡+∅)
= 𝑍0

𝑠𝑖𝑛(𝜔𝑡)

𝑠𝑖𝑛(𝜔𝑡+∅)
 (5)  

 The impedance is therefore expressed in terms of a magnitude, Zo, and a phase shift, 

Φ. Considering Euler’s relationship, 

 𝑒𝑥𝑝(𝑗∅) = 𝑐𝑜𝑠∅ + 𝑗𝑠𝑖𝑛∅ (6) 

it is possible to express the impedance as a complex function. The potential is described 

as, 

 𝐸𝑡 = 𝐸0 𝑒𝑥𝑝(𝑗𝜔𝑡) (7)  

and the current response as 

 𝐼𝑡 = 𝐼0𝑒𝑥𝑝(𝑗𝜔𝑡 − 𝜙) (8) 

 The impedance is then represented as a complex number, 

 𝑍(𝜔) =
𝐸

𝐼
= 𝑍0𝑒𝑥𝑝(𝑗𝜙) =  𝑍0(𝑐𝑜𝑠𝜙 + 𝑗𝑠𝑖𝑛𝜙) (9) 

  

The expression for Z(ω) is composed of a real and an imaginary part. If the real part is 

plotted on the X-axis and the imaginary part is plotted on the Y-axis of a chart, we get a 

Nyquist Plot (see Figure I.4A). In this plot the Y-axis is negative and each point on the 

Nyquist Plot is the impedance at one frequency. In this figure the low frequency data are 

on the right side of the plot and the high frequencies are on the left. 

 On the Nyquist Plot the impedance can be represented as a vector (arrow) of length 

|Z|. The angle between this vector and the X-axis, commonly called the “phase angle”, is 

f (= arg Z). 

 

 

 
Figure I.4 (A) Nyquist plot with impedance vector. (B) Example of the electrochemical equivalent circuit. 

 

 Nyquist plots have one major shortcoming. When you look at any data point on the 

plot, you cannot tell what frequency was used to record that point. The Nyquist Plot in 

Figure I.4A results from the electrical circuit of Figure I.4B. The semicircle is characteristic 



of a single "time constant". Electrochemical impedance plots often contain several 

semicircles. Often only a portion of a semicircle is seen. 

 Another popular presentation method is the Bode Plot. The impedance is plotted with 

log frequency on the X-axis and both the absolute values of the impedance (|Z|=Z0) and 

the phase-shift on the Y-axis. The Bode Plot for the electric circuit of Figure I.4B is shown 

in Figure I.5. Unlike the Nyquist Plot, the Bode Plot does show frequency information. 

 

 
 

Figure I.5 Bode plot with one time constant. 

 

I.1.3.2 Physical Electrochemistry and Equivalent Circuit Elements 

 

I.1.3.2.1 Electrolyte Resistance 

 Solution resistance is often a significant factor in the impedance of an electrochemical 

cell. A modern three electrode potentiostat compensates for the solution resistance 

between the counter and reference electrodes. However, any solution resistance 

between the reference electrode and the working electrode must be considered in the 

model of the cell. The resistance of an ionic solution depends on the ionic concentration, 

type of ions, temperature and the geometry of the area in which current is carried. In a 

bounded area A and length l, carrying a uniform current, the resistance is defined as, 

         𝑅 =  𝜌
𝑙

𝐴
  (10) 

ρ is the solution resistivity and its reciprocal κ more commonly used is called the 

conductivity of the solution and its relationship with solution resistance is: 

𝑅 =
1

𝑘

𝑙

𝐴
  𝑎𝑛𝑑 𝑘 =

𝑙

𝑅𝐴
 (11) 

 

 Unfortunately, most electrochemical cells do not have uniform current distribution through a 

definite electrolyte area. The major problem in calculating solution resistance concerns 

determination of the current flow path and the geometry of the electrolyte that carries the 

current. Fortunately, you usually don't calculate solution resistance from ionic conductance. 

Instead, you calculate it when you fit experimental EIS data to a model. 

 

I.1.3.2.2 Double Layer Capacitance 
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 An electrical double layer exists on the interface between an electrode and its 

surrounding electrolyte. It is formed by ions from the solution adsorbed onto the 

electrode surface. The charged electrode is separated from the charged ions by an 

insulating space, often on the order of angstroms. Charges separated by an insulator form 

a capacitor, so a bare metal immersed in an electrolyte will behave like a capacitor. The 

capacitance for 1 cm2 of electrode area is estimated to be 20 to 60 μF, even its value 

depends on many variables, such as electrode potential, temperature, ionic 

concentrations, types of ions, oxide layers, electrode roughness, impurity adsorption, etc.  

 

I.1.3.2.3 Polarization Resistance 

 Whenever the potential of an electrode is forced away from its open-circuit value that 

is referred to as polarization of the electrode. A polarized electrode can cause 

electrochemical reactions that generate a current flow at the electrode surface. The 

intensity of the current is controlled by the kinetics of the reaction and the diffusion of 

reactants both towards and away from the electrode.  

 In a cell where there are two, simple, kinetically-controlled reactions occurring, the 

potential of the cell is related to the current by the following equation: 

 

 𝐼 = 𝐼𝑐𝑜𝑟𝑟 (𝑒
2.303(𝐸−𝐸𝑜𝑐)

𝛽𝑎 −  𝑒
−

2.303(𝐸−𝐸𝑜𝑐)

𝛽𝑐 )  (12) 

 

where, I = measured cell current (A), Icorr = redox current (A), Eoc = open circuit potential 

(V), βa = anodic beta coefficient (V/decade), βc = cathodic beta coefficient (V/decade). 

Beta coefficients, are also known as Tafel constants. Applying a small signal approximation 

to equation (12), we get:  

 

𝐼𝑐𝑜𝑟𝑟 =
𝛽𝑎𝛽𝑐

2.303(𝛽𝑎+𝛽𝑐)
(

1

𝑅𝑝
)    (13) 

 

Which introduces a new parameter, Rp, the polarization resistance, indicating that is 

behaves like a resistor.   

 

I.1.3.2.4 Charge Transfer Resistance 

 A resistance is formed by a single, kinetically-controlled electrochemical reaction. In 

this case we do not have a mixed potential, but rather a single reaction at equilibrium. 

Consider a redox species in solution in contact with a working electrode to which is 

applied a potential over the standard potential of the analyte. The charge transfer will 

begin with a certain speed.  

 𝑅𝑒𝑑 ⇄ 𝑂𝑥 + 𝑛𝑒−  (14) 



The speed depends on the kind of reaction, the temperature, the concentration of the 

reaction products and the potential. The general relation between the potential and the 

current (which is directly related with the number of electrons and so the charge transfer 

via Faradays law) is: 

 𝑖 = 𝑖0 (
𝐶0

𝐶0
∗ 𝑒𝑥𝑝 (

𝛼𝑛𝐹𝜂

𝑅𝑇
) −

𝐶𝑅

𝐶𝑅
∗ 𝑒𝑥𝑝 (

−(1−𝛼)𝑛𝐹𝜂

𝑅𝑇
))                (15) 

Where: i0 = exchange current density; CO and CO* = concentration of the oxidized species 

at the electrode surface and in the bulk respectively; CR and CR* = concentration of the 

reduced species at the electrode surface and in the bulk respectively; η = overpotential 

(Eapp - Eoc), and the other symbols have the usual meaning. When the concentration in the 

bulk is the same as at the electrode surface, CO=CO* and CR=CR*. This simplifies equation 

(15) into: 

 𝑖 = 𝑖0 (𝑒𝑥𝑝 (𝛼
𝑛𝐹

𝑅𝑇
𝜂) − 𝑒𝑥𝑝 (−(1 − 𝛼)

𝑛𝐹

𝑅𝑇
𝜂)) (16) 

 

 Equation (16) is called the Butler-Volmer equation. It is applicable when the 

polarization depends only on the charge-transfer kinetics. Stirring the solution to 

minimize the diffusion layer thickness can help minimize concentration polarization. 

When the overpotential, η, is very small and the electrochemical system is at equilibrium, 

the expression for the charge-transfer resistance changes to: 

 𝑅𝑐𝑡 =
𝑅𝑇

𝑛𝐹𝑖0
 (17) 

 From this equation the exchange current density can be calculated when Rct is known. 

 

I.1.3.2.5 Diffusion 

 Diffusion also can create an impedance called a Warburg impedance. The impedance 

depends on the frequency of the potential perturbation. At high frequencies, the 

Warburg impedance is small since diffusing reactants don't have to move very far. At low 

frequencies, the reactants have to diffuse farther, increasing the Warburg-impedance. 

The equation for the "infinite" Warburg impedance is: 
 

 𝑍𝑊 = 𝜎(𝜔)−1/2 (1 − 𝑗) (18) 

 

 On a Nyquist Plot the Warburg impedance appears as a diagonal line with a slope of 

45°. On a Bode Plot, the Warburg impedance exhibits a phase shift of 45°. In equation 

(18), σ is the Warburg coefficient defined as: 

 𝜎 =
𝑅𝑇

𝑛2𝐹2𝐴√2
(

1

𝐶𝑂
∗ √𝐷𝑂

+
1

𝐶𝑅
∗ √𝐷𝑅

) (19) 

 

In which, ω = radial frequency; Do and DR = diffusion coefficient of the oxidizing and 

reducing, respectively.   
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 This form of the Warburg impedance is only valid if the diffusion layer has an infinite 

thickness. But quite often this is not the case. If the diffusion layer is bounded (as in thin-

layer cell or coated samples), the impedance at lower frequencies no longer obeys the 

equation above. Instead, it has the form: 

 𝑍𝑂 = 𝜎𝜔−1/2(1 − 𝑗) 𝑡𝑎𝑛ℎ (𝛿 (
𝑗𝜔

𝐷
)

1/2
)     (20) 

With, δ = Nernst diffusion layer thickness; D = an average value of the diffusion 

coefficients of the diffusing species. 

 This more general equation is called the "finite" Warburg. For high frequencies where 

ω→∞, or for an infinite thickness of the diffusion layer where δ→∞, tanh(δ(jω/D)½)→1 

and equation (18) simplifies to the infinite Warburg impedance.  

 

I.1.3.2.6 Coating Capacitance 

 A capacitor is formed when two conducting plates are separated by a non-conducting 

media, called the dielectric. The value of the capacitance depends on the size of the 

plates, the distance between the plates and the properties of the dielectric. The 

relationship is, 

 𝐶 =
𝜀0𝜀𝑟𝐴

𝑑
 (21) 

With, ε0 = permittivity of free space (according to NIST is the electric constant); εr = 

dielectric constant); A = surface area of one plate; d = distance between the two plates. 

Whereas the permittivity of free space is a physical constant, the dielectric constant 

depends on the material. There is a large difference between the dielectric constant of 

water and that of an organic coating. The capacitance of a coated substrate changes as it 

absorbs water. EIS can be used to measure that change. 

 

I.1.3.2.7 Constant Phase Element 

 Capacitors in EIS experiments often do not behave ideally. Instead, they act like a 

constant phase element (CPE) as defined below. The impedance of a capacitor can be 

expressed as: 

 𝑍𝐶𝑃𝐸 =
1

(𝑗𝜔)𝛼𝑌0
 (22) 

Where Y0 = the capacitance; α = an exponent equal to 1 for a capacitor. For a constant 

phase element, the exponent α is less than one. The "double layer capacitor" on real cells 

often behaves like a CPE, not a capacitor. While several theories (surface roughness, 

“leaky” capacitor, non-uniform current distribution, etc.) have been proposed to account 

for the non-ideal behavior of the double layer, it is probably best to treat α as an empirical 

constant with no real physical basis. 

 

  



I.2. X-Ray Techniques 

I.2.1 X-Ray Crystallography 

 

X-ray crystallography is a scientific field concerned with revealing the structure of 

matter at the atomic level. It is a method applied for various materials in the crystallized 

state to determine the arrangement of atoms within a crystal. The essential method 

involves exposing a crystallised sample of a molecule to x-rays, usually with an instrument 

called an X-ray camera. The underlying principle is that the crystalline atoms cause a beam 

of X-rays to diffract into many specific directions. Diffraction refers to the complicated 

constructive and destructive interference patterns that are generated when 

electromagnetic radiation, such as X-rays or light, interacts with matter. As crystals 

represent the form of solid matter in which a simple atomic arrangement repeats itself 

symmetrically to fill space, the pattern of diffracted X-rays that emerge after passing 

through such a material exhibits the discrete regular spacing and symmetry properties 

inherent to the crystal. By measuring the angles and intensities of the diffracted beams, 

it is possible to produce a photograph showing the pattern of diffracted X-rays as they 

passed through the crystal, from which scientists can then visually map its molecular 

structure using specific software.  

This electron density image, the mean positions of the atoms in the crystal can be 

determined, as well as their chemical bonds, their disorder, and various other 

information. X-ray crystallography revealed the structure and function of many biological 

molecules, including vitamins, drugs, proteins, and nucleic acids, such as DNA. Advances 

in image reconstruction technology have made X-ray crystallography useful for the 

structural analysis of much larger complexes, such as viral particles. The major 

shortcoming of X-ray crystallography is that in some cases it is difficult to obtain a crystal 

of the molecules, which is a prerequisite for X-ray crystallography. Another shortcoming 

is that X-ray crystallography generally requires placing the samples in non-physiological 

environments, which can occasionally lead to functionally irrelevant conformational 

changes. 

Crystallographic approaches have two key advantages over other techniques. First, the 

three-dimensional structure of the protein:ligand complex is, by definition, available from 

the outset, and second, that soaking of crystals can be performed using very high 

concentrations of compound (to the extent that some crystal-soaking experiments have 

been described as “slurries”). This allows the observation of very weakly binding 

compounds. Moreover, advances in technology over the past decades have reduced the 

experimental work significantly, such that screening a fragment library by crystallography 

is no longer a significant obstacle. 

 



Appendix I 

XIII 
 

 

I.2.2 Small-Angle X-Ray Scattering (SAXS) 

 

 Small-angle X-ray scattering (SAXS) is an analytical technique that measures the 

intensities of X-rays scattered by a sample as a function of the scattering angle. 

Measurements are made at very small angles, typically in the range of 0.1 - 5 deg. From 

Bragg's law it is understood that with decreasing scattering angle, increasingly larger 

structural features are being probed. A SAXS signal is observed whenever a material 

contains structural features on the length scale of nanometers, typically in the range of 

1-100 nm. On the other hand, wide-angle X-ray scattering (WAXS), also known as wide-

angle X-ray diffraction (WAXD), probes for structures in the material on the much smaller 

length scale, that of interatomic distances. Small angle X-ray scattering and wide-angle X-

ray scattering (SAXS and WAXS) are complementary techniques. In this work of thesis only 

SAXS was used. The experimental setup for SAXS measurements uses transmission 

geometry. X-ray optics that creates a very narrow, yet highly intense incident X-ray beam 

is essential. This is because the comparatively weak scattering signal from the sample has 

to be measured in the immediate vicinity of the direct beam. It is also essential to use a 

detector which has a high linearity, a high dynamic range and negligible intrinsic noise. A 

high spatial resolution of the detector is beneficial for high-end SAXS instrumentation, 

because it allows a good low-angle resolution to be achieved even with a compact 

experimental setup.  

 SAXS is a fundamental method for structure analysis of condensed matter. First X-ray 

applications date back to the late nineteen thirties, when the main principles of SAXS were 

developed in the seminal work of A. Guinier following his studies of metallic alloys. The 

applications cover various fields, from metal alloys to synthetic polymers in solution and 

in bulk, biological macromolecules in solution, emulsions, porous materials, 

nanoparticles, etc. The samples may be solid objects, powders, gels or liquid dispersions, 

and they may be amorphous, crystalline or semi-crystalline. Measurements require only 

minimal sample preparation and can often be done in situ. Being an ensemble technique, 

SAXS probes for structural features averaged over a large sample volume. Typical samples 

that can be studied by Small-angle X-ray scattering include: biomacromolecules, liquid 

nanoparticle dispersions /colloids, nanopowders, nanocomposites, polymers, surfactants, 

etc. From the evaluation of the measured scattering profiles a wide range of information 

about the structure and properties of the materials can be obtained, such as: nanoparticle 

size distribution, particle shape, particle structure (i.e., core-shell), specific surface area, 

agglomeration behaviour of nanoparticles, pore size distribution, liquid crystalline phases. 

SAXS is a tool that is useful both in R&D for the development of new materials.  

  



I.3 Isothermal Titration Calorimetry (ITC) 

 

 Isothermal Titration Calorimetry (ITC) is a technique used in quantitative studies of a 

wide variety of biomolecular interactions. It works by directly measuring the heat that is 

either released or absorbed during a biomolecular binding event. ITC is the only technique 

that can simultaneously determine all binding parameters in a single experiment. 

Requiring no modification of binding partners, either with fluorescent tags or through 

immobilization, ITC measures the affinity of binding partners in their native states. 

 Measuring heat transfer during binding enables accurate determination of binding 

constants (KD), reaction stoichiometry (n), enthalpy (∆H) and entropy (ΔS). This provides 

a complete thermodynamic profile of the molecular interaction. ITC goes beyond binding 

affinities and can elucidate the mechanisms underlying molecular interactions. This 

deeper understanding of structure-function relationships enables more confident 

decision making in hit selection and lead optimization. 

 When binding occurs, heat is either absorbed or released and this is measured by the 

sensitive microcalorimeter during gradual titration of the ligand into the sample cell 

containing the biomolecule of interest. 

 In the microcalorimeter there are two cells in the same temperature, one of which 

contains water and acts as a reference cell, the other contains the sample. The heat 

sensing devices detect temperature difference between the cells when binding occurs 

and give feedback to the heaters, which compensate for this difference and return the 

cells to equal temperature. The ligand is loaded into a syringe which sits in a very accurate 

injection device. If there is a binding of the ligand to the protein, heat changes of a few 

millionths of a degree Celsius are detected and measured. As the first injection is made, 

the microcalorimeter measures all heat released until the binding reaction has reached 

equilibrium. The quantity of heat measured is in direct proportion to the amount of 

binding. The molar ratio between the ligand and protein is gradually increased through a 

series of ligand injections. The protein gets more and more saturated, less binding of the 

ligand occurs and the heat change starts to decrease until ultimately the sample cell 

contains an excess of ligand versus protein, bringing the reaction towards saturation. 

The area of each peak is then integrated and plotted versus the molar ratio of ligand to 

protein. The resulting isotherm can be fitted to a binding model from which the affinity 

(KD) is derived. The molar ratio at the centre of the binding isotherm gives us the reaction 

stoichiometry. The enthalpy (ΔH) is also derived directly from the isotherm and is the 

amount of heat released per mole of ligand bound. This means that a single ITC 

experiment delivers a wealth of information about the binding reaction which helps 

understand the nature of the interaction and explore the thermodynamic drivers. ITC is 

widely used even in competition study, to compare the affinity of different ligands.  
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I.4 Mass Spectrometry 

 Mass spectrometry (MS) is an analytical technique that separates ionized particles 

such as atoms, molecules, and clusters by using differences in the ratios of their charges 

to their respective masses (mass/charge; m/z), and can be used to determine the 

molecular weight of the particles. MS is a powerful analytical technique used to quantify 

known materials, to identify unknown compounds within a sample, and to elucidate the 

structure and chemical properties of different molecules. The complete process involves 

the conversion of the sample into gaseous ions, with or without fragmentation, which are 

then characterized by their mass to charge ratios (m/z) and relative abundances. 

 This technique basically studies the effect of ionizing energy on molecules. It depends 

upon chemical reactions in the gas phase in which sample molecules are consumed during 

the formation of ionic and neutral species. In the basic experiment, a gaseous sample is 

bombarded with high energy electrons which cause one or more electrons to be ejected 

on impact. A magnetic field is used to separate the ions by their masses. A number of MS 

techniques have been developed to deal with a range of sample types. Molecular MS is 

used to characterise a broad range of compounds. The surfaces of materials may also be 

studied with MS techniques using secondary ion MS. A form of atomic MS, ICP–MS, has 

emerged in recent years for the identification of elements. 

 

Analysis of Biomolecules using Mass Spectrometry 

 MS is fast becoming an indispensable field for analysing biomolecules. Till the1970s, 

the only analytical techniques which provided similar information were electrophoretic, 

chromatographic or ultracentrifugation methods. The results were not absolute as they 

were based on characteristics other than the molecular weight. Thus, the only possibility 

of knowing the exact molecular weight of a macromolecule remained its calculation based 

on its chemical structure. 

 The development of desorption ionization methods based on the emission of pre-

existing ions such as plasma desorption (PD), fast atom bombardment (FAB) or laser 

desorption (LD), allowed the application of mass spectrometry for analyzing complex 

biomolecules. 

 

  



I.5 Molecular Spectroscopic Techniques 

 Spectroscopy is the analysis of electromagnetic radiation absorbed, emitted or 

scattered by molecules or atoms as they undergo transitions between energy levels. 

Different types of spectroscopic techniques using radiation from different regions of the 

electromagnetic spectrum are used to investigate different magnitudes of energy level 

separation, which can give information about the composition and structure of the 

material under investigation. 

 Molecular spectroscopy involves rotational, vibrational and electronic transitions. The 

characteristic spectral frequencies associated with each molecule mean that 

spectroscopy can be used to identify and characterise many different materials. In this 

work of thesis two molecular spectroscopic techniques were applied: infrared 

spectroscopy which utilises infrared radiation to cause the excitation of vibrations of 

bonds in molecule and can be applied to a wide range of material; and UV-visible 

spectroscopy which utilises the radiation in the UV and visible regions, which involves 

transitions in the electronic energy levels of the bonds of a molecule.  

 Infrared spectroscopy (IR) is a technique based on the vibrations of the atoms of a 

molecule [Derrick et al., 1999; Stuart, 2004]. An infrared spectrum is commonly obtained 

by passing infrared radiation through a sample and determining what fraction of the 

incident radiation is absorbed at a particular energy. The energy at which any peak in an 

absorption spectrum appears corresponds to the frequency of a vibration of a part of a 

sample molecule. For a molecule to show infrared absorptions it must possess a specific 

feature: an electric dipole moment of the molecule must change during the vibration. This 

is the selection rule for infrared spectroscopy. Vibrations can involve either a change in 

bond length (stretching) or bond angle (bending). Some bonds can stretch in-phase 

(symmetrical stretching) or out-of-phase (asymmetric stretching). If a molecule has 

different terminal atoms, then the two stretching modes are no longer symmetric and 

asymmetric vibrations of similar bonds, but will have varying proportions of the stretching 

motion of each group known as coupling. There will be many different vibrations for even 

fairly simple molecules. The complexity of an infrared spectrum arises from the coupling 

of vibrations over a large part of or over the complete molecule and such vibrations are 

called skeletal vibrations. Bands associated with skeletal vibrations are likely to conform 

to a pattern or fingerprint of the molecule as a whole, rather than a specific group within 

the molecule. 

 Fourier-transform infrared spectroscopy (FTIR), both in transmission and in 

attenuated total reflectance (ATR-FTIR) mode, was employed in this thesis. FTIR (in 

particular in the mid-IR region) is an extremely widely employed technique mainly thanks 

to its highly specific instrumental response, directly dependent on the vibrational 
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properties of the functional groups in the sample and therefore uniquely linked to its 

molecular composition.  

 Reflectance techniques may be used in the case when the surface properties are of 

interest. Attenuated total reflectance (ATR) spectroscopy utilises the phenomenon of 

total internal reflection. A beam of radiation entering a crystal will undergo total internal 

reflection when the angle of incidence at the interface between the sample and crystal is 

greater than the critical angle. The critical angle is a function of the refractive indices of 

the two surfaces. The beam penetrates a fraction of a wavelength beyond the reflecting 

surface and when a material that selectively absorbs radiation is in close contact with the 

reflecting surface, the beam loses energy at the wavelength where the material absorbs. 

The resultant attenuated radiation is measured and plotted as a function of wavelength 

by the spectrometer and gives rise to the absorption spectral characteristics of the 

sample. The depth of penetration in ATR is a function of wavelength, the refractive index 

of the crystal and the angle of incident radiation. As a consequence, the relative 

intensities of the infrared bands in an ATR spectrum will appear different to those 

observed in a transmission spectrum; the intensities will be greater at lower wave number 

values. The crystals used in ATR cells are made from materials that have low solubility in 

water and are of a very high refractive index. Such materials include zinc selenide (ZnSe), 

germanium (Ge) and thallium/iodide (KRS-5).  

 UV-visible spectrophotometers are used to examine electronic transitions associated 

with absorptions in the UV (200–400 nm) and visible (400–800 nm) regions of the 

electromagnetic spectrum [Anderson et al., 2004; Denney and Sinclair, 1991; Field et al., 

2002; Harwood and Claridge, 1997; Skoog and Leary, 1992]. The energies associated with 

these regions are capable of promoting outer electrons of a molecule from one electronic 

energy level to a higher level. Although many electronic transitions are allowed, if the 

orientation of the electron spin does not change and if the symmetry changes during the 

transition, it is not allowed. However, ‘forbidden’ transitions may still occur due to 

symmetry considerations and give rise to weak absorptions. 

 The types of transitions that result in UV-visible absorptions consist of the excitation 

of an electron from the highest occupied molecular orbital (usually of non-bonding p or 

bonding π orbital) to the next lowest unoccupied molecular orbital (an anti-bonding π* or 

σ* orbital). It is important to be aware that UV-visible spectra are very sensitive to 

differences in solvent, pH and conjugation. Solvent type is a significant factor as solvent 

electrons have the ability to stabilise the excited state of a molecule. This results in a 

change in the difference between the electronic energy levels of a molecule and, hence, 

a shift in the wavelength of the associated absorption band. The more conjugation 

appearing in a molecule, the greater the intensity of the absorption bands of the molecule 

and the transitions appear at higher wavelengths. Again, the energy difference of the 

transition is affected. Likewise, the pH of the solvent affects the spectra as the addition 



or removal of photons in a molecule changes the observed electronic transitions. When 

there is a shift in the λmax towards longer wavelengths it is known as a red or 

bathochromic shift. When the shift is towards a shorter wavelength, the change is known 

as a blue or hypsochromic shift. 

 

I.6 Microscopy Techniques 
 

I.6.1 Scanning Electron Microscopy 

 A scanning electron microscope (SEM) scans a focused electron beam over a surface 

to create an image. The electrons in the beam interact with the sample, producing various 

signals that can be used to obtain information about the surface topography and 

composition. 

 The scanning electron microscope (SEM) produces images by scanning the sample 

with a high-energy beam of electrons. As the electrons interact with the sample, they 

produce secondary electrons, backscattered electrons, and characteristic X-rays. These 

signals are collected by one or more detectors to form images which are then displayed 

on the computer screen. When the electron beam hits the surface of the sample, it 

penetrates the sample to a depth of a few microns, depending on the accelerating voltage 

and the density of the sample. Many signals, like secondary electrons and X-rays, are 

produced as a result of this interaction inside the sample. 

 The main SEM components include: source of electrons, column down which electrons 

travel with electromagnetic lenses, electron detector, sample chamber, computer and 

display to view the images. Electrons are produced at the top of the column, accelerated 

down and passed through a combination of lenses and apertures to produce a focused 

beam of electrons which hits the surface of the sample. The sample is mounted on a stage 

in the chamber area and, unless the microscope is designed to operate at low vacuums, 

both the column and the chamber are evacuated by a combination of pumps. The level 

of the vacuum will depend on the design of the microscope. 

 The maximum resolution obtained in a SEM depends on multiple factors, like the 

electron spot size and interaction volume of the electron beam with the sample. While it 

cannot provide atomic resolution, some SEMs can achieve resolution below 1 nm. 

Typically, modern full-sized SEMs provide resolution between 1-20 nm whereas desktop 

systems can provide a resolution of 20 nm or more. 

 

I.6.2 Energy Dispersive Spectroscopy (EDS) 

 In scanning electron microscopy, an X-ray is emitted when the electron beam displaces 

an inner shell electron that is replaced by an outer shell electron. Because each element 

has a unique energy difference between outer and inner electron shells, the X-rays that 
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are detected yield an elemental identification. EDS data can be obtained at a point, along 

with a line or mapped over an area. 

 Sample structures can be physically examined and their elemental composition 

determined. Viewing three-dimensional images of microscopic structures only solves half 

the problem when analyzing samples. It is often necessary to collect more than imaging 

data to be able to identify the different elements in a specimen. Using EDS with SEM 

addresses this need for elemental analysis. 

 

1.6.3 Atomic Force Microscopy (AFM) 

 Since the introduction of the Nobel Prize-winning scanning tunneling microscope 

(STM) and then the invention of the atomic force microscopy (AFM) from the landmark 

publication by Binnig, Quate, and Gerber, the field of scanning probe microscopy has 

exploded well beyond using interatomic forces to image topography on the nanometer 

scale. The ability to measure intermolecular forces and see atoms is scientifically 

tantalizing. Topography imaging alone does not always provide the answers that 

researchers need and the surface topology often does not correlate to the material 

properties. For these reasons, advanced imaging modes have been developed to provide 

quantitative data on a variety of surfaces. Now, many material properties can be 

determined with AFM techniques, including friction, electrical forces, capacitance, 

magnetic forces, conductivity, viscoelasticity, surface potential, and resistance. 

The atomic force microscope was developed to overcome a basic drawback with Scanning 

Tunneling Microscopy (STM): it can only image conducting or semiconducting surfaces. 

The AFM has the advantage of imaging almost any type of surface, including polymers, 

ceramics, composites, glass, and biological samples. 

 Analogous to how a Scanning Tunneling Microscope works, a sharp tip is raster-

scanned over a surface using a feedback loop to adjust parameters needed to image a 

surface. Unlike STM, the AFM does not need a conducting sample. Instead of using the 

quantum mechanical effect of tunneling, atomic forces are used to map the tip-sample 

interaction. 

 Often referred to as scanning probe microscopy (SPM), there are Atomic Force 

Microscopy techniques for almost any measurable force interaction – van der Waals, 

electrical, magnetic, thermal. For some of the more specialized techniques, modified tips 

and software adjustments are needed. In addition to Angstrom-level positioning and 

feedback loop control, there are 2 components typically included in Atomic Force 

Microscopy: Deflection and Force Measurement. 

 Traditionally, most Atomic Force Microscopes use a laser beam deflection system 

where a laser is reflected from the back of the reflective AFM lever and onto a position-

sensitive detector. AFM tips and cantilevers are typically micro-fabricated from Si or Si3N4. 

Typical tip radius is from a few to 10s of nm. Because the AFM relies on the forces 



between the tip and sample, these forces impact AFM imaging. The force is not measured 

directly, but calculated by measuring the deflection of the lever, knowing the stiffness of 

the cantilever. AFM has a feedback loop using the laser deflection to control the force 

and tip position. As shown, a laser is reflected from the back of a cantilever that includes 

the AFM tip. As the tip interacts with the surface, the laser position on the photodetector 

is used in the feedback loop to track the surface for imaging and measuring. 

       

I.7 Optical Profilometry   

 Profilometry is a technique used to extract topographical data from a surface. This can 

be a single point, a line scan or even a full three-dimensional scan. The purpose of 

profilometry is to get surface morphology, step heights and surface roughness.  

Such technique can be employed to characterise the crystalline structures that appear in 

materials such as polymers, fibres and biological materials. This can be done using a 

physical probe or by using light. All profilometers consist of at least two parts – a detector 

and a sample stage. The detector is what determines where the points on the sample are 

and the sample stage is what holds the sample. In some systems, the sample stage moves 

to allow for measurement, in others the detector moves and in some both move. There 

are two types of profilometers: stylus vs optical.  

 

I.7.1 Stylus profilometry  

It requires force feedback and physically touching the surface, so while it is extremely 

sensitive and provides high Z resolution, it is sensitive to soft surfaces and the probe can 

become contaminated by the surface. This technique can also be destructive to some 

surfaces. Stylus profilometers use a probe to detect the surface, physically moving a probe 

along the surface in order to acquire the surface height. This is done mechanically with a 

feedback loop that monitors the force from the sample pushing up against the probe as 

it scans along the surface. The feedback system is used to keep the arm with a specific 

amount of torque on it, known as the ‘setpoint’. The changes in the Z position of the arm 

holder can then be used to reconstruct the surface. 

Because a stylus profilometer involves physical movements in X, Y and Z while maintaining 

contact with the surface, it is slower than non-contact techniques. The stylus tip size and 

shape can influence the measurements and limit the lateral resolution.  

 

I.7.2 Optical profilometry  

It uses light instead of a physical probe. This can be done a number of ways. The key 

component to this technique is directing the light in a way that it can detect the surface 

in 3D. Examples include optical interference, using a confocal aperture, focus and phase 

detection, and projecting a pattern onto the optical image. 
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II.1 Challenges in the electrochemical (bio)sensing of nonelectroactive food and 

environmental contaminants 

Giulia Moro, Karolien De Wael, Ligia Maria Moretto 

Current Opinion in Electrochemistry, 16, (2019), 57-65  

 

Electrochemical detection of 

nonelectroactive contaminants can be 

successfully faced via the use of indirect 

detection strategies. These strategies can 

provide sensitive and selective responses 

often coupled with portable and user-

friendly analytical tools. Indirect detection strategies are usually based on the change in 

the signal of an electroactive probe, induced by the presence of the target molecule at a 

modified electrode. This critical review aims at addressing the developments in indirect 

electrosensing strategies for nonelectroactive contaminants in food and environmental 

analysis in the last few years. Emphasis is given to the strategy design, the electrode 

modifiers used and the feasibility of technological transfer. 

https://doi.org/10.1016/j.coelec.2019.04.019 

 

II.2 Conductive imprinted polymers for the direct electrochemical detection of β-lactam 

antibiotics: The case of cefquinome 

Giulia Moro, Fabio Bottari, Nick Sleegers, AncaFlorea, Todd Cowen, Ligia Maria Moretto, 

Sergey Piletsky Karolien De Wael,  

Sensors and Actuators B: Chemical, 297, (2019), 126786 

 

A biomimetic sensor for cefquinome (CFQ) was designed at multi-walled carbon 

nanotubes modified graphite screen-printed electrodes (MWCNTs-G-SPEs) as a proof-of-

concept for the creation of a sensors array for β-lactam antibiotics detection in milk. The 

sensitive and selective detection of antibiotic residues in food and environment is a 

fundamental step in the elaboration of prevention strategies to fight the insurgence of 

antimicrobial resistance (AMR) as recommended by authorities around the world (EU, 

WHO, FDA). The detection strategy is based on the characteristic electrochemical 

fingerprint of the target antibiotic cefquinome. A conductive electropolymerized 

molecularly imprinted polymer (MIP) coupled with MWCNTs was found to be the optimal 

electrode modifier, able to provide an increased selectivity and sensitivity for CFQ 

detection. The design of CFQ-MIP was facilitated by the rational selection of the 

monomer, 4-aminobenzoic acid (4-ABA). The electropolymerization process of 4-ABA 

have not been fully elucidated yet; for this reason a thorough study and optimization of 

electropolymerization conditions was performed to obtain a conductive and stable 

https://doi.org/10.1016/j.coelec.2019.04.019
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poly(4-ABA) film. The modified electrodes were characterized by electrochemical 

impedance spectroscopy (EIS), scanning electron microscopy (SEM) and cyclic 

voltammetry (CV). CFQ-MIP were synthesized at MWCNT-G-SPEs by 

electropolymerization in pH≈1 (0.1 M sulphuric acid) with a monomer:template ratio of 

5:1. Two different analytical protocols were tested (single and double step detection) to 

minimize unspecific adsorptions and improve the sensitivity. Under optimal conditions, 

the lowest CFQ concentration detectable by square wave voltammetry (SWV) at the 

modified sensor was 50 nM in 0.1 M phosphate buffer pH 2. 

https://doi.org/10.1016/j.snb.2019.126786 

 

II.3 Disposable electrodes from waste materials and renewable sources for 

(bio)electroanalytical applications 

Giulia Moro, Fabio Bottari, Joren Van Loon, Els Du Bois, Karolien De Wael, Ligia Maria 

Moretto,  

Biosensors and Bioelectronics, 146, (2019), 111758 

 

The numerous advantages of disposable 

and screen-printed electrodes (SPEs) 

particularly in terms of portability, 

sensibility, sensitivity and low-cost led to the 

massive application of these 

electroanalytical devices. To limit the 

electronic waste and recover precious materials, new recycling processes were developed 

together with alternative SPEs fabrication procedures based on renewable, 

biocompatible sources or waste materials, such as paper, agricultural by-products or 

spent batteries. The increased interest in the use of eco-friendly materials for electronics 

has given rise to a new generation of highly performing green modifiers. From paper 

based electrodes to disposable electrodes obtained from CD/DVD, in the last decades 

considerable efforts were devoted to reuse and recycle in the field of electrochemistry. 

Here an overview of recycled and recyclable disposable electrodes, sustainable electrode 

modifiers and alternative fabrication processes is proposed aiming to provide meaningful 

examples to redesign the world of disposable electrodes. 

https://doi.org/10.1016/j.bios.2019.111758 
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II.4 Improved Synthesis, Anticancer Activity and Electrochemical Characterization of 

Unusual Zwitterionic Palladium Compounds with a Ten-Term Coordinative Ring 

Thomas Scattolin, Giulia Moro, Flavio Rizzolio, Claudio Santo, Ligia Maria Moretto, 

Fabiano Visentin,  

Chemistry Select, 4(36), (2019) 10911-10919 

 

A new improved synthetic protocol for the preparation of uncommon zwitterionic 

palladium(II) complexes with a ten-term coordinative ring is reported. A suitable 

combination of reaction solvent and temperature allows to drastically reduce the reaction 

time and increase the yield. A detailed kinetic study, implemented by theoretical DFT 

calculations, clarifies and quantifies this solvent effect. The antiproliferative activity of the 

synthesized complexes was tested toward eight different cancer cell lines. The mesityl 

derivative showed potent and selective cytotoxicity toward several types of cancer cell 

lines, with IC50 values lower than cisplatin. Additionally, the anticancer activity against 

cisplatin-sensitive and cisplatin-resistant ovarian cancer cells suggested a different 

mechanism of action with respect to traditional platinum chemotherapeutics. Aiming to 

easily determine these promising metallo-drugs, a voltammetric study of their 

electrochemical fingerprint was carried out. For both compounds a suitable signal, 

ascribed to the reduction of the metallic center from palladium(II) to palladium(0), was 

identified and further investigated by Differential Pulse Voltammetry. 

https://doi.org/10.1002/slct.201902316 

 

II.5 Redesigning an Electrochemical MIP Sensor for PFOS: Practicalities and Pitfalls 

Giulia Moro, Davide Cristofori, Fabio Bottari, Elti Cattaruzza, Karolien De Wael, Ligia 

Maria Moretto,  

Sensors, 19(20), (2019), 4433 

 

There is a growing interest in the technological transfer of highly performing 

electrochemical sensors within portable analytical devices for the in-situ monitoring of 

environmental contaminants, such as perfluorooctanesulfonic acid (PFOS). In the 

redesign of biomimetic sensors, many parameters should be taken into account from the 

working conditions to the electrode surface roughness. A complete characterization of 

the surface modifiers can help to avoid time-consuming optimizations and better 

interpret the sensor responses. In the present study, a molecularly imprinted polymer 

electrochemical sensor (MIP) for PFOS optimized on gold disk electrodes was redesigned 

on commercial gold screen-printed electrodes. However, its performance investigated by 

differential pulse voltammetry was found to be poor. Before proceeding with further 

optimization, a morphological study of the bare and modified electrode surfaces was 

carried out by scanning electron microscopy–energy-dispersive X-ray spectrometry 

https://chemistry-europe.onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Scattolin%2C+Thomas
https://chemistry-europe.onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Rizzolio%2C+Flavio
https://chemistry-europe.onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Santo%2C+Claudio
https://chemistry-europe.onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Moretto%2C+Ligia+Maria
https://chemistry-europe.onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Visentin.%2C+Fabiano
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(SEM–EDS), atomic force microscopy (AFM) and profilometry revealing a heterogeneous 

distribution of the polymer strongly influenced by the electrode roughness. The high 

content of fluorine of the target-template molecule allowed to map the distribution of 

the molecularly imprinted polymer before the template removal and to define a 

characterization protocol. This case study shows the importance of a multi-analytical 

characterization approach and identifies significant parameters to be considered in 

similar redesigning studies. 

https://doi.org/10.3390/s19204433 

 

II.6 Bio- and Biomimetic Receptors for Electrochemical Sensing of Heavy Metal Ions 

Angela Maria Stortini, Maria Antonietta Baldo, Giulia Moro, Federico Polo, Ligia Maria 

Moretto,  

Sensors, 20(23), (2020), 6800. 

 

Heavy metals ions (HMI), if not properly 

handled, used and disposed, are a hazard for 

the ecosystem and pose serious risks for 

human health. They are counted among the 

most common environmental pollutants, 

mainly originating from anthropogenic 

sources, such as agricultural, industrial and/or 

domestic effluents, atmospheric emissions, etc. To face this issue, it is necessary not only 

to determine the origin, distribution and the concentration of HMI but also to rapidly 

(possibly in real-time) monitor their concentration levels in situ. Therefore, portable, low-

cost and high performing analytical tools are urgently needed. Even though in the last 

decades many analytical tools and methodologies have been designed to this aim, there 

are still several open challenges. Compared with the traditional analytical techniques, 

such as atomic absorption/emission spectroscopy, inductively coupled plasma mass 

spectrometry and/or high-performance liquid chromatography coupled with 

electrochemical or UV–VIS detectors, bio- and biomimetic electrochemical sensors 

provide high sensitivity, selectivity and rapid responses within portable and user-friendly 

devices. In this review, the advances in HMI sensing in the last five years (2016–2020) are 

addressed. Key examples of bio and biomimetic electrochemical, impedimetric and 

electrochemiluminescence-based sensors for Hg2+, Cu2+, Pb2+, Cd2+, Cr6+, Zn2+ and Tl+ are 

described and discussed. 

https://doi.org/10.3390/s20236800 
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II.7 Covalent immobilization of delipidated human serum albumin on poly(pyrrole-2-

carboxylic) acid film for the impedimetric detection of perfluorooctanoic acid 

Giulia Moro, Fabio Bottari, Stefano Liberi, Sonia Covaceuszach, Alberto Cassetta, 

Alessandro Angelini, Karolien De Wael, Ligia Maria Moretto,  

Bioelectrochemistry, 134, (2020), 107540 

 

The immobilization of biomolecules at screen printed electrodes for biosensing 

applications is still an open challenge. To enrich the toolbox of bioelectrochemists, 

graphite screen printed electrodes (G-SPE) were modified with an electropolymerized 

film of pyrrole-2-carboxilic acid (Py-2-COOH), a pyrrole derivative rich in carboxylic acid 

functional groups. These functionalities are suitable for the covalent immobilization of 

biomolecular recognition layers. The electropolymerization was first optimized to obtain 

stable and conductive polymeric films, comparing two different electrolytes: sodium 

dodecyl sulphate (SDS) and sodium perchlorate. The G-SPE modified with Py-2-COOH in 

0.1 M SDS solution showed the required properties and were further tested. A proof-of-

concept study for the development of an impedimetric sensor for perfluorooctanoic acid 

(PFOA) was carried out using the delipidated human serum albumin (hSA) as bioreceptor. 

The data interpretation was supported by size exclusion chromatography and small-angle 

X-ray scattering (SEC-SAXS) analysis of the bioreceptor-target complex and the 

preliminary results suggest the possibility to further develop this biosensing strategy for 

toxicological and analytical studies. 

https://doi.org/10.1016/j.bioelechem.2020.107540 

 

II.8 Electropolymerized o-Phenylenediamine on Graphite Promoting the Electrochemical 

Detection of Nafcillin 

Fabio Bottari, Giulia Moro, Nick Sleegers, Anca Florea, Todd Cowen, Sergey Piletsky, 

Alexander L. N. van Nuijs, Karolien De Wael,  

Electroanalysis, 32, (2020), 135 –141 

 

By combining molecular modelling and electrochemistry we envision the creation of 

modified electrodes tailored for a more sensitive and selective detection of a single 

analyte. In this study we report on a graphite screen printed electrode modified with 

electropolymerized o-phenylenediamine, selected by rational design, which promotes 

the detection of nafcillin (NAF), an antibiotic. Parameters such as monomer 

concentration, pH and number of electropolymerization cycles were optimized to obtain 

the highest current signal for the target upon amperometric detection. NAF identification 

was based on the redox process at +1.1 V (vs pseudo Ag), ascribed to the oxidation of the 

C-7 side chain. With the optimized modification protocol, a two-fold increase in nafcillin 

signal could be obtained: the calibration plot in 0.1 M Britton-Robinson buffer pH 4 

https://doi.org/10.1016/j.bioelechem.2020.107540
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showed a limit of detection of 80 nM with improved sensitivity and reproducibility 

(RSD<5 %) compared to the detection at non-modified electrodes. 

https://doi.org/10.1002/elan.201900397 

 

II.9 Unlocking the full power of electrochemical fingerprinting for on-site sensing 

applications 

G. Moro, H. Barich, K. Driesen, N. Felipe Montiel, L. Neven, C. Domingues Mendonça, S. 

Thiruvottriyur Shanmugam, E. Daems, K. De Wael  

Analytical and Bioanalytical Chemistry, 412, (2020) 5955–5968  

 

 Electrochemical sensing for the semi-

quantitative detection of biomarkers, drugs, 

environmental contaminants, food 

additives, etc. shows promising results in 

point-of-care diagnostics and on-site 

monitoring. More specifically, 

electrochemical fingerprint (EF)–based 

sensing strategies are considered an inviting 

approach for the on-site detection of low 

molecular weight molecules. The fast growth 

of electrochemical sensors requires defining the concept of direct electrochemical 

fingerprinting in sensing. The EF can be defined as the unique electrochemical signal or 

pattern, mostly recorded by voltammetric techniques, specific for a certain molecule that 

can be used for its quantitative or semi-quantitative identification in a given analytical 

context with specified circumstances. The performance of EF-based sensors can be 

enhanced by considering multiple features of the signal (i.e., oxidation or reduction 

patterns), in combination with statistical data analysis or sample pretreatments or by 

including electrode surface modifiers to enrich the EF. In this manuscript, some examples 

of EF-based sensors, strategies to improve their performances, and open challenges are 

discussed to unlock the full power of electrochemical fingerprinting for on-site sensing 

applications. 

10.3390/s20236800 

 

II.10 Mapping the gaps in chemical analysis for the characterisation of aptamer-target 

interactions 

Elise Daems, Giulia Moro, RuiCampos, Karolien De Wael 

TrAC Trends in Analytical Chemistry, 142, (2021), 116311 

 

https://doi.org/10.1002/elan.201900397
https://dx.doi.org/10.3390%2Fs20236800
https://www.sciencedirect.com/science/journal/01659936
https://www.sciencedirect.com/science/journal/01659936/142/supp/C


Aptamers are promising biorecognition elements with a wide applicability from 

therapeutics to biosensing. However, to successfully use these biomolecules, a complete 

characterisation of their binding performance in the presence of the target is crucial. 

Several multi-analytical approaches have been reported including techniques to describe 

kinetic and thermodynamic aspects of the aptamer-target interaction, and techniques 

which allow an in-depth understanding of the aptamer-target structures. Recent 

literature shows the need of a critical data interpretation, a combination of 

characterisation techniques and suggests the key role of the characterisation protocol 

design. Indeed, the final application of the aptamer should be considered before choosing 

the characterisation method. All the limitations and capabilities of the analytical tools in 

use for aptamer characterisation should be taken into account. Here, we present a critical 

overview of the current methods and multi-analytical approaches to study aptamer-

target binding, aiming to provide researchers with guidelines for the design of 

characterisation protocols. 

https://doi.org/10.1016/j.trac.2021.116311 

 

II.11 Unveiling the binding mode of perfluorooctanoic acid to human serum albumin 

Lorenzo Maso, Matteo Trande, Stefano Liberi, Giulia Moro, Elise Daems, Sara Linciano, 

Frank Sobott, Sonia Covaceuszach, Alberto Cassetta, Silvano Fasolato, Ligia M. Moretto, 

Karolien De Wael, Laura Cendron, Alessandro Angelini  

Protein Science, 30, (2021), 830–841 

 

Perfluorooctanoic acid (PFOA) is a toxic compound that is absorbed and distributed 

throughout the body by noncovalent binding to serum proteins such as human serum 

albumin (hSA). Though the interaction between PFOA and hSA has been already assessed 

using various analytical techniques, a high resolution and detailed analysis of the binding 

mode is still lacking. We report here the crystal structure of hSA in complex with PFOA 

and a medium-chain saturated fatty acid (FA). A total of eight distinct binding sites, four 

occupied by PFOAs and four by FAs, have been identified. In solution binding studies con-

firmed the 4:1 PFOA-hSA stoichiometry and revealed the presence of one high and three 

low affinity binding sites. Competition experiments with known hSA-binding drugs 

allowed locating the high affinity binding site in sub-domain IIIA. The elucidation of the 

molecular basis of the interaction between PFOA and hSA might provide not only a better 

assessment of the absorption and elimination mechanisms of these compounds in vivo 

but also have implications for the development of novel molecular receptors for 

diagnostic and biotechnological applications. 

https://doi.org/10.1002/pro.4036 
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II.12 Chemical analysis and computed tomography of metallic inclusions in Roman glass 

to unveil ancient coloring methods 

Francesca Di Turo, Giulia Moro, Alessia Artesani, Fauzia Albertin, Matteo Bettuzzi, 

Davide Cristofori, Ligia Maria Moretto, Arianna Traviglia  

Scientific Reports, 11, (2021), 11187 

 

 This paper describes the analysis of two near-spherical metallic inclusions partially 

incorporated within two Roman raw glass slags in order to elucidate the process that 

induced their formation and to determine whether their presence was related to ancient 

glass colouring processes. The theory of metallic scraps or powder being used in Roman 

times for glass-making and colouring purposes is widely accepted by the archaeological 

scientific community, although the assumption has been mainly based on oral traditions 

and documented medieval practices of glass processing. The analysis of the two inclusions 

carried out by X-ray computed tomography, electrochemical analyses, and scanning 

electron microscopy, revealed their material composition, corrosion and internal 

structure. Results indicate that the two metallic bodies originated when, during the 

melting phase of glass, metal scraps were added to colour the material: the colloidal 

metal–glass system reached then a supersaturation condition and the latter ultimately 

induced metal expulsion and agglomeration. According to the authors’ knowledge, these 

two inclusions represent the first documented and studied finds directly associated with 

the ancient practice of adding metallic agents to colour glass, and their analysis provides 

clear insights into the use of metallic waste in the glass colouring process. 

https://doi.org/10.1038/s41598-021-90541-8 

 

II.13 Native mass spectrometry for the design and selection of protein bioreceptors for 

perfluorinated compounds 

Elise Daems, Giulia Moro, Herald Berghmans, Ligia M. Moretto, Silvia Dewilde, 

Alessandro Angelini, Frank Sobott, Karolien De Wael,  

Analyst, 146, (2021), 2065-2073 

 

Biosensing platforms are answering the 

increasing demand for analytical tools for 

environmental monitoring of small 

molecules, such as per- and polyfluoroalkyl 

substances (PFAS). By transferring 

toxicological findings in bioreceptor design 

we can develop innovative pathways for biosensor design. Indeed, toxicological studies 

provide fundamental information about PFAS-biomolecule complexes that can help 

evaluate the applicability of the latter as bioreceptors. The toolbox of native mass 

https://doi.org/10.1038/s41598-021-90541-8


spectrometry (MS) can support this evaluation, as shown by the two case studies reported 

in this work. The analysis of model proteins’ (i.e. albumin, haemoglobin, cytochrome c 

and neuroglobin) interactions with well-known PFAS, such as perfluorooctanoic acid 

(PFOA) and perfluorooctanesulfonic acid (PFOS), demonstrated the potential of this 

native MS screening approach. In the first case study, untreated albumin and delipidated 

albumin were compared in the presence and absence of PFOA confirming that the 

delipidation step increases albumin affinity for PFOA without affecting protein stability. In 

the second case study, the applicability of our methodology to identify potential 

bioreceptors for PFOS/PFOA was extended to other proteins. Structurally related 

haemoglobin and neuroglobin revealed a 1 : 1 complex, whereas no binding was observed 

for cytochrome c. These studies have value as a proof-of-concept for a general application 

of native MS to identify bioreceptors for toxic compounds. 

https://doi.org/10.1039/D0AN02005B 

 

II.14 Nanocoated fiber label-free biosensing for perfluorooctanoic acid detection by lossy 

mode resonance 

Giulia Moro, Francesco Chiavaioli, Stefano Liberi, Pablo Zubiate, Ignacio Del Villar, 

Alessandro Angelini, Karolien De Wael, Francesco Baldini, Ligia Maria Moretto, Ambra 

Giannetti,  

Results in Optics, 5, (2021), 100123  

 

The determination of per- and polyfluoroalkyl substances (PFAS) in environmental 

samples, such as drinking waters, requires the design of high performing and versatile 

sensing strategies. Label-free biosensing platforms based on specialty fiber optics are a 

valid option to face this, lossy mode resonance (LMR) fiber optic biosensors are showing 

remarkable performance in terms of detection limit, selectivity, and reproducibility. The 

detection of small molecules, such as perfluorooctanoic acid (PFOA), can be achieved with 

the help of well-designed biological recognition layers. In this study, the biosensing 

potentialities of a label-free LMR-assisted optical platform based on nanocoated fibers 

are investigated. Delipidated human serum albumin (hSA) was used as biological 

recognition layer for PFOA in aqueous solution. Different fiber functionalization protocols 

based on the covalent immobilization of hSA were tested. The conformational changes 

related to the formation of hSA/PFOA complex were followed via optical monitoring of 

LMR spectral shift, showing a trend that can be modeled with Langmuir adsorption 

isotherm. These results confirmed the potentiality of LMR-based fiber biosensors for the 

detection of small molecules, such as PFOA, in synthetic samples. 

https://doi.org/10.3390/bios11080246 
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II.15 The Role of Peptides in the Design of Electrochemical Biosensors for Clinical 

Diagnostics 

Patrick Severin Sfragano, Giulia Moro, Federico Polo, Ilaria Palchetti 

Biosensors, 11(8), (2021), 246 

 

Peptides represent a promising class of biorecognition elements that can be coupled to 

electrochemical transducers. The benefits lie mainly in their stability and selectivity 

toward a target analyte. Furthermore, they can be synthesized rather easily and modified 

with specific functional groups, thus making them suitable for the development of novel 

architectures for biosensing platforms, as well as alternative labelling tools. Peptides have 

also been proposed as antibiofouling agents. Indeed, biofouling caused by the 

accumulation of biomolecules on electrode surfaces is one of the major issues and 

challenges to be addressed in the practical application of electrochemical biosensors. In 

this review, we summarise trends from the last three years in the design and development 

of electrochemical biosensors using synthetic peptides. The different roles of peptides in 

the design of electrochemical biosensors are described. The main procedures of selection 

and synthesis are discussed. Selected applications in clinical diagnostics are also 

described. 

https://doi.org/10.3390/bios11080246 
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Thank you all for having carried on PFASensing with me in these years, 

 

Giulia 
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