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0 Summary 

The interest in environmentally friendly production of chemical products has increased 

in recent years. Electrocatalysis provides a clean and inexpensive method for chemical 

synthesis, which can play its role in green chemistry if it is employed at optimum 

conditions. Decreasing the energy cost is the crucial challenge in performing 

electrosynthesis in large-scale industrial productions. To this end, an in-depth 

understanding of what exactly happens during the reaction is necessary, and it requires 

the identification of the short-lived intermediates. These intermediates are formed due 

to electron transfer in the electrochemical process, so they often are paramagnetic 

species such as organic radicals and transition-metal complexes in their specific 

oxidation states. Electron paramagnetic resonance (EPR) spectroscopy is used to detect 

paramagnetic species. Using different EPR techniques, one can identify the molecular 

structures. The combination of electrochemistry and EPR (SEC-EPR) can help to detect 

the paramagnetic intermediates and unravel the reaction mechanisms, which eventually 

leads to overcoming the energy cost challenge. Despite its benefits and long history, the 

SEC-EPR field has not received a lot of attention due to its challenges. As mentioned 

above, the intermediates are often short-lived, so the conventional ex-situ SEC-EPR 

experiments are not practical in many cases. Hence, in many cases, in-situ experiments 

need to be performed to get real-time information from the reaction. Performing in-situ 

experiments are challenging due to the lack of commercial SEC-EPR cells. Other 

methods for stabilising the intermediates, such as spin trapping and freeze-quenching, 

can be combined with in-situ and ex-situ experiments. This thesis focuses on both in-

situ and ex-situ experiments, introducing novel SEC-EPR cells and the challenges of 

designing them and investigating the electrochemical reactions. Spin-trap and direct 

EPR techniques are employed depending on the requirements for each case study. 

Moreover, the freeze-quenching of an SEC-EPR cell to trap intermediates is tested. DFT 

computations completed the EPR data in the identification of paramagnetic species. 

 

This thesis is divided in four main parts:  

 

Part I (Introduction and methodology) consists of three chapters: Chapter 1 (General 

introduction) gives a short introduction to the main goals of this thesis. Chapter 2 

(Experimental and Computational Methods) focuses on the theoretical background 

of the experimental and computational methods used in this thesis. Chapter 3 (State of 

art in EPR spectro-electrochemistry) gives explanations about the challenges of 

performing SEC-EPR methods and a review of prior works in this field.  

 

Part II (Pitfalls of spin-trap EPR) focuses on the non-innocent role of 5,5-

dimethylpyrroline-N-oxide (DMPO) used for trapping radicals formed in a 

homogeneous copper-catalysed reaction. In Chapter 4 (The non-innocent role of spin 

traps), the reactivity of DMPO with Cu(II) complexes is investigated. Different EPR 

techniques are used to provide in-depth information about the copper ligands. DFT 

computations were performed for the identification of the intermediates.  



Summary 

ii  M.Samanipour 

Part III (EPR-spectroelectrochemistry and spin trapping) contains four chapters 

focusing on combining spin trapping with SEC-EPR studies. In-situ experiments and 

DFT computations are used to unravel the reaction mechanism by detecting and 

identifying the radical intermediates for the electrochemical cyclisation of allyl 2-

bromobenzyl in Chapter 5 (Reductive intramolecular cyclisation of allyl 2-

bromobenzyl ether) and electrochemical aldol condensation of acetone in Chapter 6 

(Re-evaluating the electrochemical self-condensation of acetone by EPR and DFT). 

Detailed information about the reaction mechanism and the structure of the trapped 

intermediates are given. In the same way, the ex-situ EPR experiments and DFT 

computations helped in ecstasy detection in Chapter 7 (How EPR can help in 

developing a screening strategy for ecstasy). Chapter 8 (Reactive oxygen species 

formation at Pt nanoparticles) is a small chapter in which the electrochemical 

formation of the oxygen radical species on Pt nanoparticles is studied by detection and 

quantification of radical species using different spin traps.  

 

Part IV (Direct EPR spectroelectrochemistry) focuses on the direct detection of 

paramagnetic species. In Chapter 9 (In-situ SEC-EPR cells, design and validation), 

I introduced two different in-situ setups designed by collaborators. The first setup, 

which is a static cell, focuses on the efficiency of ITO as a working electrode in the 

presence of different electrodeposited catalytic nanoparticles (Ag and NiO). The second 

cell is a flow cell that enables us to take advantage of controlling hydrodynamical flow 

and increase reproducibility, thus improving the efficiency of electrochemistry 

experiments. Both setups were validated by me for direct detection of electroreduction 

of methyl viologen and benzoquinone. Chapter 10 (Identifying reaction 

intermediates in carbon-halogen bond electroreduction) is an ongoing work which 

focuses on carbon-halogen electroreduction. In this chapter, electroreduction of 1- and 

2-bromonaphthalene are investigated in which the reaction mechanisms have been 

already proposed previously on the basis of other techniques. The in-situ EPR data show 

the presence of radical intermediates. The DFT computations were employed to 

corroborate the interpretation of the EPR data. The results of the DFT computation of 

the radical intermediates proposed in the reaction mechanisms seem to contradict the 

EPR data. Chapter 11 (SEC-EPR study of the catalytic activity of Mo-Cu complexes 

in CO2 reduction) is the final research chapter that focuses on the EPR detection of 

Mo-Cu complexes employed as catalysts for CO2 reduction. The results of both ex-situ 

and quasi-in-situ methods are reported. In the ex-situ experiments, a freeze-quenching 

setup is designed for sample collection. A quasi-in-situ setup is developed and validated 

for performing electrochemistry inside an EPR tube. Different EPR techniques and DFT 

computations are used for data analysis.  
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Samenvatting 

 

De belangstelling voor milieuvriendelijke productie van chemische producten is de 

laatste jaren sterk toegenomen. Elektrokatalyse biedt een schone en goedkope methode 

voor chemische synthese, die een rol kan spelen in de transitie naar groene chemie als 

zij onder optimale omstandigheden wordt toegepast. Bij de uitvoering van 

elektrosynthese tijdens grootschalige industriële processen blijkt het verlagen van de 

energiekosten een cruciale uitdaging te zijn. Daartoe is een grondig begrip nodig van 

wat er precies gebeurt tijdens de chemische reactie, en dat vereist de identificatie van 

de kortlevende tussenproducten. Deze tussenproducten worden gevormd als gevolg van 

elektronenoverdracht in het elektrochemische proces, en vaak zijn dit paramagnetische 

systemen, zoals organische radicalen en overgangsmetaalcomplexen in specifieke 

oxidatietoestanden. Elektronen paramagnetische resonantie (EPR) spectroscopie wordt 

gebruikt om paramagnetische species op te sporen. Met behulp van verschillende EPR-

technieken kan men de moleculaire structuren identificeren. De combinatie van 

elektrochemie en EPR (SEC-EPR) kan helpen om de paramagnetische tussenproducten 

op te sporen en de reactiemechanismen te ontrafelen. Ondanks het feit dat SEC-EPR 

veel voordelen heeft en reeds lang gekend is, maken verschillende uitdagingen dat SEC-

EPR nog steeds niet veel aandacht krijgt. Zoals gezegd zijn de tussenproducten vaak 

van korte duur, zodat de conventionele ex-situ SEC-EPR experimenten in veel gevallen 

niet praktisch zijn. Daarom moeten geregeld in-situ-experimenten worden uitgevoerd 

om real-time informatie van de reactie te bekomen. Het uitvoeren van in-situ-

experimenten is een uitdaging wegens het gebrek aan commerciële SEC-EPR-cellen die 

generiek toepasbaar zijn. Andere methoden om de tussenproducten te stabiliseren, zoals 

spin trapping en freeze-quenching, kunnen dan worden gecombineerd met in-situ en ex-

situ experimenten. Dit proefschrift richt zich op zowel in-situ als ex-situ experimenten. 

Het introduceert nieuwe SEC-EPR cellen, bespreekt de uitdagingen van het ontwerpen 

ervan en past de cellen toe in het onderzoek van specifieke elektrochemische reacties. 

Spin-trap en directe EPR technieken worden gebruikt afhankelijk van de vereisten voor 

elke casestudy. Bovendien wordt de mogelijkheid van freeze-quenching van een SEC-

EPR cel onderzocht om kortlevende tussenproducten te vangen en onderzoeken. DFT-

berekeningen ondersteunen de analyse van de EPR parameters, wat uiteindelijk een 

identificatie van paramagnetische soorten toelaat. 

Dit proefschrift bestaat uit vier delen:  

 

Deel I (Inleiding en methodologie) bestaat uit drie hoofdstukken: Hoofdstuk 1 

(Algemene inleiding) geeft een korte inleiding op de belangrijkste doelstellingen van 

dit proefschrift. Hoofdstuk 2 (Experimentele en computationele methoden) richt 

zich op de theoretische achtergrond van de experimentele en computationele methoden 

die in dit proefschrift worden gebruikt. Hoofdstuk 3 (State of art in EPR spectro-

elektrochemie) geeft uitleg over de uitdagingen van het uitvoeren van SEC-EPR 

methoden en een overzicht van eerdere werken op dit gebied.  
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Deel II (Valkuilen van spin-trap EPR) richt zich op de rol van 5,5-dimethylpyrroline-

N-oxide (DMPO) voor het vangen van radicalen gevormd in een homogene koper-

gekatalyseerde reactie. In hoofdstuk 4 (De niet-onschuldige rol van spin-traps) wordt 

de reactiviteit van DMPO met Cu(II)-complexen onderzocht. Verschillende EPR-

technieken worden gebruikt om diepgaande informatie over de koperliganden te 

verkrijgen. DFT berekeningen werden uitgevoerd voor de identificatie van de 

tussenproducten.  

Deel III (EPR-spectroelectrochemie en spin trapping) bevat vier hoofdstukken die 

gericht zijn op het combineren van spin trapping met SEC-EPR studies. In-situ 

experimenten en DFT berekeningen worden gebruikt om het reactiemechanisme te 

ontrafelen door het detecteren en identificeren van de radicalaire tussenproducten voor 

de elektrochemische cyclisatie van allyl 2-bromobenzyl in hoofdstuk 5 (Reductieve 

intramoleculaire cyclisatie van allyl 2-bromobenzyl ether) en elektrochemische 

aldolcondensatie van aceton in hoofdstuk 6 (Herevaluatie van de elektrochemische 

zelfcondensatie van aceton door EPR en DFT). Er wordt gedetailleerde informatie 

over het reactiemechanisme en de structuur van de gevangen tussenproducten gegeven. 

Op dezelfde manier hielpen de ex-situ EPR-experimenten en DFT-berekeningen bij de 

detectie van ecstasy in hoofdstuk 7 (Hoe EPR kan helpen bij de ontwikkeling van 

een screeningstrategie voor ecstasy). Hoofdstuk 8 (Reactieve vorming van 

zuurstofsoorten op Pt-nanopartikels) is een klein hoofdstuk waarin de 

elektrochemische vorming van de zuurstofradicale soorten op Pt-nanopartikels wordt 

bestudeerd door detectie en kwantificering van radicalen met behulp van verschillende 

spin-traps. 

Deel IV (Directe EPR-spectroelektrochemie) richt zich op de directe detectie van 

paramagnetische verbindingen. In hoofdstuk 9 (In-situ SEC-EPR-cellen, ontwerp en 

validatie) introduceerde ik twee verschillende in-situ opstellingen die door 

medewerkers zijn ontworpen. De eerste opstelling, een statische cel, richt zich op de 

efficiëntie van ITO als werkelektrode in aanwezigheid van verschillende elektrolytische 

nanodeeltjes (Ag en NiO). De tweede cel is een doorstroomcel die ons in staat stelt te 

profiteren van een gecontroleerde hydrodynamische stroming en verhoogde 

reproduceerbaarheid om de efficiëntie van elektrochemische experimenten te 

verbeteren. Beide opstellingen werden door mij gevalideerd voor de directe detectie van 

de elektroreductie van methylviolet en benzoquinon. Hoofdstuk 10 (Identificatie van 

reactie-intermediairen in de elektroreductie van koolstof-halogeenverbindingen) 

is een lopend werk dat zich richt op de elektroreductie van koolstof-

halogeenverbindingen. In dit hoofdstuk worden elektroreducties van 1- en 2-

broomftaleen onderzocht waarbij de reactiemechanismen reeds eerder zijn voorgesteld 

op basis van andere technieken. De in-situ EPR gegevens tonen de aanwezigheid van 

radicalaire tussenproducten. De DFT-berekeningen werden gebruikt om de interpretatie 

van de EPR-gegevens te bevestigen. De resultaten van de DFT-berekening van de in de 

reactiemechanismen voorgestelde radicalaire tussenproducten lijken de EPR gegevens 

tegen te spreken. Hoofdstuk 11 (SEC-EPR studie van de katalytische activiteit van 

Mo-Cu complexen bij CO2 reductie) is het laatste onderzoekshoofdstuk dat zich richt 

op de EPR detectie van Mo-Cu complexen die worden gebruikt als katalysatoren voor 

CO2 reductie. De resultaten van zowel ex-situ als quasi-in-situ methoden worden 

gerapporteerd. In de ex-situ experimenten is een freeze-quenching opstelling ontworpen 

voor het verzamelen van monsters. Een quasi-in-situ opstelling is ontwikkeld en 
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gevalideerd voor het uitvoeren van elektrochemie in een EPR-buis. Verschillende EPR-

technieken en DFT-berekeningen worden gebruikt voor gegevensanalyse. 
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RF   Radio frequency 

ROS   Reactive oxygen species 

SEC   Spectroelectrochemical 

SCF   Self-consistent field 

SHE   Standard hydrogen electrode 

S/N   Signal-to-noise 

SO   Spin-Orbit 

SMD   Solvation model based on density 

SWV   Square wave voltammetry 

TBAP   Tetrabutylammonium Perchlorate 

TBAB    Tetrabutylammonium Bromide 

TBAFP  Tetrabutylammonium Hexafluorophosphate 

TCO   Transparent Conductive Oxides 

TEMPO  (2,2,6,6-tetramethylpiperidin-1-yl)oxyl 

TFE   2,2,2-trifluoroethanol 

TMI   Transition-metal ions 

UV-VIS  Ultraviolet-Visible (spectroscopy) 

WE   Working Electrode 

XTC   Esctasy  

ZFS   Zero-field splitting 
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In the search for clean and green industrial ways of making chemical products, 

electrosynthesis has many advantages. The main advantages are that (1) you do not need 

many starting materials and (2) the redox reactions tend to happen in a ‘cleaner’ way 

(less side products). The big drawback is the high electric energy cost. Electrocatalysis 

circumvents this disadvantage. Electrocatalytic synthesis uses electrodes covered with 

catalysts that will facilitate the reaction and lower the energy barrier, making the 

electrosynthesis procedure less costly. However, little is known at present about the 

mechanisms driving electrocatalytic synthesis, and this hampers advancements in the 

field. There is in fact need for dedicated characterization tools that allow unravelling 

these mechanisms. This chapter gives an introduction to the challenges of green 

chemistry and electrocatalysis. It specifies the potential of spectroelectrochemistry and 

the goals of the current thesis.  

  

General introduction 

CHAPTER 1  
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1.1 The importance of green chemistry 
 

Anthropogenic activities are putting a large strain on our planet. On the one hand, human 

activities have generated a massive quantity of contaminants and hazards in the natural 

environment. On the other hand, the increase in greenhouse gases due to the usage of 

fossil resources (coal, oil, gas) as energy sources has caused global warming and 

massive climate change. According to the International Energy Agency, the vast 

majority (80%) of the energy needed for transportation, generation of electricity, 

powering manufacturing, industry, and other aspects that influence our daily life stems 

from fossil fuels  [1]. Due to the growing world population and expanding 

industrialization, the global energy demand has increased to 18 TW and is predicted to 

be up to 26 TW in 2040 [1], which correspondingly increases enormously the amount 

of CO2 production. Thus, one of the most crucial challenges has become the lowering 

of consumption of fossil fuels in order to decrease the production of CO2. Different 

options to create global-scale sustainable energy systems such as solar energy, wind 

energy, and hydroelectric power are currently considered [2–4]  

The energy demand of the chemical industry was reported in 2010 to be 8% of global 

energy demand, and almost all of it was driven by fossil fuels [5]. Developing clean and 

non-toxic methods to produce industrial chemicals that use renewable energy sources 

will play a vital role in our attempts to decrease CO2 emissions and hazardous materials.  

 

 
Figure 1.1 Principles of green chemistry. The figure is taken from [6]. 

Green chemistry introduces the design of chemical products and processes that remove 

or reduce the use of hazardous materials  [7,8]. Anastas and Warner suggested the 

twelve principles of green chemistry in 1998 [9], shown in Figure 1.1. They form a 

guiding framework for the design of new chemical products and processes across all 

steps of the process life-cycle, from the raw materials used to the efficiency and safety 

of the transformation, the toxicity and biodegradability of products, and reagents 

used [10]. Research programs focusing on green chemistry have a broad scope and 
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include a wide variety of topics such as polymers, solvents, catalysis, biobased 

renewables, analytical method development, synthetic methodology development, and 

the design of safer chemicals [8].  

 

1.2 Catalysis   
 

Catalysis, as one of the principles of green chemistry, is a process in which the rate of a 

chemical reaction increases by lowering the required energy barrier by adding non-

sacrificial agents, known as catalysts. Catalysts react with the reactants and form 

intermediates leading to the final products of the reaction. They are not consumed in the 

reaction and thus remain unchanged after it. Figure 1.2 schematically shows the 

different energy behaviours for a catalyzed and uncatalyzed process. Catalytic reactions 

can be classified into three different classes. In homogeneous catalysis, the reactants 

and the catalysts are in the same phase, while in heterogeneous catalysis, the catalyst 

and the reactants are not. Biocatalysis involving enzymes and other biomolecules is 

often considered as a third category.  

 

 
Figure 1.2 Schematic of variation of the energy in the absence (purple) and presence (green) of 
catalysts.  

Catalysis plays an essential role in chemistry. In 90% of all commercially manufactured 

chemical compounds such as medicines, fine chemicals, polymers, fibres, fuels, paints, 

and lubricants, catalysts are estimated to be used at some point during the manufacturing 

process. [11,12]. As evidence of the importance of catalysis, I like to stress that Nobel 

Prizes in Chemistry were recently awarded in 2021 (B. List and D. W.C. MacMillan) 

for the development of asymmetric organocatalysis [13], in 2010 (R.F. Heck, E. 

Negishi, and A. Suzuki) for palladium-catalyzed cross couplings in organic 

synthesis  [14], and in 2005(Y. Chauvin, R.H. Grubbs, and R.R. Schrock) for the 

development of the metathesis method in organic synthesis [15]. 
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By using catalysts, it is possible to reduce the temperature of the chemical reactions, 

and for the highly selective reactions, one can also reduce the waste and unwanted side 

reactions, leading to a greener technology [12,16]. Despite the advantages, standard 

catalysis also has some dark sides. In the case of homogeneous catalysis, the catalysts 

should be separated from the product after the reaction. This separation phase is often 

very expensive [17]. Moreover, the use of homogeneous catalysts is temperature limited 

since some catalysts are active at temperatures at which the reactants can degrade. 

Nowadays, the chemical industry relies on heterogeneous catalysis because of the 

advantage that catalysts can easily be removed from the reaction mixture  [18]. Even 

though catalysts decrease the activation energy, the reaction still needs to receive 

enough energy to occur. This is often provided by increasing the temperature and 

pressure, which is not a green process. In electrochemistry, electrical energy provides 

the activation energy. So the reaction can happen at the ambient condition (room 

temperature and atmospheric pressure). In the next section, I will introduce the 

advantages of electrochemistry and the benefits of combining it with catalysis. 

 

1.3 Electrocatalysis   
 

Electrosynthesis consists of producing chemical compounds using electrochemistry, in 

which the electron transfer occurs on the surface of an electrode in an electrochemical 

cell. An applied potential provides the required energy for the reaction to take place.  

Electrochemistry has the potential to be utilized in the development of innovative 

ecologically friendly methods. [19]. Some of the advantages are listed below. 

1) Electrochemistry allows the electrosynthesis of products, hence, redox 

reactions can be done with fewer side products.  

2) The applied potential allows controlling the reaction selectivity and the reaction 

rate.  

3) The reaction conditions are typically mild since electrochemistry is performed 

at ambient conditions (room temperature and atmospheric pressure), which is 

important in terms of energy saving. 

4) One can avoid using toxic materials such as reducing agents or volatile solvents, 

leading to safer operating conditions. 

5) The electrochemical process can be monitored in real time. In contrast with the 

classical analysis during an electrochemistry process, one can receive rapid 

feedback from the chemistry that is happening simultaneously [20,21]. Hence 

the minimization of the errors will be more feasible. 

Moreover, electrochemistry plays a role in battery development [22] 

Despite the mentioned advantages, the biggest challenge that one should deal with is 

the high energy costs of the electrochemical process. Electrocatalysis is a method that 

combines the best of both worlds of electrochemistry and catalysis, which keeps the 

advantages of electrochemistry plus lowering the activation energy for the experiment 

due to using catalysts. The advantages of electrocatalysis cover nine of the twelve 

principles of green chemistry [19]. 
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Figure 1.3 Sustainable energy future. Schematic representation of a sustainable energy 
landscape based on electrocatalysis. Figure taken from [23]. 

Electrocatalysis allows using sustainable resources in nature (Figure 1.3). For instance, 

by developing good electrocatalysts, renewable sources in the Earth’s atmosphere such 

as water, carbon dioxide, and N2 can be converted to essential industrial chemical 

products via an electrochemical process  [24–26]. Electrocatalysis can facilitate the 

water-splitting process as a sustainable source of hydrogen  [27,28]. Hydrogen 

peroxide, which has application in the pulp- and water-bleaching, can be derived via 

electrochemical H2O reduction reactions [29]. Carbon dioxide might be used as a 

feedstock for fuels, commercial chemicals, fine chemicals, and polymer and plastic 

precursors via electroreduction [30]. Similarly, the electroreduction of N2 to ammonia 

would enable the sustainable synthesis of fertilizers at the desired concentration, 

avoiding energy expenses caused by the commonly used Haber-Bosch process [31]. To 

make those applications possible, the design of effective electrocatalysts with 

acceptable efficiency and selectivity is necessary. In general, many performance 

characteristics should be considered while developing the electrocatalysts, which are 

different for each particular application [28]. When developing electrochemical 

reactions, one should have a profound understanding of what exactly happens in the 

reaction. For example, identifying the intermediates that may be created during a 

stepwise reaction is necessary to understand the reaction mechanism, leading to the 

evaluation and design of the most optimized electrocatalyst. Moreover, one should 

consider that the catalyst can change depending on the operation condition, and these 

changes can affect its efficiency and selectivity. Developing in-situ characterisation 

methods can enable us to gather real-time information on the chemical characteristics 

of species participating in the reaction mechanism  [8,23,28,32]. 
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1.4 Spectroelectrochemistry 
 

Although electrochemical methods provide much information about the reactions, extra 

information may be needed to study a chemical reaction. Spectroscopy provides the 

possibility of monitoring the reactions in order to obtain extra information. The easiest 

way to combine spectroscopy and electrochemistry is by taking aliquots of the reaction 

mixture and investigate them spectroscopically ex-situ. In-situ spectroelectrochemistry, 

i.e. in-situ spectroscopy during the electrochemical process, is however more preferred. 

In addition to an electrochemically observed redox process, it provides details about the 

mechanism to control the chemical reaction. Several optical spectroscopy techniques 

such as UV-Vis, Raman, and FT-IR spectroscopy are often used in 

spectroelectrochemistry studies [33–36]. Also, magnetic resonance techniques, i.e. 

nuclear magnetic resonance (NMR) and electron paramagnetic resonance (EPR), are 

combined with electrochemistry. EPR is a technique to detect systems containing 

unpaired electrons or paramagnetic centres. Many catalytic materials or reaction 

intermediates involve paramagnetic centres such as transition-metal ions (TMI) and free 

radicals, making EPR spectroscopy a powerful tool to investigate their characteristics 

and roles in the electrocatalytic process [12,37]. The EPR parameters of the 

paramagnetic species are directly and sensitively connected to their geometry and 

electronic structures, which characterize their reactivity. Using EPR, the presence of 

paramagnetic centres may confirm radical reaction mechanisms or reveal the oxidation 

states of the TMI, their coordination geometry, and the neighbouring ligands [37]. 

Spectroelectrochemical EPR (SEC-EPR) allows real-time monitoring of the TMI and 

radicals during electrocatalytic activity. However, the use of SEC-EPR still poses 

challenges, including the need for a design of novel and easy-to-use setups, trapping 

and fast detection of paramagnetic intermediates and unambiguous interpretation of 

EPR data. 

 

1.5 The goal of this thesis  
 

The research in this thesis is performed in the framework of an FWO research project, 

“Towards a targeted optimization of electrocatalysis by combining electrosynthesis with 

in-situ electron paramagnetic resonance”, a collaboration between the UAntwerp 

research groups  BIMEF (PI S. Van Doorslaer) and ELCAT (PI T. Breugelmans ) and 

the VUB research group SURF (PI A. Hubin). While the ELCAT group focused on the 

development of new cells for SEC-EPR and the SURF group studied the oxygen 

reduction reaction, my research focused on the use of EPR spectroscopy and 

corroboration of EPR analysis with density functional theory (DFT) in electrocatalysis. 

The thesis is divided in four main parts. 

Part I (Introduction and methodology) consists of three chapters, including the general 

introduction given here in chapter 1.  

Chapter 2 contains a detailed description of the theoretical background, experimental 

and computational methods used in this thesis. This includes an introduction into EPR, 

basics of electrochemistry and DFT computations. 

In chapter 3, the state of art in SEC-EPR is discussed, including a review of prior efforts 

in combining electrocatalysis with EPR.  
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Part II (Pitfalls of spin-trap EPR) focuses on the combination of EPR with the spin 

traps. Spin-trapping is a technique in which the reactive radical species are converted to 

stable radicals that are detectable by EPR. Spin-trap EPR is sometimes used in 

electrochemistry (see also part (III)) however, use of spin traps may lead to unwanted 

side reactions. In chapter 4, these non-innocent side reactions are investigated for a 

specific case in homogeneous catalysis. The reactivity of 5,5-dimethylpyrroline-N-

oxide (DMPO) with Cu(II) complexes is considered as the case study. Different EPR 

techniques provided extensive information on the ligands that coordinate to the Cu(II) 

paramagnetic centre. DFT computation results are used in order to identify the 

molecular structures of the complexes and learn about the unwanted reactions. 

 

Part III (EPR-spectroelectrochemistry and spin-trapping) consists of four chapters 

that focus on the analysis of electrochemical reactions using in-situ and ex-situ EPR in 

which spin traps are used. 

Chapter 5 studies the in-situ electrochemical cyclisation mechanism of allyl 2-

bromobenzyl ether. An electrochemical setup to perform in-situ EPR experiments 

designed in the ELCAT group of the University of Antwerp was employed in order to 

validate the proposed cyclization mechanism of 2-bromobenzyl ether. This work shows 

the application of in-situ EPR experiments and spin-trapping to detect the reactive 

radical intermediates. DFT computations are included to support the experimental data. 

In chapter 6, a spectro-electrochemistry setup using wire electrodes is used to study the 

electrochemical self-condensation of acetone. A combination of in-situ EPR, use of spin 

traps, and DFT is employed to understand the reaction mechanism 

Chapters 7 and 8 focus on ex-situ EPR experiments using spin traps to elucidate 

electrochemical processes. 

In chapter 7, collaborative work with the A-Sense lab (University of Antwerp) is 

discussed. The chapter highlights how spin-trap EPR and DFT allow the identification 

of radical cation intermediates generated during the detection of ecstasy with an 

electrochemical setup. 

Chapter 8 briefly highlights the collaboration with the SURF group (VUB) on the 

oxygen reduction reaction with Pt nanoparticles as the catalyst on electrodes.  

 

Part IV (Direct EPR spectroelectrochemistry) focuses on the direct detecting of 

paramagnetic intermediates with EPR.  

Chapter 9 is a short chapter in which I will introduce two different in-situ setups that 

were designed by the ELCAT group. The SEC-EPR validation occurred through the 

electrochemical reduction of methyl viologen and benzoquinone in which the generated 

radicals can be directly observed with EPR, 

Chapter 10 will focus on the carbon-halogen (C-X) electrochemical reduction. In this 

chapter, the electrochemical reduction of 1- and 2-bromonaphthalene species is studied. 

In-situ EPR experiments at room temperature are performed to detect the radical 

intermediates.  

Finally, chapter 11 focuses on Mo-Cu complexes employed as catalysts for CO2 

reduction. A reaction mechanism was proposed earlier [38], and a preliminary EPR 

study of intermediate states in the mechanism is given. Electrolysis has been carried out 

in two different electrochemical cells with different sampling methods. In the first setup, 
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electrolysis was performed in bulk and transferred afterwards to the EPR tube. In the 

second method, electrolysis was performed in an EPR tube (∅ 4 𝑚𝑚). The sample was 

freeze-quenched during electrolysis  
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In this chapter, I introduce the main methods that have been used during this thesis.  

In the first part, the focus lies on the theoretical and experimental aspects of electron 

paramagnetic resonance (EPR) spectroscopy. First, a brief explanation of the theory 

behind EPR spectroscopy will be given. Next, I will introduce different terms of the spin 

Hamiltonian of a paramagnetic system. Then I will focus on different EPR techniques 

such as continuous-wave (CW) and pulse EPR methods. 

In the next section, I explain some basic electrochemistry methods that are employed in 

the experiments of this thesis. 

The last section contains a short introduction in the density functional theory (DFT) and 

its use to compute EPR parameters. 

  

CHAPTER 2  

Experimental and Computational Methods 
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2.1 Electron paramagnetic resonance  spectroscopy 
 

EPR spectroscopy is a magnetic resonance technique that can only be applied to study 

systems containing unpaired electrons called paramagnetic systems. Fortunately,  there 

are plenty of categories of paramagnetic systems, such as (in)organic radicals or transition 

metals in particular oxidation states.  Due to the unpaired electron(s) in their electronic 

structure, paramagnetic species have non-zero total electron spins (S > 0). A free electron 

contains an inherent magnetic moment given by �̂� = −𝑔𝑒𝜇𝐵�̂�, with 𝑔𝑒 ≈ 2.0023  the 

free electron 𝑔-factor and  𝜇𝐵 =
𝑒ℏ

2𝑚𝑒
 the Bohr magneton (9.274 × 10−24𝐽 𝑇−1 ), with 

𝑒 = 1.602 × 10−19 𝐶  the electron charge, ℏ =
ℎ

2𝜋
 and ℎ = 6.626 ×  10−34 𝐽 𝐻𝑧−1 the 

Planck constant, and 𝑚𝑒 = 9.11 × 10−31 𝑘𝑔 the electron mass. 

The EPR technique is based on the interaction of electromagnetic waves and the inherent 

magnetic moments of electron spin in an external magnetic field. Let us describe this for 

a free electron. The presence of an external magnetic field 𝑩𝟎 lifts the degeneracy of the 

spin states and splits them. This phenomenon is called the Zeeman effect. The 

Hamiltonian of such a system, considering  𝑩𝟎 ∥ 𝒁, is given by: 

 

�̂� = −�̂�. 𝑩𝟎 =  𝑔𝑒𝜇𝐵𝐵0�̂�𝑧   (2.1) 

with the corresponding energy eigenvalues of : 

 

𝐸α,β =  𝑔𝑒𝜇𝐵𝐵0𝑚𝑠 =  ±
1

2
𝑔𝑒𝜇𝐵𝐵0 

 (2.2) 

 

where the 𝐸α,β represents the energy eigenvalues of the electron spin states |α > and 

|β >, corresponding to the electron spin number 𝑚𝑠 = +1/2 and 𝑚𝑠 = −1/2, 

respectively. 

In an EPR experiment, a paramagnetic system in the magnetic field is irradiated by 

electromagnetic waves (usually microwaves (MW)). If the energy difference between the 

two spin states becomes equal to the energy of a single photon, the electron can change 

its spin state by absorbing the photon. EPR records this spin transition. The condition that 

fulfils the transition is called the resonance condition, which can be written as: 

 

∆𝐸 = ℎ𝜈 = 𝑔𝑒𝜇𝐵𝐵0 

 
 (2.3) 

In real-life systems, the unpaired electron is localized in molecular orbitals. Hence the 

orbital angular momentum �̂� and its related magnetic moment will play a role. For a non-

degenerated electronic ground state, the orbital angular momentum is quenched (𝐿 =  0). 

Although this is the case for many organic radical systems, the interaction between the 

ground state and excited state can couple the spin and orbital angular momentum by 

admixing the angular momentum from the excited states into the ground states. The Spin-

Orbit (SO) interaction causes a deviation from the principal 𝑔-value of the free electron 

(𝑔𝑒). 
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ℎ𝜈 = (𝑔𝑒 + ∆𝑔)𝜇𝐵𝐵0 =  𝑔𝜇𝐵𝐵0  
(2.4) 

 

This deviation ∆𝑔 is a local effect on the paramagnetic centre, so the 𝑔-factor is a 

fingerprint for the corresponding paramagnetic centre. The environment of the unpaired 

electron is most often  non-isotropic. Hence, 𝒈, in general, is a tensor represented by a 

3 × 3 matrix. In its eigenspace, the 𝒈-tensor is diagonal with principal values 𝑔𝑥, 𝑔𝑦 , and 

𝑔𝑧.  

𝒈 = (

𝑔𝑥𝑥 𝑔𝑥𝑦 𝑔𝑥𝑧

𝑔𝑦𝑥 𝑔𝑦𝑦 𝑔𝑦𝑧

𝑔𝑧𝑥 𝑔𝑧𝑦 𝑔𝑧𝑧

) ⇒ 𝒈𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 = (

𝑔𝑥 0 0
0 𝑔𝑦 0

0 0 𝑔𝑧

) 

 (2.5) 

 

In case 𝑔𝑥 = 𝑔𝑦 = 𝑔𝑧, this reduces to an isotropic scalar for higher than cubic symmetry 

systems. In case there is local axial symmetry, we have 𝑔𝑥 = 𝑔𝑦 ≠ 𝑔𝑧, and for a rhombic 

symmetry or lower, the principal 𝑔-values will be 𝑔𝑥 ≠ 𝑔𝑦 ≠ 𝑔𝑧.  

In a non-viscous liquid sample, due to the fast rotation of the molecules, the anisotropy 

contribution of 𝒈 is averaged to zero, and there is only the isotropic contribution of 𝒈-

tensor [1–3]. 

 

𝑔𝑖𝑠𝑜 =
𝑔𝑥 + 𝑔𝑦 + 𝑔𝑧

3
 

 (2.6) 

 

2.1.1 The spin Hamiltonian 
 

So far, we have only considered the interaction of an unpaired electron and the external 

magnetic field. In a paramagnetic molecule, the unpaired electron may additionally 

experience several interactions depending on the molecular environment. These 

interactions are caused by surrounding magnetic nuclei or/and surrounding electron spins. 

The terms of the spin Hamiltonian that are of interest in this study are:  

 

�̂� = �̂�𝐸𝑍 + �̂�𝑁𝑍 + �̂�𝐻𝐹 + �̂�𝑁𝑄 + �̂�𝑍𝐹𝑆  
(2.7) 

 

with �̂�𝐸𝑍 the electron Zeeman interaction, �̂�𝑁𝑍 the nuclear Zeeman interaction, �̂�𝐻𝐹  the 

hyperfine interaction, �̂�𝑁𝑄 the nuclear-quadrupole interaction, and �̂�𝑍𝐹𝑆 the zero-field 

splitting interaction. In the following subsections, I briefly describe these interactions and 

their origins. 
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2.1.1.1 Electron Zeeman interaction 
 

I already introduced the electron Zeeman (EZ) interaction describing the interaction 

between the unpaired electron spin and the external magnetic field. As mentioned earlier, 

�̂� plays an important role, and in the most general case, the Hamiltonian is  a sum of EZ 

and SO coupling:  

 

�̂� = 𝜇𝐵 𝑩𝟎(𝑔𝑒�̂� + �̂�) + 𝜆�̂� . �̂�  (2.8) 

with 𝜆  the SO coupling constant. By considering an effective spin operator 𝑺′̂ and a non-

isotropic effective 𝒈-tensor, the electron Zeeman spin Hamiltonian interaction can be 

written as: 

�̂�𝐸𝑍 = 𝜇𝐵𝑩𝟎𝒈𝑺′̂  (2.9) 

Using second-order perturbation theory the 𝒈-tensor can be defined as the sum of an 

isotropic term and a non-isotropic term resulting from SO coupling. 

 

𝒈 = 𝟏𝑔𝑒 + 2𝜆𝜦  (2.10) 

with 𝜦 a symmetric tensor with matrix elements: 

 

𝛬𝜇,𝜈  = ∑
⟨Ψ0|�̂�𝜇|Ψ𝑛⟩⟨Ψ𝑛|�̂�𝜈|Ψ0⟩

𝜖0 − 𝜖𝑛
𝑛≠0

 
 (2.11) 

 

where �̂�𝜇 are the angular momentum operators along the 𝜇 = 𝑥, 𝑦, 𝑧 axes and  𝑛 =

1, 2, 3, …  represents the quantum number of the excited states Ψ𝑛 with eigenvalue 𝜖𝑛. In 

the following, the effective spin operator will be indicated as �̂�. 

 

2.1.1.2 Nuclear Zeeman interaction 
 

The nuclear Zeeman (NZ) interaction appears when there are nuclei with non-zero spin 

in the system that is studied. This interaction describes the Zeeman interaction between 

nuclear spins and the external magnetic field. 

 

�̂�𝑵𝒁 = 𝜇𝑛 ∑ 𝑩𝟎𝑔𝑛,𝑘  �̂�𝒌 = 𝜇𝑛 ∑ 𝐵0𝑔𝑛,𝑘 𝐼𝑘,𝑧

𝑘𝒌

 
 (2.12) 

 

where 𝜇𝑛 is the nuclear magneton,  𝑩𝟎 is the external magnetic field, 𝑔𝑛 is the nuclear 𝑔-

factor and �̂�𝒌 is the nuclear spin operator. Moreover, the corresponding energy values are 

given by: 

 

𝐸 = 𝜇𝑛𝐵0𝑔𝑛𝑚𝐼  (2.13) 

where  𝑚𝐼 is the magnetic quantum number of the nuclei [1,3]. 
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2.1.1.3 Hyperfine interaction 
 

The hyperfine (HF) interaction describes the interaction between the electron spin and 

the nuclear spins (𝐼𝑘 > 0). This term is given by: 

 

�̂�𝐻𝐹 = ∑ �̂� 

𝒌

.  𝑨𝒌 . �̂�𝒌  
 (2.14) 

where �̂�  represents the electron spin operator and 𝑨𝒌 the hyperfine interaction tensor and 

�̂�𝒌   the nuclear spin operator of the 𝑘𝑡ℎ nucleus 

The hyperfine interaction tensor consists of two different parts: 

 

𝑨 = 𝑎𝑖𝑠𝑜𝟏 + 𝑻  
(2.15) 

The first term is the Fermi contact or isotropic hyperfine coupling, which occurs due to 

the non-zero electron spin density at the nucleus with the isotropic hyperfine coupling 

coefficient 𝑎𝑖𝑠𝑜 being 

 

𝑎𝑖𝑠𝑜 =  
2μ0

3
𝑔𝑒μ𝐵 𝑔𝑛μ𝑁ρN

α−β
 

 (2.16) 

 

𝜌𝑁
𝛼−𝛽

 represents the spin density at nucleus N, which gives the difference between the 

expectation value of the number of electrons in 𝛼 and 𝛽  spin states. Moreover, 1 is the 

3× 3  unit matrix. 

The second term is the anisotropic part, which stems  from the magnetic dipole-dipole 

interaction of the electron and nuclear spin given by: 

 

𝑇𝑖𝑗 =  
μ0

4π
𝑔𝑒μ𝐵 𝑔𝑛μ𝑁 ⟨𝜓0| [

3𝒓𝒊𝒓𝒋

𝑟5 −
𝛿𝑖𝑗

𝑟3 ] |𝜓0⟩ 
 (2.17) 

 

where |𝜓0⟩ is the ground-state wave function of the electron, and 𝒓𝒊 represent the 

coordinates of the electron  spin (𝑖 = 𝑥, 𝑦, 𝑧 ) with respect to the nuclear spin. 

The hyperfine coupling interaction is often considerably smaller than  103  MHz [1,3]. 

We will see typical examples in later chapters.  

 

2.1.1.4 Nuclear-quadrupole interaction 
 

The nuclear-quadrupole (NQ) interaction describes the interaction between the electric 

quadrupole moment of the nucleus and the electric field gradient (EFG) due to all charges 

around the nucleus. This EFG is described as a 3 × 3 matrix, expressing the second 

derivative of the electrostatic potential 𝑉(𝒓) at the nucleus, due to charge 𝑒 at position 𝒓. 
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𝑒𝒒 = (

𝑉𝑥𝑥 𝑉𝑥𝑦 𝑉𝑥𝑧

𝑉𝑦𝑥 𝑉𝑦𝑦 𝑉𝑦𝑧

𝑉𝑧𝑥 𝑉𝑧𝑦 𝑉𝑧𝑧

) =
𝜕2𝑉(𝒓)

𝜕𝑖𝜕𝑗
 

 (2.18) 

 

with i, j =x, y, z, and e is the elementary charge. This matrix is traceless and symmetric 

and can be diagonalized to 

 

𝑒𝒒 = (

𝑉𝑥 0 0
0 𝑉𝑦 0

0 0 𝑉𝑧

) 

 (2.19) 

 

Nuclei with spin 𝐼 >
1

2
 have non-spherical charge distribution. The deviation from the 

spherical distribution causes an electric quadrupole moment 𝑄. 

Equation (2.20) describes the nuclear-quadrupole interaction resulting from the 

interaction between the EFG and the quadrupole moment.  

 

�̂�𝑁𝑄 =  �̂�. 𝑷. �̂�  (2.20) 

𝑷 is the nuclear-quadrupole tensor, a 3 × 3 symmetric, and traceless matrix which is 

diagonal in the eigenframe. 

 

(

𝑃𝑥 0 0
0 𝑃𝑦 0

0 0 𝑃𝑧

) = (
𝛫(−1 + 𝜂) 0 0

0 𝛫(−1 − 𝜂) 0
0 0 2𝛫

) 

 

 (2.21) 

with 𝛫 determined by: 

 

𝛫 =
𝑒2𝑞𝑄/ℎ

4𝐼(2𝐼 − 1)
=

𝑃𝑧

2
 

 (2.22) 

 

and 𝑒𝑞 is the 𝑉𝑧. 

Furthermore, 𝜂 is obtained by: 

 

𝜂 =
𝑃𝑥 − 𝑃𝑦

𝑃𝑧
 

 (2.23) 

 

The principal values 𝑃𝑥 , 𝑃𝑦, 𝑃𝑧 of the nuclear-quadrupole matrix are labeled as: |𝑃𝑥| ≤

|𝑃𝑦| ≤ |𝑃𝑧| and 0 ≤ η ≤ 1. The magnitude of nuclear quadrupole interaction is typically 

in the range of 10−1 − 101𝑀𝐻𝑧. [1,3]. We will see  examples in chapter 4.  
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2.1.1.5 Zero-field splitting 
 

The zero-field splitting interaction arises when there is more than one unpaired electron 

(S>1/2) in the system. Zero-field splitting spin Hamiltonian is described by: 

 

�̂�𝑍𝐹𝑆 =  �̂�. 𝑫. �̂�  (2.24) 

In which D is the zero-field interaction tensor. The origins of this interaction are i) spin-

spin coupling, which is due to the magnetic dipole interaction between the unpaired 

electrons, and ii) spin-orbit coupling [1,3]. 

None of the systems that we have investigated in this thesis are high spin. 

 

2.1.2 Continuous-wave EPR 
 

The continuous-wave (CW) EPR experiment was introduced by Zavoisky in 1944 [4]. In 

this experiment, a paramagnetic sample is continuously irradiated with MW with a 

constant frequency. A sweepable magnetic field is simultaneously applied to the sample. 

The paramagnetic sample absorbs the MW species at the resonance condition (Equations 

(2.3), Figure 2.1 a). In the CW-EPR experiment, the MW absorption is detected as a 

function of magnetic field, and the spectrum reflects the EPR parameters (Figure 2.1 b). 

The sweep range of the magnetic field should cover the specific magnetic field in which 

the resonance condition is satisfied. It is advantageous in a CW-EPR experiment to record 

the spectrum via amplitude modulation as the first derivative of the absorption spectrum 

(Figure 2.1 c). The main advantage is the noise reduction.  

 

 
Figure 2.1 Illustration of a CW-EPR experiment on free electrons. a) The resonance condition of a 

free electron ( 𝑆 =
1

2
 ) in the magnetic field; b) The MW absorption signal for this system; c) The 

EPR signal via amplitude modulation leading to the first derivative signal. 
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Since in a general case, 𝒈 is a tensor with a fixed orientation versus the molecule frame, 

the molecule’s orientation in the magnetic field will change the magnetic field at which 

the EPR signal is observed. For powders or frozen samples of systems with anisotropic 

𝒈-tensor, the overall spectrum will reflect the 𝑔-anisotropy. In those cases, all 𝒈-tensor 

orientations versus the magnetic field are observed simultaneously since all orientations 

of the molecule versus the magnetic field occur. The resonance condition is different for 

each orientation of the molecule versus the magnetic field. The final spectrum will be the 

sum of the EPR signals for all the orientations weighted with their relative occurrence. 

Figure 2.2 shows the EPR spectra of different symmetries of the 𝒈-tensor for an 𝑆 =
1

2
  

system. A system characterized by an isotropic 𝑔-value gives rise to a signal peak at a 

magnetic field position corresponding to 𝑔𝑖𝑠𝑜. In the case of axial symmetry ( e.g. 𝑔⊥ =
𝑔𝑦 = 𝑔𝑧 ≠ 𝑔𝑥 = 𝑔∥ ) we discern the two different principal 𝑔-values and for the rhombic 

case 𝑔𝑦 ≠ 𝑔𝑧 ≠ 𝑔𝑥 we recognize the principal 𝑔-values at three magnetic field values 

(Figure 2.2). 

 

 
Figure 2.2. Examples of CW-EPR spectra corresponding to different g-tensor symmetries for an 

𝑆 =
1

2
 system 

For an 𝑆 =
1

2
 and 𝐼 > 0 system, the hyperfine interaction and nuclear Zeeman interaction 

will also affect the EPR spectrum, leading to further splitting of the EPR lines.  

Figure 2.3a) shows the energy-level diagram of a system with 𝑆 =
1

2
 and 𝐼 =

1

2
 values 

(two-spins system) in the presence of a fixed external magnetic field where the nuclear 

Zeeman interaction is larger than hyperfine interaction. We assume for simplicity that 𝑔 

and hyperfine coupling are isotropic. As explained in sections 2.1.1.2 and 2.1.1.3, the 
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nuclear spin interacts with both the external magnetic field (NZ) and the electron spin 

(HF). Taking into account only the EZ, NZ, and HF interactions, the energy at a given 

external field 𝑩𝟎 is 

 

𝐸 = 𝑔𝑖𝑠𝑜𝜇𝐵𝐵0𝑚𝑠 − 𝑔𝑁𝜇𝑁𝐵0𝑚𝐼 + 𝑎𝑖𝑠𝑜𝑚𝑠𝑚𝐼  
(2.25) 

 

where 𝑚𝑠 = ±
1

2
 represents the electron magnetic spin quantum state and 𝑚𝐼 = ±

1

2
  

represents the nuclear magnetic spin quantum state. Equation (2.25) thus gives four 

different energy levels. After the energy splitting caused by the EZ interaction, further 

splittings occur due to the NZ interaction. Finally, the HF interaction shifts  the energy 

levels with 
1

4
𝑎𝑖𝑠𝑜 up and down according to the third term of equation (2.25). In a CW-

EPR experiment, a spin transition should only change the electron spin state (Δ𝑚𝑠 =

±1 𝑎𝑛𝑑 Δ𝑚𝐼 = 0), which are the allowed transitions. For an 𝑆 =
1

2
, 𝐼 =

1

2
  system, there 

are two allowed EPR transitions  with the energy quanta  EPR I and EPR II(Figure 2.3a). 

By sweeping the magnetic field under MW irradiation, the resonance condition will be 

reached consecutively for the two transitions. Figure 2.3.b) shows the corresponding CW-

EPR spectrum for the two-spin system that was described above. The spectrum consists 

of two signals (a doublet). The magnitude of the separation between the EPR signals is 

proportional to the isotropic hyperfine coupling constant 𝑎𝑖𝑠𝑜:  

 

𝐵0(𝐸𝑃𝑅 𝐼𝐼) − 𝐵0(𝐸𝑃𝑅 𝐼) =
𝑎𝑖𝑠𝑜

𝜇𝐵 𝑔𝑖𝑠𝑜
  (2.26) 

 

 
Figure 2.3. a)The energy-level diagram of an S=1/2 and I =1/2 spin system in a fixed external 

magnetic field with isotropic g and hyperfine values. Where 𝑔𝑁 and 𝑎𝑖𝑠𝑜  are positive and     

𝑎𝑖𝑠𝑜

2

< 𝑔𝑁𝜇𝑁𝐵0 and b)the corresponding CW-EPR spectrum. 
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The number of lines in an EPR spectrum is related to the nuclear spin number. The 

relation between the number of lines and the nuclear spin follows a general rule which is 

given by: 

 

𝑁 = 2𝑛𝐼 + 1  
(2.27) 

where 𝑛 is the number of the magnetically equivalent nuclei in terms of nuclear spin and 

hyperfine coupling, and 𝐼 is the nuclear spin.  

Figure 2.4.a demonstrates the EPR spectra of a water solution of 2,2,6,6-tetramethyl-1-

piperidinyloxyl (TEMPO). Because of the rapid motion of TEMPO in water, only the 

isotropic part of the 𝒈-tensor and hyperfine tensor contribute to the spectrum. As the free 

electron in TEMPO is localized on the NO fraction, and 14N has 𝐼 = 1, the electron spin 

energy levels are split into three levels corresponding to 𝑚𝐼 = 0, ±1 leading to three 

EPR transitions. Therefore a triplet appears in the EPR spectrum. In Figure 2.4b, the EPR 

spectrum of a frozen solution of CuI in dimethyl sulfoxide (DMSO) in the presence of O2 

is shown. Cu(I) is diamagnetic, and thus EPR silent. It becomes oxidized by O2 to Cu(II), 

and Cu(II) forms a square pyramidal complex with DMSO. The 𝒈-tensor symmetry is 

axial. Since 63, 65Cu has a nuclear spin  𝐼 =
3

2
 four EPR lines at each principal 𝑔-value 

direction are expected.In the low magnetic field are, a clear splitting in four lines is indeed 

observed for the 𝑔∥ signal. The 𝐴∥ hyperfine coupling value is large (𝐴∥ = 375 𝑀𝐻𝑧)  in 

the magnetic field area reflecting 𝑔⊥ and 𝐴⊥, a broad singnal is observed. Here, 𝐴⊥ is 

small and the hyperfine splitting in unresolved. 

 

 

Figure 2.4 The experimental X-band CW-EPR spectrum of a) 0.5 mM solution of TEMPO at room 
temperature, b) frozen solution of 50 mM CuI in DMSO under the air/O2 measured at 100 K. 
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In the CW-EPR spectrum in Figure 2.4b, the signals are broad. The broadening can be 

due to several reasons, such as unresolved hyperfine structures, 𝑔 and 𝐴 strain effects or 

dipolar broadening. The line broadening can be homogeneous or inhomogeneous, leading 

to Lorentzian and Gaussian line shapes, respectively. In many real systems, none of the 

line shapes is the case, but a convolution of both profiles (Voigtian shape) contributes to 

the CW-EPR spectrum. Depending on the system, the line broadening can be isotropic or 

anisotropic. 

 

2.1.2.1 Rotational diffusion (molecular tumbling) 

 

As explained before, in a non-viscous solvent, the anisotropic interactions are completely 

averaged due to the rapid molecular tumbling. In many systems, the molecular tumbling 

is not fast enough to produce fully isotropic spectra. In these cases, the effect of rotational 

diffusion should be considered. The rotational correlation time coefficient 𝜏𝑐 

characterises this effect. In order to completely average out the anisotropy, the molecular 

tumbling rate should be much faster than the difference in the resonant condition of 

different molecular orientations. For example, in nitroxides with a hyperfine anisotropy 

(𝐴𝑧𝑧 − 𝐴𝑥𝑥 ( 𝐴𝑦𝑦)) of 3 mT (84 MHz = 8.4 × 107 s-1), the rotational correlation time 

should be much shorter than 10-9 s (in practice, below 10-11 s). Such small 𝜏𝑐-values are 

the case for small objects in solutions with low viscosity but not for large systems or 

viscose solvents. Insufficiently fast rotational diffusion leads to broadening in CW-EPR 

lines, and this broadening of spectra falls into two categories of fast and slow motion. 

Fast motion is observed when 
1

𝜏𝑐
 is larger than the resonance frequencies of different 

molecular orientations ( 𝜏𝑐 < 10-9 s for nitroxides) but still short enough to observe the 

line broadenings on the CW-EPR spectra. The rotational diffusion can be isotropic or 

anisotropic. 

Slow motion is observed when 
1

𝜏𝑐
 is similar to or smaller than the difference in resonance 

frequencies for different molecular orientations. Slow motion is often observed in viscous 

solvents or when a radical is attached to a large molecular assembly. The shape of the 

EPR spectra in slow motion is more complicated than the fast motion effect, considering 

local motions on top of the tumbling of the whole system. Despite the presence of several 

models, simulation of the slow motion effect is not straightforward. 

The effect of rotational diffusion on the spectra is illustrated in chapters 4 ( Figure 4.7 ) 

and 10 (Figure 10.6) [2].  

A CW-EPR experiment can be performed at different microwave frequencies and, as a 

consequence, different magnetic field ranges. In this thesis, we use X-band CW-EPR for 

all the measurements. In this kind of experiment, the microwave frequency value is 

around 9.7 GHz.  [2,3]. 
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2.1.3 Spin-trapping 
 

Radical species have unpaired electrons in their electronic structure, making them 

detectable by EPR. Some radicals, such as organic radicals in solution, are very reactive 

and therefore have a short lifetime, making them difficult to be detected by EPR. Spin 

traps are species that react rapidly with the unstable radical species to form a more stable 

radical. The more stable radical, formed by trapping the unstable spin adduct by the spin 

trap, lives long enough to be detectable by EPR. Nitrones and nitroso compounds form 

two main families of spin traps. The first category is used more often due to the stability 

of their spin adduct. There are generally two families of nitrone spin traps, the cyclic 

nitrones such as 5,5-dimethyl-1-pyroline N-oxide (DMPO) and the acyclic nitrones such 

as N-tert-Butyl-α-phenylnitrone (PBN), which are the most widely used ones. The cyclic 

and acyclic spin traps are also called DMPO-type and PBN-type nitrones, 

respectively  [5–7]. 

Moreover, there are several analogues for both of them, such as 5-tert-butoxycarbonyl 5-

methyl-1-pyrroline N-oxide (BMPO) [8], 5-carbamoyl-5-methyl-1-pyrroline N-oxide 

(AMPO) [7], 5-Diethoxyphosphoryl-5-methyl-I-pyrroline N-Oxide (DEPMPO) [9] and 

5-di-isopropoxy phosphoryl-5-methyl-1-pyrroline N-oxide (DIPPMPO) [10] for DMPO 

and α-(4-Pyridyl N-oxide)-N-tert-butylnitrone (4-POBN) [11] for PBN, which is more 

soluble in water. In general, selection of a particular spin-trap depends on the chemical 

nature of the radical adduct and the solvent. In this thesis, DMPO and PBN were mainly 

used due to their efficiency in trapping carbon-centred and oxygen-centred radicals. 

Moreover, they are electrochemically inert in the potential window that is required. 

If needed, other spin traps were used, e.g. DEPMPO. 

 

2.1.4 Simulating CW-EPR spectra 
 

In order to extract information such as electronic and geometry structures from the EPR 

spectra, the magnetic parameters such as 𝑔 and HF values should be determined. It 

requires simulation of the EPR spectra. In this thesis, all EPR spectra were simulated 

using EasySpin [12], which is a package running in MATLAB software which allows the 

simulation and fitting of the EPR spectrum. Almost any paramagnetic species in a solid 

state and liquid state can be simulated using Easyspin. The simulation process starts with 

an educated guess of the EPR parameters based on the experiment, which will then be 

improved. This improvement can be made either manually by manipulating the EPR 

parameters by the Easyspin user (which is the case in most parts of this thesis) or using 

the automatic fitting of Easyspin (esfit). Both methods are very sensitive to the initial 

values. Therefore the initial guess is important and needs knowledge about investigating 

spin systems (which should be obtained from the literature) and about the influence of 

each EPR parameter on the EPR spectrum. For instance, in an isotropic spectrum, the 𝑔-

value can be determined from the central field position of the EPR spectrum and equation 

(2.3) (see Figure 2.4.a). HF couplings can be determined by the peak distance of a 

particular splitting on the spectrum (see Figure 2.4.a).  

Other important parameters are line width values to simulate the line broadening. Choice 

of Lorentzian, Gaussian, or Voigtian line broadening can be obtained from the 
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experimental spectrum. As a result of homogeneous line broadening, Lorentzian lines 

have very broad wings compared with Gaussian lines, and Gaussian lines are the results 

of inhomogeneous line broadening.  [2]. The starting value of linewidth for simulation 

can be obtained by measuring the distance between the maximum and minimum of a 

single line (peak-to-peak linewidth) on the experimental CW-EPR spectrum. Despite 

similar rules, the simulation process in the presence of anisotropy is more complicated.) 

because the amount of parameters increases (principle values of the 𝑔 and HF tensors and 

the relative orientation of the tensors).  

 

2.1.5 Pulse EPR 
 

As explained above, CW-EPR is a powerful tool to detect EZ interactions and strong 

hyperfine interactions. Nevertheless, many of the terms in the spin Hamiltonian, such as 

small HF interactions, NZ interactions, and NQ interactions, are not detectable in a CW-

EPR. Pulse EPR brings us enough sensitivity to observe these small interactions. 

Despite sharing the same physical basics with CW-EPR,  pulse EPR is different in several 

aspects. Instead of continuously sending low-power MW (≤ 0.2 W at 9-10 GHz) to the 

sample, short high-power MW pulses (1kW at 9-10 GHz) are used in the pulse EPR 

experiment. The spectrometer in the pulse EPR experiments records the evolution of the 

electron magnetization vector 𝑴 after excitation due to the short MW pulses as opposed 

to the detection of MW absorption in CW-EPR. In pulse EPR experiments, different 

parameters of the pulse sequences, such as time delays, pulse lengths, and MW frequency, 

as well as the magnetic field can be swept. The application of pulse EPR methods that 

are used in this thesis will be explained later (see 2.1.4.2). 

 

2.1.5.1 Classical picture 
 

A paramagnetic sample in a magnetic field consists of spins with different related spin 

resonance frequencies due to the different molecular orientations, strain effects, and 

different quantum states. Paramagnetic centres with approximately the same resonance 

condition make a spin packet. 

In the presence of an external magnetic field 𝑩𝟎, the spin packets are aligned along the 

magnetic field direction in the thermal equilibrium. Hence, the total magnetization vector  

𝑴 =
1

𝑉
∑ 𝝁𝒊𝑖 , is aligned with the magnetic field. As before, we choose the z-axis of the 

laboratory frame along the direction of the magnetic field. If an external force tilts 𝑴 

away from the equilibrium, the magnetic field applies a torque on it, and consequently, 

the magnetization vector starts to precess counter-clockwise around the z-axis with the 

precessing frequency (Larmor frequency) of the electrons in the spin packet 𝜔𝐿 , defined 

below. 

 

𝜔𝐿 =  𝛾𝐵0 =
𝑔𝜇𝐵𝐵0

ℏ
 

 (2.28) 

 

In a pulse EPR experiment, the applied MW pulse induces the tilting of the total 

magnetization vector 𝑴 from the z-axis. The rotation frequency is proportional to the 



2.1 Electron paramagnetic resonance  spectroscopy  

28  M.Samanipour 

magnitude of the magnetic field 𝑩𝟏component of the MW pulse. What we measure in a 

pulse EPR experiment is the precessing of the 𝑴 vector. The evolution of the 𝑴 vector 

is obtained by  

 
𝑑

𝑑𝑡
𝑴 = − 𝛾(𝑩𝟎 + 𝑩𝟏(𝑡)) × 𝑴 

 (2.29) 

 

𝑩𝟏(𝑡)  lies along the x-axis of the laboratory frame. We can decompose 𝑩𝟏(𝑡) in two 

different counter-rotating components 𝑩𝟏(𝑡) = 𝑩𝟏+(𝑡) + 𝑩𝟏−(𝑡), which are rotating 

with the MW frequency. 𝑩𝟏+(𝑡) rotates counter-clockwise, and 𝑩𝟏−(𝑡) rotates 

clockwise. Only 𝑩𝟏+(𝑡) precesses in resonance with the spins and, as a consequence, 

interacts effectively with them. 

 

 
Figure 2.5 The energy level and possible transitions of a system with 𝑆 =

1

2
 and 𝐼 =

1

2
.  𝜔12 and 

𝜔34 indicate the nuclear frequencies, which represent the (|∆𝑚𝑠| = 0  𝑎𝑛𝑑 |∆𝑚𝐼| = 1) transition 
(green arrows), The blue arrows show the allowed EPR transitions (|∆𝑚𝑠| = 1  𝑎𝑛𝑑 |∆𝑚𝐼| = 0) 
and the forbidden EPR transitions (|∆𝑚𝑠| = 1  𝑎𝑛𝑑 |∆𝑚𝐼| = 1) are in red. 

For simplicity, we move to a frame rotating with the MW frequency. In this rotating frame 

𝑩𝟏+ is time-independent. From now on, we call this 𝑩𝟏 instead of 𝑩𝟏+. 𝑩𝟏 induces the 

magnetization to turn from the z-axis to the x,y plane. For rectangular pulses, the flip 

angle 𝜃 is then given by: 

 

𝜃 = 𝜔1𝑡𝑝 = 𝛾𝐵1𝑡𝑝  (2.30) 

 

in which tp is the pulse length. A pulse is characterized by its flip angle, i.e. a 𝜋 pulse 

inverts the direction of the magnetization.  

Depending on the parameters one wants to measure, different sequences of pulses with 

varying flip angles are used. 𝜋 and 
𝜋

2
 pulses are often used in common pulse EPR 

experiments. 
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In the next sections, we will discuss different sequences and their applications. The 

techniques will be described assuming an 𝑆 =
1

2
 , 𝐼 =

1

2
 system. For simplicity, the energy 

scheme in Figure 2.3 is rearranged to the scheme in Figure 2.5. 

 

2.1.5.2 Hyperfine spectroscopy  

 

Hyperfine spectroscopy methods such as electron spin echo envelope modulation 

(ESEEM) [13] and pulse electron nuclear double resonance (ENDOR) are the pulse EPR 

techniques that are widely used to probe small transitions that are not resolved in a CW 

EPR measurement. These transitions can be nuclear Zeeman interactions identifying the 

nuclei, hyperfine interactions between an electron spin and weakly coupled neighbouring 

nuclei that are up to 0.8 nm away and the quadrupole interactions of 𝐼 >
1

2
 nuclei [1,14]. 

Contributions of these interactions to the spin Hamiltonian have been explained in 

sections 2.1.1.3 and 2.1.1.4. Detecting small couplings leads us to identify more 

neighbouring nuclei, which subsequently gives a clearer perspective of the structure of 

molecules. This, in turn, provides more evidence to characterise the intermediates 

generated during the (electro)chemical reaction. However, it should be noted that as 

powerful as pulse EPR can be, most measurements need to be performed in the solid state 

at low temperature (e.g. frozen solutions or immobilized molecules) because, with the 

exception of particular spin systems in organic solvents, the spin relaxation times of 

paramagnetic species at ambient temperatures are too short for the application of pulse 

sequences and subsequent detection which are normally in the 100 ns to 10 μs timescale. 

Here we will very briefly describe ESEEM and pulse ENDOR, and I again refer the reader 

to the literature [3,15] for a more in-depth explanation. 

 

2.1.5.3 ESEEM experiments 
 

Electron spin echo envelope modulation (ESEEM) spectroscopy is a method to detect 

nuclear frequencies in a paramagnetic system. In all ESEEM experiments, one needs a 

sequence of MW pulses with a constant frequency which can be subdivided into different 

building blocks. The sequence starts with the preparation period consisting of one or more 

pulses to take the electron spins to a coherent or polarized state. Then during an evolution 

time, the system evolves under the influence of the spin Hamiltonian. The following step 

is the mixing period in which one induces, by applying a particular MW pulse sequence 

mixing of electron coherence (EC), electron polarization (EP), nuclear coherence (NC), 

and nuclear polarization (NP). Finally, in the detection part, a pulse sequence creates 

detectable EC. In an ESEEM experiment, this last step creates a spin echo, and the 

intensity of the echo is recorded versus time. The time signal is Fourier transformed to 

the frequency domain. By simulation of the frequency spectrum, the hyperfine tensor 𝑨 

and quadrupole tensor 𝑷 of magnetic nuclei in the neighbourhood of unpaired electrons 

can be determined. The ESEEM experiments are utilized to detect the small nuclear 

frequencies of the paramagnetic centre (< 30 𝑀𝐻𝑧 ) [1,3,17,18] (e.g. couplings of nuclei 

in the second coordination sphere of the electron spin).  

ESEEM experiments need to be performed at different magnetic field positions to 

reconstruct the full hyperfine and quadrupole tensors.  
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In this section, I introduce the ESEEM sequences which are used in the thesis. 

 

2.1.5.3.1 Two-Pulse ESEEM 

 

The two-pulse ESEEM (2P-ESEEM) experiment is the most straightforward experiment 

among all ESEEM experiments. In this experiment, the Hahn echo sequence 
𝜋

2
− 𝜏 − 𝜋 −

𝜏 − 𝑒𝑐ℎ𝑜  (Figure 2.6a) is used. In this sequence, the first 
𝜋

2
 pulse creates EC that evolves 

during time interval 𝜏 before applying the 𝜋 pulse. The 𝜋 pulse mixes the ECs, and 

generates the echo after the second evolution time 𝜏. In a 2P-ESEEM experiment, the 

intensity of the echo is measured as a function of 𝜏. The echo intensity decreases with 𝜏 

because of dephasing of the electron spins in the xy plane. The time scale in which  the 

magnetic moments precessing in the xy plane within a spin packet lose their phase 

coherency and cannot refocus to make the echo  is described by a quantity called 

transverse relaxation time (𝑇2). Besides this, the decaying time signal is modulated with 

the nuclear frequencies. The echo modulation for an 𝑆 =
1

2
, 𝐼 =

1

2
 system with ideal pulses 

is given by: 

 

𝑉2𝑝(𝜏) =  1 −
𝑘

4
[2 − 2 cos(𝜔12𝜏) − 2 cos(𝜔34𝜏) + cos(𝜔−𝜏)

+ cos(𝜔+𝜏)] 

 (2.31) 

 

where k represents the modulation depth and  𝜔±  sum and difference between 𝜔12 and 

𝜔34. Although the 2P-ESEEM is advantageous in identifying the nuclei coupled to the 

unpaired electron, it has many disadvantages. In the frequency domain, we see peaks 

at 𝜔± which are easily distinguishable for a simple 𝑆 =
1

2
, 𝐼 =

1

2
 system, but in a system 

with more nuclei, it causes many difficulties to deconvolute the spectrum. 

Because of the short 𝑇2 relaxation time of the electron spins, the modulation has to be 

measured in a short time, consequently causing a broadening of the spectrum in the 

frequency domain  [1,3]. Despite its downsides, 2P-ESEEM is a fast and straightforward 

method compared with other ESEEM techniques and is often used as a preliminary 

experiment which provides information to set up more complex experiments such as 

ENDOR, 3P-ESEEM and HYSCORE.  

 

2.1.5.3.2 Three-pulse ESEEM 

 

The three pulse ESEEM (3P-ESEEM) experiment is based on the stimulated echo from 

the sequence 
𝜋

2
− 𝜏 −

𝜋

2
− 𝑇 −

𝜋

2
− 𝜏 − 𝑒𝑐ℎ𝑜, which is shown in Figure 2.6b. The first two 

𝜋

2
-pulses, applied with the time difference 𝜏 induce the NCs. The NC evolves during time 

𝑇. The time T is the time that is varied during the experiment. The third 
𝜋

2
-pulse creates 

ECs. The modulation of the echo during a 3P-ESEEM experiment is given for an 𝑆 =
1

2
, 𝐼 =

1

2
 system by: 
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𝑉3𝑝(𝜏)  =
1

2
 {[1 −

𝑘

2
[1 − cos(𝜔34𝜏)][1 − cos(𝜔12(𝑇 + 𝜏))] ]

+ [1 −
𝑘

2
[1 − cos(𝜔12𝜏)][1 − cos(𝜔34(𝑇 + 𝜏))]]} 

 (2.32) 

 

As we see in equation (2.32), the combination frequencies 𝜔± no longer contribute and 

we only have the basic nuclear frequencies. In contrast with 2P-ESEEM, we have fewer 

detected frequencies, which makes it a preferred method over 2P-ESEEM.  

In a 3P-ESEEM, due to inducing NCs, the nuclear spin-spin relaxation time determines 

the time domain limitation. The nuclear spin-spin relaxation time is of the order of 

electron spin-lattice relaxation time 𝑇1. The longer relaxation time solves the earlier 

mentioned broadening problem in the frequency domain that occurs in the two-pulse 

ESEEM experiment. 

The echo-modulation in the 3P-ESEEM experiment depends on the 𝜏-value, leading to 

blind spots for some specific 𝜏-value. Hence the experiment should be repeated at 

different  𝜏-values, which is time-consuming. Another issue with the 3P-ESEEM is that 

it creates undesirable extra echoes. A phase cycling procedure needs to be applied to 

exclude those echoes. [1,3,19]  

 

2.1.5.4 HYSCORE 
 

Since the 2P-ESEEM and 3P-ESEEM are one-dimensional experiments, signal overlaps 

may hamper spectral analysis. Hyperfine Sublevel Correlation Spectroscopy 

(HYSCORE) is a two-dimensional four-pulse method that can solve this drawback. The 

MW pulse sequence 
𝜋

2
− 𝜏 −

𝜋

2
− 𝑡1 − 𝜋 − 𝑡2 −

𝜋

2
− 𝜏 − 𝑒𝑐ℎ𝑜 (Figure 2.6c) is used in this 

experiment. The first two  
𝜋

2
-pulses with an evolution time 𝜏 create NC. After a time 𝑡1 

the 𝜋-pulse mixes NC. After the second free-evolution time 𝑡2, a  
𝜋

2
-pulse transfers the 

NC to detectable EC. In the experiments, the free-evolution times 𝑡1 and 𝑡2 are varied 

independently, and the intensity of echo is recorded for each pair of (𝑡1, 𝑡2). A two-

dimensional Fourier transform converts the time signals  to the frequency domain (ν1, ν2). 

The frequency domain can be divided into four quadrants based on the sign of the 

frequencies. We only depict (+,+) and (-,+) quadrants because the others contain the same 

information. In case of weak coupling ( |
𝐴

2
| < |ν𝑁|, 𝜈𝑁 is the NZ frequency), the cross-

peaks appear in (+,+) quadrant, and in case of strong coupling (|
𝐴

2
| > |ν𝑁|), we observe 

them in the (-,+) quadrant. The nature of the coupled nuclei can be identified by the 

position of the peaks spectrum. For instance, weakly coupled 1H and 14N nuclei are 

centred around the corresponding Larmor frequency. Moreover,  the appearance of cross 

peaks of weakly coupled and strongly coupled nuclei in different quadrants decreases the 

difficulty of data interpretation which, together with its two-dimensionality, also makes 

HYSCORE the desired experiment when there are various nuclei contributing to the spin 

hamiltonian.  
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HYSCORE is a time-consuming experiment due to the independent variation of 𝑡1 and 

𝑡2. Besides, similar as in 3P-ESEEM, the experiment needs to be performed for different 

𝜏 values, and phase cycling needs to be used. Moreover, ESEEM experiments generally 

can not be used for low-viscosity solutions at room temperature since no modulation can 

be detected with the rapid tumbling of molecules.  [1,3,20]. 

HYSCORE will be extensively used in chapters 4 and 11. 

 

 
Figure 2.6. Microwave pulse sequences of the ESEEM experiments used in this thesis: a) 2P-
ESEEM, b) 3P-ESEEM, and c) HYSCORE 

2.1.5.5 ENDOR 
 

The next set of techniques that are often used to study nuclear frequencies is Electron 

Nuclear DOuble Resonance or ENDOR. In this technique, both MW and radio frequency 

(RF) simultaneously irradiate the spin system. Similarly to the ESEEM, ENDOR is a 

high-resolution technique for hyperfine spectroscopy in order to identify nuclei in the 

vicinity of the paramagnetic centre, which can not be obtained from the CW-EPR 

experiment. ESEEM and ENDOR methods are complementary methods.  

I here discuss two pulsed ENDOR techniques 

 

2.1.5.5.1 Davies ENDOR 

 

This experiment involves the MW pulse sequence 𝜋 − 𝑇 −
𝜋

2
− 𝜏 − 𝜋 − 𝜏 −

𝑒𝑐ℎ𝑜 (Figure 2.7a). This pulse sequence starts with a selective preparation MW 𝜋-pulse, 

which inverts the polarization of a particular EPR transition. A selective radiofrequency 

(RF) 𝜋-pulse with varying frequency is applied, which inverts the nuclear polarisation 

whenever the RF agrees with a nuclear transition and affects the electron polarisation. At 

the end of the sequence, a standard Hahn echo is used to read out the signal. The Davies 

ENDOR experiment is suitable for the detection of strongly coupled nuclei  [1,3,21] and 

is used in chapter 4 for the detection of strongly coupled 14N of pyridine to Cu(II).  
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2.1.5.5.2 Mims ENDOR 

 

Mims ENDOR uses the stimulated echo pulse sequence 
𝜋

2
− 𝜏 −

𝜋

2
− 𝑇 −

𝜋

2
− 𝜏 − 𝑒𝑐ℎ𝑜 

similar as in 3P-ESEEM (Figure 2.7b). The first two MW 
𝜋

2
-pulses make the nuclear 

coherences; then, during the time 𝑇 a selective RF 𝜋-pulse changes the polarization of 

NMR transitions whenever the RF equals a nuclear frequency. The final 
𝜋

2
-pulse creates 

the detectable EC. Since this experiment uses the stimulated echo, it needs to be 

performed at different 𝜏 values and summed to avoid blind spots. The Mims ENDOR 

experiment is suitable for detecting weakly coupled nuclei  [1,3,22] and is used in chapter 

11 to detect weakly coupled protons to Mo(V) centres.  

 

 

 
Figure 2.7  The pulse sequences of a) Davies ENDOR and b) Mims ENDOR 
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2.2 Electrochemical methods 
 

In this section, I will introduce the electrochemical techniques that are used in this thesis. 

Further details on electrochemistry can be found in [23,24] 

 

2.2.1 Introduction 
 

Electrochemical reactions involve redox reactions when a charge transfer occurs on the 

electrode surface. A general equation describes those reactions: 

 

 

 (2.33) 

 

in which 𝑂 refers to the oxidized species, 𝑅 refers to the reduced species, and 𝑛 is the 

number of electrons transferred.  

 

 
Figure 2.8. Possible reaction steps during a general electrochemical reaction. O and R indicates 
oxidation and reduction reactions, respectively. Ads and surf stand for adsorption and surface, 
respectively. The figure is redrawn from [23] 

In an electrochemical cell, two electrodes are minimally required in which each one of 

them is responsible for a half-reaction. On one of the electrodes, the species lose their 

electron(s) (oxidation), and on the other one, they gain the electron(s) (reduction). An 

electrolyte connects these electrodes in order to let the electrical current flow. In order to 

have current, one needs to apply a sufficiently high potential difference between two 

electrodes. The speed of the reaction is controlled by this potential difference, as well as 

the concentration of the reagents and thermodynamics. In an electrochemical cell, a 

potentiostat provides the required energy for the potential difference. To control the 

applied potential, a reference electrode (RE) is added to the two-electrode system. In a 

three-electrode cell, the electrode at which the desired half-reaction is happening is called 

the working electrode (WE), and the other electrode is called the counter electrode (CE).  
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2.2.2 Complexity of the electrochemical process 
 

In an electrochemical cell, the reaction occurs on the electrode by transferring an electron 

from a molecule to the electrode or vice versa. In order to transfer electrons, the molecules 

should move from the bulk of the solution (Obulk or Rbulk) to the electrode surface (Osurf or 

Rsurf). The charge transfer occurs as soon as the molecules are close enough to the 

electrode. Then the product moves to the bulk of the solution. It is also possible that after 

the charge transfer, other chemical reactions occur, which can be a second charge transfer 

or a chemical reaction. Figure 2.8 shows the possible steps in an electrochemical reaction, 

although not all will occur in a specific setup. The movement of the species from the bulk 

solution to the electrode surface and vice versa is called mass transfer. For an 

electrochemical reaction to occur, there must be the adsorption of reactants to the surface 

in order for charge transfer to take place. Moreover, the desorption of the products is 

necessary to make space for the new reactant to come towards the surface.  

In the following sections, I will introduce the electrochemical techniques that will be used 

in this thesis. 

 

2.2.3 Cyclic voltammetry 
 

Cyclic voltammetry (CV) is one of the electrochemical techniques that has many 

applications. It is often used for preliminary study of a system to identify the 

electrochemical behaviour of a reactant. In this experiment, the applied potential to the 

WE is scanned linearly in a triangular waveform between two potential values. The 

current values for each potential value are measured. As the outcome, the measured 

current (I) is plotted versus the potential values (E) to give a cyclic voltammogram 

(Figure 2.9).  

 

 
Figure 2.9. Cyclic voltammogram of a reversible system. The current peaks in the cathodic sweep 
at 𝐸𝑝,𝑐, indicating the reduction half-reaction. Conversely, 𝐸𝑝,𝑎 , indicates the oxidation half-

reaction. 𝐼𝑝,𝑐  and 𝐼𝑝,𝑎 are the corresponding peak currents. 

The shape of the curve contains information about the reaction. On reaching a potential 

where the oxidation reaction at the electrode begins, the current rises until it reaches a 
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maximum value (the peak current). Then because of consumption of the electroactive 

species, the current decreases due to the shortage of reactants at the electrode surface. 

During the reversed cathodic sweep, the oxidation reactants are again reduced, leading to 

a decrease in the current. The difference in potential between the oxidation and reduction 

peak is a measure for the reversibility of the electrochemical process. 

 

2.2.4 Chronoamperometry 
 

Chronoamperometry (CA) is a technique in which the potential of the WE varies 

stepwise, and the resulting current versus time is measured (Figure 2.10). Analysis of the 

data from these experiments gives information about the reactions happening on the 

electrode and their rates.  The charge that flows through the cell during electrolysis may 

be quantified to the theoretical amount of the reacted material based on Faraday’s law of 

electrolysis: 

𝑛 =
𝑄

𝑧𝐹
 

 (2.34) 

 

where 𝑛 is the amount of product that can be made theoretically in mol, 𝑄 is the charge 

that passes in the cell, 𝑧 in the number of electrons transfer per molecule and, 𝐹 is the 

Faraday constant (96485 𝐶 𝑚𝑜𝑙−1). The charge 𝑄 can be obtained by integrating the 

current response over time in the CA experiment. One can calculate the current efficiency 

𝜙𝑖 of a product 𝑖 using the amount of the product at the end of the experiment 𝑛𝑖 over the 

theoretical amount 𝑛.  

𝜙𝑖 =
𝑛𝑖

𝑛
  (2.35) 

 

 
Figure 2.10. Double step (CA) a) typical waveform and b) current response. Figure taken 

from [24]  
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Current efficiencies equal to unity for a particular product 𝑖 represent that all charges in 

the reaction were consumed to make the product 𝑖. 𝜙𝑖 smaller than one is the evidence of 

the presence of side products. 

 

2.3 Density functional theory (DFT) 
 

2.3.1 Basics of DFT 
 

Density functional theory (DFT) is a computational method to investigate molecular 

properties based on quantum mechanics. DFT deals with solving the time-independent 

Schrӧdinger equation for a many-body system.  

 

�̂�𝚿(𝐫𝟏, 𝐫𝟐, … ) = 𝐸𝚿(𝐫𝟏, 𝐫𝟐, … )  
(2.36) 

 

According to the Born-Oppenheimer approximation, the evolution of the electrons and 

nuclei can be considered separately  

 

𝚿 =  𝚿𝐞𝐥 𝚿𝐧𝐮𝐜  (2.37) 

We focus here on the electronic equation. For a system consisting of N electrons, the 

electronic Hamiltonian operation in atomic units is given by:  

 

�̂�el = −
1

2
∑ ∇𝑖 

2  +
1

2
𝑖

∑ r𝑖𝑗 
−1 −

𝑖≠𝑗

 ∑ 𝑍𝐼𝑟𝐼𝑖
−1

𝐼,𝑖

    
 (2.38) 

 

with i and j label the electrons and I the nuclei coordinates. 𝑍𝐼 is the  charge of nucleus I 

, 𝑟𝐼𝑖 is the distance between i’th electron and I’th nucleus and 𝑟𝑖𝑗 is the distance between 

electrons i and j. The last term of the equation (2.38) defines an external potential 𝑉𝑒𝑥𝑡 =
 ∑ 𝑣𝑒𝑥𝑡(𝑟𝑖)𝑖 . The first and second terms are kinetic energy and the electron repulsion 

energy, respectively. Hence, 

 

�̂�el =  �̂� + �̂�ee + �̂�ext 
 (2.39) 

 

However, the equation (2.36) does not have a solution in a closed form for a system 

consisting of more than one electron. Hence, the solution needs to be approximated. DFT 

is one of the methods that provides a suitable approximation. The DFT method maps the 

many-body problem to a three-dimensional problem in terms of electron density 

𝜌(𝑟) [25]. For this, Kohn and Hohenberg worked out the necessary theorems: 

1) The external potential �̂�extand, hence the total energy is a unique (but unknown) 

functional of the electron density �̂�𝑒𝑥𝑡  =  �̂�𝑒𝑥𝑡 [𝜌] and 𝐸 =  𝐸 [𝜌]. 
2) The electron density that returns the minimum value of the energy functional for 

a given external potential represents the ground-state density. 
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𝐸[𝜌] ≥ 𝐸0 =  𝐸[𝜌0]  (2.40) 

All the terms contributing to the energy are a functional of 𝜌, since E itself is a functional 

of 𝜌  

 

𝐸[𝜌] = 𝑇[𝜌] + 𝐸𝑒𝑒[𝜌] + 𝐸𝑒𝑥𝑡[𝜌]  (2.41) 

 

Although the Hohenberg-Kohn theorem converts a 3N-dimensional problem to a 3-

dimensional equation, it does not provide a partial solution because the energy functional 

still has unknown terms in the equation (2.41). 
 

𝐸𝑒𝑥𝑡[𝜌(𝒓)] =  ∫ 𝜌(𝒓) 𝑣𝑒𝑥𝑡(𝒓)𝑑𝒓  
(2.42) 

 

and, 

 

𝐸𝑒𝑒[𝜌(𝒓)] =
1

2
 ∫ 𝜌(𝒓) 𝑣𝑐(𝒓)𝑑𝒓 + 𝐸𝑛𝑐𝑙[𝜌(𝒓)] 

 (2.43) 

 

In the latter, the first term is the classical Coulomb interaction, and the second part is the 

non-classical part containing the exchange and electron-correlation terms. The 

functionals of 𝑇[𝜌] and 𝐸𝑛𝑐𝑙[𝜌] are unknown. 

Kohn and Sham introduced an approach to find a solution to approximate the kinetic 

energy [26]. For this, they use a fictitious system of non-interacting particles. 

For such a non-interactive system with the Hamiltonian 

 

�̂�ni = −
1

2
∑ ∇𝑖 

2  + ∑ 𝑣KS(𝒓𝒊)

𝑖𝑖

 
 (2.44) 

 

the problem reduces to solving the one-electron equation. 

 

ℎ̂KS𝜙𝑖(𝒓) = 𝜖𝑖𝜙𝑖  (2.45) 

 

with 

ℎ̂KS = −
1

2
∇2 + 𝑣𝐾𝑆(𝒓) 

 (2.46) 

 

Kohn and Sham assumed that the electron density 𝜌𝑛𝑖 of the fictitious non-interacting 

system is the same as for the real system. 

 

𝜌𝑛𝑖(𝒓) = ∑ ∑|𝜙𝑖(𝒓, 𝑆)|2

𝑆𝑖

= 𝜌(𝒓)  
(2.47) 
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The total energy of the real system can then be rewritten as 

 

𝐸[𝜌(𝒓)] = 𝑇𝑛𝑖[𝜌(𝒓)] + ∫ 𝜌(𝒓) 𝑣𝑘𝑠(𝒓)𝑑𝒓 
 (2.48) 

 

with: 

 

𝑣𝑘𝑠(𝐫) =
𝛿𝑇[𝜌(𝒓)] − 𝛿𝑇𝑛𝑖[𝜌(𝒓)]

𝛿𝜌(𝒓)
+ 𝑣𝑒𝑥𝑡(𝒓) + 𝑣𝑐(𝒓) +

𝛿𝐸𝑛𝑐𝑙

𝛿𝜌(𝒓)
 

 (2.49) 

 

We define: 

 

𝑣𝑋𝐶(𝐫) =
δEXC

δρ(𝒓)
=

𝛿𝑇[𝜌(𝒓)] − 𝛿𝑇𝑛𝑖[𝜌(𝒓)]

𝛿𝜌(𝒓)
+

𝛿𝐸𝑛𝑐𝑙

𝛿𝜌(𝒓)
 

 (2.50) 

 

So for a real system: 

 

[−
1

2
∇2 + 𝑣𝑒𝑥𝑡(𝒓) + 𝑣𝑐[𝜌(𝒓)] + 𝑣𝑋𝐶[𝜌(𝐫)]] 𝜙𝑖 = 𝜖𝑖𝜙𝑖 

 (2.51) 

 

In equation (2.51), the exchange-correlation term 𝑣𝑋𝐶[𝜌(𝐫)]is unknown so the Kohn-

Sham method still does not allow calculating the exact energies but already reduces the 

part of the energies for which the functionals need to be guessed significantly. There is a 

wide variety of functionals to approximate the exchange-correlation interaction. Local 

density approximation (LDA) functionals (e.g., LDA, VWN3,…) have a huge application 

in solid-state physics. Generalized gradient approximation (GGA) functionals, 

considering the terms depending on the density gradient, are popular in chemistry 

calculations. BP86, PBE, and BLYP functionals are the most popular functionals from 

this category. Hybrid functionals were introduced by Becke in 1993. Becke gained a 

significant improvement in the energy by mixing the LDA and/or GGA functionals with 

a portion of the exchange interaction from Hartree-Fock theory. B3LYP is the most 

favoured among the hybrid functionals as well as PBE0. In equation (2.51), the last two 

terms on the left-hand side depend on the density. Hence initial values for the density and 

the iterative method, i.e. self-consistent-field (SCF), should be employed in order to solve 

the equation. Selecting the initial Kohn-Sham orbitals 𝜙𝑖 leads us to provide the initial 

electron density for the starting point of the calculations. 

The Kohn-Sham orbitals are built as a linear combination of basis sets. 

 

𝜙i(𝒓) = ∑ 𝑐𝑖𝑗𝜓𝑖 (𝒓) 

𝑗

  
(2.52) 

 

Depending on the atoms existing in the structure, different types of basis sets can be 

chosen, e.g. Gaussian functions or plane waves. [3]  
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2.3.2 Calculating EPR parameters with DFT 
 

In order to calculate the EPR parameters for a given molecular structure, one first needs 

to optimize the geometry. The coordinates of the optimized geometry are used to calculate 

the EPR parameters in a single-point computation. The 𝒈-tensor and hyperfine couplings 

are calculated via a second-order perturbation approach. In this approach, the 𝒈-tensor 

components are given by: 

 

𝑔𝜇𝜈 =
2

𝛼

∂2 ⟨𝜓0|�̂�|𝜓0⟩

∂Bμ𝜕𝑆𝜈  
|

𝐵=𝑆=0

 
 (2.53) 

 

Here |𝜓0⟩ is the wave function of the ground state, and 𝛼 =
1

137
  is the fine-structure 

constant. The perturbation operators need to be considered in the Hamiltonian �̂� via the 

Hellmann-Feynman theorem [27]. 

 

𝑔𝜇𝜈 =
2

𝛼

∂

∂Bμ 
 ( ⟨𝜓𝐵𝜇

|
∂�̂�
𝜕𝑆𝜈

|
𝑆=0

|𝜓𝐵𝜇
⟩)|

𝐵=0

 
 (2.54) 

 

in which | 𝜓𝐵𝜇
 ⟩  is the eigenfunction of Hamiltonian in the presence of the external 

magnetic field along the x-axis. Only the first-order correction of the magnetic field is 

needed. Since we calculate the 𝒈-tensor components at 𝑩 = 0, 𝑆 = 0, in perturbation 

contributions, only the linear terms of the spin component and the order of 0 and 1 of the 

magnetic field component are effective. As mentioned earlier, the major interactions in 

𝒈-tensor come from the EZ and SO couplings. These contributions are given by: 

 

�̂�EZ =
𝛼

2
∑ 𝑔𝑒�̂�𝒊. 𝑩(𝒓) 

𝑖

 
 (2.55) 

 

�̂�𝑆𝑂 =
𝛼2(𝑔𝑒 − 1)

2
∑ 𝑍𝐼 �̂�𝒊.

𝒓𝒊𝑰 × �̂�𝒊 

|𝒓𝒊𝑰|𝟑

𝑖,𝐼

          
 (2.56) 

in which 𝑟𝑖𝐼  is the distance between 𝐼𝑡ℎ nucleus and 𝑖𝑡ℎ electron, and �̂�𝒊 is the momentum 

operator of electron i. 

The hyperfine tensor 𝑨 is calculated in a similar way,  

 

 

𝐴𝜇𝜈 =
∂

∂Iμ 
 ( ⟨𝜓𝐼𝜇

|
∂�̂�
𝜕𝑆𝜈

|
𝑆=0

|𝜓𝐼𝜇
 ⟩)|

𝐼=0

 
 (2.57) 

 

All the DFT computations for EPR parameters and geometry optimisation in this thesis 

have been performed using ORCA 3.2.  [28]. 
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2.3.3 Gibbs Energy calculations 
 

In order to calculate the vibrational frequency, calculations were performed using ORCA 

4.1 [28]. After computing the vibrational frequencies and the normal modes of the 

system, for a given temperature and pressure (ambient conditions in this thesis), the 

thermodynamic functions such as enthalpy (H), entropy (S), and Gibbs free energy (G) 

are determined, assuming a gas-phase molecule and using statistical mechanics. The first 

function is the inner energy (U), is composed of  

 

𝑈 = 𝐸𝑒𝑙 + 𝐸𝑍𝑃𝐸 + 𝐸𝑣𝑖𝑏 + 𝐸𝑟𝑜𝑡 + 𝐸𝑡𝑟𝑎𝑛𝑠  (2.58) 

in which 𝐸𝑒𝑙 is the total energy from the single point calculation, 𝐸𝑍𝑃𝐸  is the zero-point 

energy, 𝐸𝑣𝑖𝑏 is the finite temperature correction to 𝐸𝑍𝑃𝐸 , 𝐸𝑟𝑜𝑡 is the rotational thermal 

energy and 𝐸𝑡𝑟𝑎𝑛𝑠 is the translational thermal energy. Enthalpy is given by,  

 

𝐻 = 𝑈 + 𝑘𝐵𝑇  (2.59) 

in which U  is the inner energy and kB is Boltzmann’s constant, and T is the temperature. 

By adding the entropy (S) to the enthalpy, Gibbs free energy value are obtained, which is 

given by 

 

𝐺 = 𝐻 + 𝑇𝑆  (2.60) 
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3 State of art in EPR spectro-

electrochemistry 
 

 

 

EPR spectroscopy is not usually considered a standard technique within the 

electrochemist’s toolkit. It was used more frequently in electrocatalysis research from 

the 1960’s until the 1990’s to identify paramagnetic reaction intermediates and elucidate 

reaction mechanisms, but is less used nowadays. Since the 1990’s however, 

technological progress has made advanced EPR methods more readily available, which 

has allowed for more sensitive measurements and better identification of intermediate 

species. Furthermore, developments in additive manufacturing have made it easier and 

cheaper to construct specialised electrochemical cells for EPR research. This chapter 

aims to provide an overview of contemporary research combining electrocatalysis and 

EPR, and this offers a starting point for the research discussed in this work. Firstly, the 

chapter covers the challenges involved with in-situ cell design and gives an overview of 

recent cell designs. Next, a number of contemporary mechanistic and quantitative 

studies are discussed to explore the possibilities of CW-EPR spectroscopy. Finally, it 

covers advanced pulse EPR techniques and their (so far) limited use in electrocatalytic 

research. 

 

 

 

 

 

This chapter is a strongly adapted version of Stephan den Hartog, Sander Neukermans, 

Mohammad Samanipour, H.Y. Vincent Ching, Tom Breugelmans, Annick Hubin & 

Jon Ustarroz in “Electrocatalysis under a magnetic lens: a combined electrochemistry 

and electron paramagnetic resonance review”, Electrochimica Acta, 407,139704 2022.  
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3.1 Introduction 
 

The fields of electrocatalysis and EPR spectroscopy have a shared history that goes back 

further than one might expect from the relatively low number of contemporary studies. 

As mentioned in chapter 1, research in electrocatalysis is mainly concerned with what 

happens to the electrode surface and on the electrode-electrolyte interface. Chapter 2 

highlighted that while electrochemical techniques probe the surface processes but 

provide no direct information about what may happen subsequently in the solution, EPR 

can monitor certain paramagnetic species on the surface but is also able to detect 

electrochemical reaction intermediates in solution after desorption.  

As explained in chapter 2, EPR is a technique for the detection of paramagnetic species. 

Although this causes limitations on the number of species observable by EPR in 

comparison to other spectroscopy techniques, a wide variety of catalytic systems still 

contain paramagnetic centres. Hence, in-situ EPR techniques can provide valuable 

information on structure–reactivity relationships. Selected examples of such 

paramagnetic systems include:  

1) Transition-metal ions (TMI) in paramagnetic oxidation states: These species 

play an essential role in catalytic and electrocatalytic synthesis [1–3]. The vast 

majority of in-situ EPR studies focus on analysing their changes in different 

temperatures and atmospheres. Reviews in ref  [4–6] are partly and reviews in 

ref  [7,8] are entirely dedicated to this topic. Table 3.1 shows selected 

paramagnetic TMI that can be used in catalysis. Due to the short electron 

relaxation times, it is not always straightforward to detect all of them with EPR 

at room-temperature. Freezing to temperatures below 77 K is then required, 

which can impose some restrictions for in-situ studies under realistic reaction 

conditions. However, EPR on freeze-quenched samples can still provide 

essential information on redox and catalytic behaviour [5]. 

 
Table 3.1 Selected TMI relevant for heterogeneous catalysis with corresponding electron 
structure of the outer subshell. Table taken from  [5]. 

𝒅𝟏 𝒅𝟐 𝒅𝟑 𝒅𝟒 𝒅𝟓 𝒅𝟔 𝒅𝟕 𝒅𝟖 𝒅𝟗 

𝑽𝟒+ 𝑉3+ 𝑀𝑛4+ 𝑀𝑛3+ 𝑀𝑛2+  𝑁𝑖3+ 𝑁𝑖2+ 𝑁𝑖+ 

𝑴𝒐𝟓+ 𝑀𝑜4+ 𝑀𝑜3+ 𝐶𝑟2+ 𝐹𝑒3+ 𝐹𝑒2+ 𝑅ℎ2+ 𝑅ℎ+ 𝑅ℎ0 

𝑪𝒓𝟓+  𝐶𝑟3+  𝑅𝑢3+ 𝑅𝑢2+  𝑃𝑡2+ 𝑃𝑡+ 

𝑻𝒊𝟑+    𝑂𝑠3+ 𝑂𝑠2+ 𝑃𝑑3+ 𝑃𝑑2+ 𝑃𝑑+ 

𝒁𝒓𝟑+    𝐼𝑟4+ 𝐶𝑜3+ 𝐶𝑜2+ 𝐶𝑜+ 𝐴𝑔2+ 

        𝐴𝑢2+ 

        𝐶𝑢2+ 

 

2) Radical species, such as 𝑂2
•− or 𝑂𝐻•−, can be formed in solution or on the 

surface of a solid. Related defect centres such as 𝑂− can be formed in the bulk 

of solids like metal oxides [9]. Radical species can be formed in many chemical 

reactions, such as electrocatalytic reactions. This thesis focuses on the latter.  

 

 



3 State of art in EPR spectro-electrochemistry 

M.Samanipour  47 

The term in-situ EPR is in catalysis not always clearly defined and may refer to: 

(A) Quasi-in-situ studies, in which the catalysts are pretreated at high temperatures 

and special atmospheres in line with real reaction conditions, and then cooled 

down for EPR experiment purposes without contact with ambient atmosphere.  

(B) Real in-situ EPR: Recording the EPR spectra under the reaction condition 

simultaneously with the progress of the chemical reaction.  

The works on case (B) are less numerous than case (A) because of (i) the lack of 

commercially available experimental tools and the challenges to make them; (ii) at the 

higher temperatures in which the catalysts are active, the EPR signals for the TMI are 

not detectable due to the short relaxation times.  The articles that will be introduced in 

the following sections will contain both categories mentioned above [5]. 

From the 1960’s until the late 1990’s, spectroelectrochemical EPR (SEC-EPR) was 

much more common in electrocatalysis research than it is now and was typically used 

to identify radical species generated during the electrode reaction to elucidate reaction 

mechanisms and kinetic parameters. Early works did much to push SEC-EPR forward 

through studies on the oxidation and reduction pathways of various molecules such as 

nitriles, hydrocarbons and amines [10–12]. Several different SEC-EPR cells were 

developed during this time, upon which new contemporary designs are based as 

discussed in the section ‘in-situ setup design’ of this review. Nowadays, studies 

combining electrochemistry and EPR often use EPR as a tool to identify structural 

changes or defects in materials, or the redox behaviour of enzymes and metal-ligand 

complexes [13–18]. In fact, the potential of SEC-EPR in electrocatalysis is currently 

under-utilised since it can yield valuable information about paramagnetic intermediate 

species that cannot be obtained with combining electrochemistry with other 

characterisation techniques. FTIR, UV-VIS and Raman are often favoured for studies 

of electrode interfaces because of their versatility and ease of use [19–22]. However, 

EPR has its own advantages: it is very sensitive, and a conventional setup can readily 

detect concentrations in the μM range, and can detect paramagnetic intermediates 

directly. SEC-EPR combines the dynamic character of electrochemical experiments 

with the specific requirements of EPR measurements but is complicated by the 

conflicting requirements of the two disciplines (see further). Nevertheless, with careful 

experimental design, many of the challenges and sources of error can be overcome or 

avoided to yield precise information about the identity and quantity of paramagnetic 

intermediates and, ultimately, the reaction mechanism.  

 

3.2 Setup designs and related challenges  
 

The requirements for successful EPR detection contradict the common practices of 

analytical electrochemistry. In a conventional EPR spectrometer, a sample is placed in 

a resonance cavity (MW resonator) that is situated between the poles of an 

electromagnet, which generate the external magnetic field. Figure 3.1 shows the 

different parts of an X-band CW-EPR.  

The sample is placed in the resonance cavity, with sample holders being typically 

cylindrical quartz tubes or flat cells. The resonance cavity containing the sample is tuned 

so that the MW frequency matches the cavity’s resonance frequency, and standing 

waves are formed. The quality factor (Q-factor) describes the efficiency with which a 
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cavity stores the MWs. Higher Q-factors result in more sensitive CW-EPR 

measurements. The Q-factor is maximised by critically coupling the cavity with the 

detector, meaning that the amount of MWs reflected to the detector is minimised. When 

the resonance condition is fulfilled during an EPR measurement, the sample absorbs the  

MWs, and the coupling condition is disturbed, causing MWs to reflect back to the 

detector. In combination with the amplitude modulation detection discussed in chapter 

2, this results in the typical CW-EPR signal.  

 

 
Figure 3.1 Schematic drawing of an X-band CW-EPR spectrometer 

As a result of this instrumental setup, there should be minimal MW absorption by any 

materials within the cavity that are not the species of interest. Additionally, these 

materials should preferably have a low relative permittivity. The electric field strength 

varies across the inside of the cavity with local minima and maxima. MWs are absorbed 

by materials in an electric field, with higher absorption taking place at higher relative 

permittivity (i.e. lossy samples) and/or higher electric field strength. The placement of 

material at the electric field minimum therefore becomes more crucial the higher its 

relative permittivity is, for instance, for the polar solvents. 

 

 
Figure 3.2: (a) The magnetic field vector (left) and electric field vector (right) inside a TE102 cavity 
when standing waves are formed. (b) The resulting magnetic field intensity (left) and electric 
field intensity (right). Adapted from ref [23]. 
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In TE102 resonance cavities typically used for X-band CW-EPR experiments, the local 

minima and maxima are well-documented (Figure 3.2), and the optimal minimum of the 

electric field is a thin line in the middle of the cavity, parallel to the electric field vector 

in which the magnetic field component magnitude is maximum. EPR sample holders 

for lossy samples are therefore very thin (≤1 mm). Two types of commercial reaction 

vessels are available to date for the room temperature experiments in polar solvents: 

capillaries and flat cells with a flat section sample gap of 0.3 or 0.5 mm from Wilmad. 

The aforementioned aspects need to be taken into consideration when designing a 

combined SEC-EPR setup, and options need to be carefully weighed off. Ideally, EPR 

requires the use of non-absorptive materials for cavity tuning and subsequent 

measurement of samples. If absorptive materials are unavoidable, their volume should 

be reduced to a minimum. Additionally, cell materials with paramagnetic centres will 

complicate spectra when the 𝑔-values are similar to the paramagnetic species of interest 

due to spectral overlap, e.g. radical signals in polymers that are synthesised through a 

radical polymerisation reaction or the E-centre in quartz. In some cases, the background 

signal can be eliminated by a pretreatment, e.g. heating, but in most cases, it is better to 

avoid these materials. In all cases, blank experiments with just the cell should be 

performed as a control. Next, the electrolytes used in electrochemistry typically have a 

high relative permittivity, and the electrolyte volume inside the cavity should therefore 

also be minimised and precisely placed in the electric field minimum. Special care 

should also be taken with the electrical components such as connecting wires and 

electrodes. Bulk metal electrodes can be reflective, and electrode support materials may 

also reflect or absorb the MWs. Their volumes should therefore also be minimised by 

using thin wires or ultrathin sheets if they are placed inside the cavity. Finally, the 

dimensions of the cavity place strict size limitations on electrochemical cell design. The 

high relative permittivity of electrolytes means that as little volume as possible should 

be placed outside the electric field minimum. The dimensions of the TE102 rectangular 

cavity in X-band CW-EPR are already discussed. Other cavities, such as the TM110 or 

TE011 cylindrical cavities, can also be used. These cavities have different (size) 

requirements than the TE102 cavity, but the principles are the same. EPR can also be 

performed at higher frequency ranges, such as Q-band (35 GHz) and W-band (95 GHz), 

leading to higher spectral resolution  [23]. However, this comes at a price: the maximum 

diameter of samples for Q- and W-band cavities are 3 mm and 0.8 mm, respectively, 

restricting the degrees of freedom in cell design for the electrochemist tremendously. 

The small sizes of the sample holder restrict the types of electrodes that can be used: 

bulk electrodes do not fit, and thus wires or thin electrodes are used that are far from 

ideal to do analytical electrochemistry ( [24] for X- and  [25] for Q/W-band). 

When investigating a catalyst/reaction combination, the initial characterisation is done 

by electrochemical means only, i.e. cyclic voltammetry (CV). It is important that one 

can draw parallels between these measurements and in-situ EPR experiments to be 

confident that the observed phenomenon corresponds to the desired one. Some general 

considerations should be made when interpreting SEC-EPR results. Firstly, due to the 

dimension restrictions, the in-situ electrochemical behaviour may deviate from the bulk. 

Secondly, the electrode surface should be reproducible in order to obtain similar EPR 

signal intensity and electrochemical behaviour between experiments. Thirdly, the 

positioning of the reference electrode (RE) should be carefully determined to avoid the 

introduction of uncompensated ohmic resistance. Finally, the distance between the 
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working (WE) and counter electrode (CE) should be small enough so that the 

compliance voltage of the potentiostat is not exceeded and large enough so that radicals 

generated at the counter electrode do not diffuse within the sensitive part of the cavity. 

Some of these aspects will be mentioned in later chapters. 

The majority of the SEC-EPR related studies in the last decade up to the current work 

were performed in commercial flat cells. Examples of electrochemical EPR cells for 

different applications are listed in Table 3.2 and Table 3.3. Most designed setups are 

based on the cells that were published earlier and were listed by Wadhawan and 

Compton in the section EPR Spectroscopy in Electrochemistry from the Encyclopedia 

of Electrochemistry [26]. Some have been adapted for specific applications. 
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Table 3.2. SEC-EPR studies in which in-situ generated organic radicals were detected 
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Table 3.3  SEC-EPR studies in which in-situ generated paramagnetic metal complexes were 
detected. 
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3.3 Applications  
 

Due to the specific possibility of paramagnetic intermediate detection offered by the 

combination of electrochemistry and EPR, it appeals to scientists acquainted with 

different subdivisions of the electrochemical science such as batteries, complexes, 

polymers, supercapacitors, organic electrochemistry, etc. In all cases the EPR spectrum 

is simulated to confirm the identity of the paramagnetic intermediate, and a mechanism 

is postulated based on this information. EPR data can also be used for quantitative 

studies. As previously stated, these experiments can be performed in-situ under reaction 

conditions or quasi-in-situ following by quench-freezing after or during electrolysis for 

EPR measurements. Here, some examples are discussed in a non-exhaustive exemplary 

way. 

 

3.3.1 In-situ CW-EPR experiments  
  

A study by Tamski et al. shows that radical species generated by an electrocatalytic 

reaction in a custom setup can be precisely quantified using a combined SEC-EPR 

approach [35]. Tamski et al. found that with careful design of the SEC-EPR setup, 

specifically the cell and the resonating chamber, reliable quantification up to µM 

concentrations is possible. Their work does highlight an additional challenge for SEC-

EPR measurements: quantification is not a routine exercise and requires more careful 

planning and thought than other techniques such as UV-VIS or Raman. Important to 

note is that this study was performed on a radical species with a relatively simple EPR 

spectrum and a long lifetime (t1/2 ≈ 20 s). 

In some cases, a deeper understanding of the reaction mechanism can be obtained by 

the introduction of radical traps and scavengers. Radical scavengers are molecules that 

react with radical intermediates and therefore block the reaction from proceeding 

further. Radical traps convert short-living radicals in long-living radicals (see also part 

II and part III of this thesis). Depending on the radical species, different scavengers and 

traps can be used. In a study on electrochemical ammonia degradation by Liu et al., the 

authors proposed a reaction mechanism that included several radical species that they 

could detect by SEC-EPR [48]. The production of •Cl and •OH was determined by EPR 

using 5,5-dimethyl-1-pyrroline N-oxide (DMPO) as the spin trap. In order to determine 

the dominant active species, they added nitrobenzene (NB) as an •OH scavenger and 

tert-butanol (tBuOH) as a •Cl and •OH scavenger and found that the major contributor 

to ammonia conversion is likely •Cl. While spin traps and scavengers can give useful 

information about competing species in a reaction mechanism, their addition may 

complicate or influence the (electro)chemistry of the system. Therefore their use, should 

be considered carefully. This will be discussed in more detail in chapter 4. 

Functionalisation of the working electrode offers possibilities to probe biochemical 

redox reactions electrochemically. Ali et al. used a combined EPR and electrochemical 

setup to provide evidence for an electrocatalytic mechanism for the oxidation of NADH 

to NAD+ [49]. They grafted carbon electrodes with quinone molecules with two 

different methods. The first method uses an electrochemical process to introduce 

anthraquinone on flexible carbon fibre (FCF) to make the electrodes named (FCF-AQ). 

The second methodology modifies the FCF by quinone groups using a one-pot chemical 
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reaction using KMnO4, FCF, and quinones. The electrodes made by the second 

methodology are named (FCF-O). CV experiments showed drastically different redox 

behaviour for the functionalised electrodes in the presence of the NADH compared to 

the absence of NADH. Ali et al. then looked at the NAD+ regeneration from NADH by 

the functionalised electrodes through in-operando EPR spectroscopy. They recorded 

EPR spectra of the electrodes while running chronoamperometric experiments. In the 

absence of NADH, a baseline EPR spectrum was obtained for each of the functionalised 

electrodes. When the experiments were repeated in the presence of NADH, the intensity 

of the EPR signal increased for both FCF-AQ and FCF-O, which is consistent with an 

increase in the concentration of unpaired electrons in the sample. The difference in 

intensity increase in presence of NADH between FCF-AQ and FCF-O agrees with the 

ratio of surface concentration of the quinone functional groups of FCF-AQ and FCF-O. 

Ali et al. found that the increase in spin concentration shows Butler-Volmer behavior 

consistent with electrocatalysts. From this, they proposed a new mechanism for the 

electro-oxidation of NADH by the quinone groups. 

 

3.3.2 Quasi in-situ CW-EPR experiments 
 

EPR detection of TMIs usually requires low temperatures with the electrochemical cell 

immersed in the liquid nitrogen during the quasi in-situ experiment. Quench-freezing 

stops the electrolysis and isolates the active states. At low temperatures, the polar 

solvent (such as water and acetonitrile) no longer strongly absorb MWs, so the standard 

4 mm EPR tubes can be used, which allows using electrodes with higher surface 

areas  [15,50]. Freezing also provides the advantage of stability for the reactive species. 

A nice example of a well-suited SEC-EPR system can be found in a study by Mondal 

et al. on water oxidation by tris(5,10,15-pentafluorophenyl)-2,3,7,8,12,13,17,18-

octabromocobalt corrole (CoBr8) [51]. Water can be oxidised via a 2e-/2H+ pathway to 

H2O2, or via a 4e-/4H+ pathway to O2. CV experiments in acetonitrile under 

homogeneous conditions show two oxidation peaks at 0.95 V and 1.4 V vs NHE 

corresponding to the processes [cor-Co(III)-OH2/ cor•+-Co(III)-OH] and [cor•+-Co(III)-

OH/ cor•+-Co(III)-OH•-]. Upon freezing of the sample after half an hour of electrolysis 

at 1.3 V, a signal is observed in EPR (Figure 3.4A). The EPR data with and without 

water (Figure 3.4A green and red, respectively) show a signal at 𝑔 = 1.98, which is 

characteristic of an organic radical. Literature and DFT calculations suggest that this 

signal corresponds to the Co(III) corrole radical cation. Electrolysis upon addition of a 

base shows a new rhombic  EPR signal (Figure 3.4A blue) around 𝑔 = 2.01  with the 𝑔 

anisotropy smaller than the EPR spectrum of Co(II) corrole. Previous results on the 

oxygenation of Co(II) corrole and porphyrins show that the obtained signal corresponds 

to [Co(III)-O2
•-]. EPR spin quantification shows 15 ± 5% of this species in the solution. 

The fast decay rate (half-life around 60 s) of the EPR signal proves the nonstability of 

the product resulting from O2 binding to Co(II) species. The quantification results 

indicate that [Co(III)-O2
•-] is the precursor to the evolved O2. 
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Figure 3.3 Chemical structure of the investigated cobalt(III) corrole complex (CoBr8). 

 
Figure 3.4. CW-EPR of cobalt(III)−superoxide intermediate involved in water oxidation recorded 
at 77 K. EPR spectra of (A) the oxidised CoBr8 produced by electrochemical oxidation in degassed 
acetonitrile (red), in water:acetonitrile mixture (green), in aqueous-base:acetonitrile mixed 
solvent (blue), and (B) Co(III) superoxo corrole as obtained by oxygenation of the reduced Co(II) 
corrole (green) and after electrochemical oxidation in degassed aqueous-base:acetonitrile 
solvent mixture (blue). Reprinted (adapted) with permission from Mondal et al. [51]. 

A setup using a gold WE and silver pseudo-reference wire and Pt CE in a standard EPR 

tube designed by Kutin et.al  [50] can be used for homogeneous and heterogeneous 

catalytic reactions. Kutin et al. showed that they could follow the electrochemical film 

formation of a cobalt oxide from a Co(NO3)2 solution using EPR spectroscopy [50]. 

Such films have the potential for use in large-scale water splitting applications. They 

followed the EPR intensity of Co(II) in both the electrolyte and the cobalt/phosphate 

derivative film and were able to distinguish between the two due to the difference in 

EPR relaxation times. The authors studied the effect of potential on the deposition 

mechanism through the use of EPR at low temperature. At high potentials, they detected 

an increase in Co(IV) formation instead of Co(II), which signifies the presence of  

Co(IV) under catalytic potentials.  
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Quasi in-situ pulse EPR Experiments  
 

Up until this point, we have only discussed CW-EPR studies. As explained in section 

2.1.3, ESEEM and ENDOR techniques offer more detailed information and are used to 

address the small nuclear transitions which are not detectable by CW-EPR. They 

require, however, low temperatures and thus freeze-quenching experiments.  

 

 
Figure 3.5 a) 2P-ESEEM spectrum of Mn(II) complex intermediate with 13CO2 bubbling before 
(black) and after (blue) adding water. b) HYSCORE spectrum of the frozen solution of [Mn-
(dmbpy)(CO)3]2 0.45 mM MeCN + 0.1 M TBAP + 13CO2 + 5% H2O. Adapted from Bourrez et 
al. [53]. 

Bourrez et al. [52,53] studied the CO2 electrocatalytic reduction by Mn complexes 

which are precursors for electrocatalysis of CO2 to CO in hydro-organic electrolytes. 

They proposed the following catalytic cycle. The reaction begins with the reduction of 

[MnI(L)(CO)3]- (L = bpy(2,2’-bipyridine)), followed by a dimerization reaction. The 

dimer then reacts with CO2 and a proton. In this step, a low-spin Mn(II) complex 

intermediate is made, which is detectable by EPR. At the end, the Mn(II) species is 

reduced to the initial Mn(I) complex. The electrochemical experiments were performed 

ex-situ in a standard one-compartment three-electrode electrochemical cell with a 

vitreous carbon WE, Ag/AgNO3 RE and a Pt plate CE. In order to identify the 

intermediate, EPR measurements were performed on a frozen sample taken after 

electrolysis containing [Mn0(dmbpy)(CO)3]2 bubbled with 13CO2 before and after the 

addition of 5% water in CH3CN. Since 12C has no nuclear spin, 13CO2 is necessary in 

order to be observable in EPR. The CW-EPR spectrum showed a broad signal at      

𝑔𝑖𝑠𝑜 =  2.001 with a linewidth around 100 mT, which does not reveal much information 

about the coupled nuclei. The significant amount of water used in the electrocatalytic 

process makes analysis by IR spectroscopy challenging. In contrast, pulse EPR methods 

at the frozen solution provided direct evidence about the nuclei coupled to the Mn(II). 

The 2P-ESEEM spectrum showed peaks at 3.50 and 6.9 MHz, which correspond with 

the Larmor frequency (and its combination line) of 13C from 13CO2; and another peak at 

14.10 MHz, which correspond with the Larmor frequency of 1H. By adding water, the 

ESEEM signal from protons became more dominant, which corroborates the interaction 

of water protons with the electron spin (Figure 3.5a). Using HYSCORE measurements, 

they found relatively isotropic weak hyperfine coupling of 6.4 MHz for 1H and dipolar 

interaction of 1.2 MHz for 13C (Figure 3.5b). The results show the direct coordination 

of 13C nuclei to the MnII ion and the protons further from the metal centre, thus 

demonstrating an experimental method to find the oxidation state of the metal and the 

bond characteristics of CO2 in the CO2-adduct intermediate in the electrocatalytic cycle.  
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He et al. [54] studied the electrochemical nitrate reduction to NO2 on 1T-MoS2 

distributed onto a carbon paper substrate. The 1T phase of MoS2 (i.e. phase with 

octahedral coordination) exhibits metallic behaviour. 1T-MoS2 is used for phase 

engineering in electrocatalysis to increase the catalytic activity [55,56]. It is used for 

CO2 reduction [57–60], denitrification [61–63], and electrosynthesis of functional 

molecules [64–67]. He et al. performed their electrolysis experiments in nitrite, citric 

acid and phosphate buffers with pH values ranging between 4 and 7 in a two-

compartment electrochemical cell separated by a Nafion perfluorinated membrane. The 

WE consisted of a 1T-MoS2 powder/nafion ink suspension on a carbon paper substrate, 

with an Ag/AgCl RE and Pt wire CE. The reduction of CO2 by the metal complex was 

performed in-situ in a standard EPR tube for the CW-EPR experiments. Using 1H 

Davies ENDOR experiments, they detected the proton hyperfine couplings to confirm 

the protons’ locations versus the electrochemically active Mo(V) of 1T-MoS2 [54]. The 

hyperfine coupling of the proton binding to the Mo centre was obtained, with the 

isotropic contribution value (Aiso = 1.2 MHz) and electron-nucleus dipolar contribution 

(Adip = [-4.6, 3.3, 1.3] MHz). From these values, the distance between Mo(V) and the 

proton is estimated to be around 3.26 Å and the angle O-Mo-H is ~ 115 ̊. 

Gerlach et al. reported electrocatalytic oxidation of water using 6,6′-

dihydroxybipyridine (6,6′-dhbp)/copper complexes as the catalyst [68]. 6,6′-

dhbp/copper complexes are capable of electrocatalytic water oxidation in an aqueous 

base which can be used to make a sustainable energy source. CV experiments were 

performed using a vitreous carbon WE, Ag/AgCl RE and Pt disk CE. The EPR 

experiments were performed in-situ; it is not mentioned what cells were used. The 

various oxidation forms of complex 1 are shown in Figure 3.6. CW-EPR spectra showed 

that 6,6′-dhbp ligands coordinate to copper at pH 5.7 - 12.6, but do not bind to Cu2+ at 

pH 3.5 and 13.3. Between pH 5.7 – 10, only species 1a exists, which disappears between 

pH 10 – 12 as 1b and 1c appear. HYSCORE experiments were performed for further 

identification of species 1a, 1b and 1c. HYSCORE is able to detect water protons up to 

0.7 nm and 13C atoms of the ligands up to 0.44 nm away from the paramagnetic centre. 

HYSCORE spectra of complex 1 show the ligated water protons between pH 10 - 12.5, 

and show the 13C atoms of 6,6′-dhbp ligand between pH 10 - 12.5. 

 

 
Figure 3.6 Complex Hydrogen Ion Interrelationships of [(6,6′-dhbp)2Cu]n (where n = charge) 
Complexes (1) in water (L = OH2/OH). Adapted from Gerlach et al. [68]. 
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3.4 Outlook 
 

In general, the use of SEC-EPR as a mainstream technique is at the moment limited by 

the fact that most EPR spectrometers are large and expensive instruments that are often 

only accessible in specialised laboratories. This is especially so for high-frequency 

instruments working at W-band and higher frequencies. As an example, Belgium only 

has one high-field EPR spectrometer housed at the University of Antwerp. However, 

most SEC-EPR setups use X-band CW-EPR spectrometers. Moreover, the development 

of the inexpensive (10-fold cheaper) table-top X-band CW-EPR instruments opens the 

use of SEC-EPR to non-specialists [69]. 

Potentially, the use of EPR can be even more boosted by combination with the 

miniaturisation of EPR instruments. In recent years an EPR Mobile Universal Surface 

Explorer (EPR-MOUSE) was introduced that allows low-frequency EPR at 

surfaces [70]. A pulsed EPR ‘dipstick’ spectrometer is another evolved device 

containing an EPR sensor with a diameter of 2 mm and length of 3.6 mm at a frequency 

of 2.6 GHz. This device is suitable for catalytic studies since it can be immersed in a 

liquid sample [71]. This builds on the EPR-on-a-chip (EPRoC) devices, in which all the 

different parts of the EPR instrument, such as microwave detections, electromagnets 

and the resonator, are mounted on a millimetre-sized chip [72,73]. The surface resonator 

in EPRoC relaxes the limitation of inserting the sample in the resonator. Instead, due to 

the tiny size of the instrument, one may immerse the sensor in the solution or place the 

sample on the sensor to measure the EPR data. The new microwave technology 

extremely decreases the instrumental costs.  

An important future evolution points to the use of rapid-scan EPR techniques in SEC-

EPR [23,74,75]. This technique decreases the acquisition time down to milliseconds. 

The short sweep time in this technique enables us to detect short-lived radicals. It also 

allows using MW powers higher than conventional CW-EPR, leading to a larger S/N 

ratio [75–78]. The earlier-mentioned EPRoC allows for rapid-scan EPR [79].  

The future progress in SEC-EPR focuses on pulse EPR techniques and higher 

frequencies than X-band to use the advantages of these techniques for in-situ 

experiments. High-field EPR spectrometers using a nonresonant sample holder instead 

of a cavity [80,81]. This can decrease the restrictions caused by the space limitations in 

the cavities, which provides the possibility of performing very high-frequency in-situ 

SEC-EPR experiments in the future with a larger S/N ratio and better separation of 

overlapping signals compared with the X-band EPR experiments. The ability to perform 

higher frequency experiments using EPRoC  [82] will enable us decreasing the 

limitation of Q-band and W-band experiments which offers another way to tackle the 

size problem. 
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Spin traps, like 5,5-dimethyl-1-pyroline N-oxide (DMPO) are commonly used to 

identify radicals formed in numerous chemical and biological systems, many of which 

contain metal-ion complexes. In this chapter, continuous wave electron paramagnetic 

resonance and hyperfine spectroscopy are used to prove the equatorial ligation of 

DMPO(-derived) molecules to Cu(II), even in the presence of competing nitrogen bases. 

The experimental data are corroborated with density functional theory calculations. It is 

shown that 14N HYSCORE can be used as a fingerprint method to reveal the 

coordination of DMPO(-derived) molecules to Cu(II), an interaction that might 

influence the outcome of spin-trapping experiments and consequently the conclusion 

drawn on the mechanism under study.  

This chapter is redrafted from: 

M. Samanipour, H. Y. V. Ching, H. Streckx, B. U. W.  Maes, S. Van Doorslaer, The 

non-innocent role of spin traps in monitoring radical formation in copper-catalyzed 

reactions, Appl. Magn. Reson., 51, 1523-1542 (2020).  

 

Own contribution: EPR measurements and analysis, DFT computations, UV-Vis 

spectroscopy, and manuscript writing. 
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4.1  Introduction 
 

Copper is one of the most abundant transition metals on earth, with relatively low 

toxicity [1]. Its rich redox chemistry is exploited both by nature and by synthetic 

chemists to functionalize organic molecules [2–5]. The efficient way in which Cu-

containing enzymes can activate O2 to perform selective oxidase and oxygenase 

reactions has inspired chemists in their search of Cu/O2 systems for selective oxidation 

of organic molecules [2–4]. In many of the copper-catalyzed synthesis pathways of 

organic molecules, the formation of highly reactive, short-living radical intermediates, 

such as reactive oxygen species (ROS, e.g. O2
•-, •OH, …) and carbon-centered radicals, 

are hypothesized to play a crucial role [2–4]. Electron paramagnetic resonance is by far 

the most used analytical technique to study (intermediate) radical formation and to 

investigate paramagnetic redox states of transition metals, such as Cu(II)  [6]. The 

detection of very reactive radicals with EPR can, in some cases, be done directly after 

rapid freezing of the sample but is mostly performed indirectly via spin trap EPR [7–9] 

Spin trapping exploits the rapid reaction of very short-living radicals with diamagnetic 

spin trap molecules to form a more stable radical that can be easily detected by EPR. In 

most cases, nitrones, N-oxides and nitroso compounds are used as spin traps that will 

lead to a stable nitroxide radical after reaction with the short-living radical, as is 

demonstrated in Figure 4.1 for the very common spin trap DMPO (5,5-dimethyl-1-

pyroline N-oxide, 1)  [7,8]. 

 

 
Figure 4.1 The spin trapping reaction illustrated for the reaction of a short-living radical R• with 
DMPO (1) to form the EPR-detectable adduct (2). 

 

Not surprisingly, spin trap EPR has been abundantly used to support radical mechanisms 

in copper-catalyzed synthetic and biological reactions (selected examples: [10–16]) and 

very often the spin trap is added in very large excess, up to the 103 range in equivalence 

compared to the copper catalyst.  Many studies have, however, pointed out considerable 

pitfalls in the use of spin trap EPR, such as unwanted side reactions and follow-up 

reactions that may lead to serious misinterpretations [8]. It was reported that 

nucleophilic addition of water to DMPO can lead to the formation of a DMPO/•OH 

radical adduct in the presence of iron or copper ions [17,18]. Similarly, Fe(II) and Cu(II) 

ions favor superoxide formation in dimethyl sulfoxide (DMSO) in the presence of 

NaOH under aerobic circumstances [19]. Observation of a spin trapped radical is 

therefore not always a proof of radical pathways in the reaction under study. Addition 

of transition-metal chelators to the reaction mixture can considerably hamper this 

unwanted formation of radical adducts, albeit in a way that is strongly dependent on the 

type of chelator and transition-metal ion [18,19]. 
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Despite the attention given to the potential pitfalls of spin trap EPR in terms of radical 

formation [7,8], surprisingly little attention has been paid to the possibility that 

transition-metal ions may form a complex with the spin traps or that the spin traps can 

strongly alter the reaction mechanism under study. Mason and co-workers suggested 

that Cu(II) can form a complex with DMPO, since the EPR spectra of the Cu(II) 

component in frozen aqueous solutions of CuSO4 and of CuSO4:DMPO mixtures 

strongly differ [17]. However, the large spectral difference reported in [17] is entirely 

due to freezing effects (bad glass formation in the CuSO4/water case leading to exchange 

narrowing) and in principle not a proof of DMPO ligation. Betley and co-workers 

showed that a dipyrromethene Cu(O2) complex can react with DMPO to form a very 

unusual Cu(O-DMPO) adduct, showing an alarming non-innocent effect of the spin 

trap [20]. 

In the current work, we unravel the interaction of the spin trap DMPO with Cu(II) ions. 

The methods of choice are advanced continuous-wave (CW) and pulsed EPR 

techniques. Pulsed EPR, and especially hyperfine techniques, allow mapping out the 

interactions between the unpaired electrons of paramagnetic molecules - the unpaired 

electron of the Cu(II) ion - and the magnetic nuclei surrounding this electron [21,22]. 

This facilitates the identification of the complexing ligands. We first focus on the 

copper-catalyzed aerobic oxygenation of benzylpyridine N-oxides developed in the 

ORSY group (Dept. of Chemistry, University of Antwerp) [23] and show that the 

addition of DMPO to trap free radicals considerably alters the copper complexes 

involved in the reaction. In order to understand the intricate effect of DMPO on Cu(II)-

containing systems, the Cu(II)-DMPO interaction is then monitored in the absence and 

presence of potentially competing strong nitrogen bases and chelators. Furthermore, the 

dependence of the complex formation on the starting oxidation state of the copper ions 

is tested. Density functional theory (DFT) computations are performed to corroborate 

the experimental data. 

 

4.2 Materials and methods 
 

4.2.1 Sample preparation 
 

DMPO (5,5-dimethyl-1-pyrroline N-oxide) (>97%), pyridine, 2,2’-bipyridine, 

copper(II) chloride and copper(I) iodide were purchased from Sigma-Aldrich. Dimethyl 

sulfoxide (99.9 %) was purchased from Fisher Scientific. Copper(II) acetylacetonate 

(99%), was purchased from Arcos Organics and, 2-benzylpyridine N-oxide was 

prepared as described previously [23]. 

 

4.2.2 Magnetic resonance spectroscopy 
 

X-band continuous wave (CW) and pulsed EPR measurements were performed on a 

Bruker ElexSys E580 spectrometer (microwave frequency 9.73 GHz) equipped with a 

liquid-helium cryostat (Oxford Inc). The low temperature CW-EPR measurements were 

performed at 100 K using a modulation amplitude of 0.5 mT, a modulation frequency 

of 100 kHz and a microwave power of 0.437 mW. The room-temperature CW-EPR 
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measurements of the Cu(II) complexes were performed using a modulation amplitude 

of 0.5 mT, a modulation frequency of 100 kHz and a microwave power of 30 mW.  For 

the corresponding spectra of the DMPO-trapped radicals, a modulation amplitude of 0.1 

mT and a microwave power of 0.75 mW was used. 

The standard HYSCORE (hyperfine sublevel correlation spectroscopy) [24] 

experiments were performed with a /2--/2-t1--t2-/2--echo pulse sequence. The 

pulse lengths were t/2=16 ns and t=32 ns. The times t1 and t2 were varied from 96 to 

3984 ns with the time step of 16 ns. The HYSCORE spectra are the sum of spectra taken 

at different -values (see figure captions).  

Davies ENDOR (electron nuclear double resonance) experiments [25] have been 

performed using the -T-/2----echo microwave pulse sequence with a 16 s radio-

frequency (rf) -pulse applied during time T(=20 s). A shot repetition time of 5 ms 

was used. Lengths of the microwave pulses are given in the figure captions. The rf 

frequency was swept from 1 MHz to 31 MHz in steps of 100kHz. An ENI A-300 

amplifier was used. 

The EPR, ENDOR and HYSCORE spectra were simulated using EasySpin 

v5.2.28 [26], a MATLAB toolbox developed for EPR simulations. All data were 

processed and simulated using the MATLAB R2020a version (The MathWorks, Inc., 

Natrick, MA). All HYSCORE time traces were baseline-corrected with a third order 

polynomial, apodized with a Hamming window and zero-filled. After two-dimensional 

Fourier transformation, the absolute-value spectra were computed and spectra recorded 

for different -values were added together to avoid blind-spot effects. 

 

4.2.3 Computational methods 
 

Spin-unrestricted density functional theory (DFT) calculations were performed using 

the ORCA package [27–30]. To mimic the solvent effect for all samples the COSMO 

model was used [31]. For the geometry optimizations of the Cu(II) complexes under 

study, the Becke-Perdew density functional (BP86) [32–34] was used. The Ahlrichs 

split-valence plus polarization (SVP) basis set was used for all atoms except 

copper [35]. The Ahlrich (2df,2pd) polarization functions were obtained from the 

TurboMole basis set library as implemented in ORCA. For the copper atoms the doubly 

polarized triple-zeta (TZVPP) (Ahlrichs, unpublished) basis set was used. The energy 

was converged to 1 × 10− 8 Hartree (Eh) and the tolerances of convergence in the 

geometry optimization were 3 × 10− 4 Eh/Bohr for the gradient and 5×10− 6 Eh for the 

total energy. The coordinates of the optimized structures are given in the Supplementary 

Information (4.6.2.1) ). For the single point calculations of the EPR parameters of the 

Cu(II) complexes, different combinations of density functionals and basis sets were 

investigated. As functionals, the B3LYP functional [36], BHandHLYP functional [37] 

and the PBE0 functional [38] were evaluated. These were tested in combination with 

either the 6-31+G** basis set [39,40] or EPR-II [41] for all light atoms. For the copper 

atom the triply polarized Core Properties basis set (CP(PPP)) was used as implemented 

in ORCA. The detailed comparison is given in the supplementary information (4.6.2.1). 
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4.3 Results and discussion 
 

4.3.1 Influence of DMPO on copper-catalyzed aerobic 

oxygenation of benzylpyridine N-oxides 
 

In recent work, researchers from the ORSY group (University of Antwerp) reported a 

copper-catalyzed aerobic oxygenation reaction of benzylpyridine N-oxides [23]. Facile 

oxidation of 2-benzylpyridine N-oxide (3) to the related benzoyl product 4 is obtained 

when CuI is used as a catalyst in DMSO at 100 oC under O2 (reaction scheme in Figure 

4.2). To test whether radical intermediates are formed during this reaction, the reaction 

mixture was quenched in a solution of DMPO in DMSO after 1 hour of reaction 

(reaction conditions, see legend in Figure 4.3). Although organic radicals were trapped, 

the room-temperature and low-temperature EPR spectra also revealed significant 

changes to the spectral features (and thus the nature) of the Cu(II) complexes that are 

formed by oxidation of Cu(I) during this reaction (Figure 4.3). Cu(II) ions are formed 

through oxidation of the Cu(I) centers in the presence of O2. 

 

 

Figure 4.2.  Oxidation reaction of 2-benzylpyridine N-oxide 3 using the approach described 
in [23] 

 
Figure 4.3. EPR evidence of the influence of DMPO on the oxidation of 3 via reaction scheme 2. 
(a) Room-temperature and (b) low-temperature (100 K) X-band CW-EPR spectra of reaction 
mixture before (red) and after (black) quenching in DMPO solution. Reaction conditions: 0.5 M 
3, 50 mM CuI, DMSO (10 mL), O2 (balloon), 100 oC, 1 h. Quenching of 1 mL reaction mixture in 1 
mL 0.5 M DMPO in DMSO. 

 

Without DMPO, the low-temperature CW-EPR spectrum taken after 1 h of reaction 

(Figure 4.3b, red trace, EPR parameters marked with superscript 1) shows the formation 

of a Cu(II) complex with EPR features typical of a square pyramidal or octahedral 
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mononuclear copper(II) complex. With the addition of DMPO (Figure 4.3b, black trace, 

EPR parameters marked with superscript 2), these EPR features are altered and the g-

values and 63,65Cu hyperfine coupling (A) of the two samples are clearly different. The 

same is reflected in the room-temperature CW-EPR spectrum (Figure 4.3a). This points 

to an involvement of DMPO (or a DMPO-derived product) in the ligation of the Cu2+ 

ions. 

 

4.3.2 DMPO ligation to copper(II) ions in different model 

systems  
 

In order to investigate in more detail, the interaction of in situ generated Cu(II) species 

with DMPO at the high concentrations used for spin trapping, CW-EPR spectra of 

aerated CuI/DMSO solutions with increasing concentrations of DMPO were recorded 

(Figure 4.4). EPR-active Cu(II) was generated from the EPR-silent Cu(I) starting 

material during preparation of the EPR sample in air. The EPR parameters of the 

CuI/DMSO solution (Table 4.1, complex I) are typical of CuBr2.2H2O in DMSO [42] 

and of CuI in aerobic DMSO [43]. Upon addition of DMPO, the contribution of a new 

Cu(II) species (Table 4.1, complex II) is observed in the EPR spectrum. The weight of 

this component is growing with increasing DMPO concentration (see inset Figure 4.4 

and Table 4.2). The spectral change is also observed at room temperature (Figure 4.5A). 

The g- and Cu hyperfine values of complex II resemble those of frozen methanol 

solutions of Cu(ClO4)2.2H2O and pyridine N-oxide (gx,y=2.08, gz=2.320, Ax,y=26 MHz, 

Az=448 MHz) and of Cu(ClO4)2.2H2O and -picoline N-oxide (gx,y=2.082, gz=2.300, 

Ax,y=44 MHz, Az=482 MHz) [44].  

 
Table 4.1: Principal g and copper hyperfine values obtained by simulation of the low-
temperature CW-EPR spectra of the different Cu(II) complexes under study and the composition.  

Complex Copper salt DMPO pya gx
 

0.002 

gy 

0.002 

gz 

0.002 

Ax 

/MHz 

15 

Ay 

/MHz 

15 

Az 

/MHz 

5 

I CuI - - 2.080 2.084 2.408 20 20 -380 

II CuI + - 2.069 2.079 2.339 10 10 -470 

III CuI b - + 2.060 2.060 2.269 37 37 -545 

IV CuI b + + 2.063 2.063 2.276 36 36 -537 

V [Cu(acac)2]c - - 2.066 2.054 2.291 -39 20 -512 

V’ [Cu(acac)2] + - 2.066 2.054 2.291 -39 20 -512 

All samples were measured in DMSO under air. The hyperfine values for 63Cu are given. The 
simulated spectra are shown in Figure S4.1 (supplementary information) and in Figure 4.6. The 
sign of the hyperfine principal was determined using the room-temperature spectra and 
assuming the largest copper hyperfine value to be negative.apy is pyridine. b simulation includes 
the hyperfine coupling to four 14N nuclei of the pyridine ligands (A(14N)=(33 42.8 33) MHz), c acac 
= acetylacetonate 
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Figure 4.4. X-band CW-EPR spectra of frozen solutions of 0.05 M CuI in DMSO in air with 
increasing concentration of DMPO, recorded at 100 K. DMPO concentration: 0 M (red), 0.14 M 
(green), 0.5 M (blue) and 1.5 M (magenta). Each spectrum has been normalized to the double 
integral i.e. total number of observed spins. The inset shows an enlargement of the low-field 
area. The individual spectra are shown in Figure S4.1 (supplementary information) 

 

Furthermore, a weak contribution of a DMPO-trapped radical is observed. Room-

temperature CW-EPR confirmed the formation of DMPO/radical adducts, known to 

occur through the nucleophilic attack of water (present in the DMSO here) to DMPO in 

the presence of Cu(II) ions [17] (Figure 4.5B). The large differences in the g and copper 

hyperfine values of the EPR signature of complexes I and II (Table 4.1) indicate an 

involvement of DMPO(-derived) molecule(s) in the coordination sphere of Cu(II). 
 
Table 4.2 Relative contribution of the two components in the simulations of the CW-EPR spectra 
of aerated CuI/DMSO with different concentrations of DMPO. Compound I: no DMPO 
involvement in Cu(II) complex, Compound II: Involvement of DMPO in Cu(II) complex. For 
simulations , see supplementary information, Figure S4.1. 

 

[DMPO] (M) % compound I % compound II 

0 100 0 

0.14 86 14 

0.5 65 35 

1.5 8 92 

 

Since DMSO is expected to be a weak competitor to DMPO as a ligand for Cu(II), the 

effect of DMPO in the presence of strong nitrogen bases or bidentate chelators was 

tested. Figure 4.6a shows the EPR spectrum of a frozen DMSO solution of 0.05 M CuI 
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in the presence of 0.2 M pyridine (py) prepared in air. The EPR parameters (Table 4.1, 

complex III) are typical of the square-planar [Cu(py)4]2+ complex [45,46]. Addition of 

1.5 M DMPO to the solution results in the formation of a DMPO-trapped radical as well 

as very subtle changes in the EPR spectrum of the Cu(II) complexes (Figure 4.6b, Table 

4.1, complex IV). Figure 4.6c shows the EPR spectrum of a frozen solution of 2 mM 

copper(II) bis-acetylacetonate ([Cu(acac)2]) in DMSO. The corresponding EPR 

parameters (complex V, Table 4.1) differ from the ones of [Cu(acac)2] in a non-

coordinating solvent (toluene:CHCl3, g=[2.048, 2.052, 2.252], A(63Cu)=[81 58 572] 

MHz), but resemble more those of adducts of [Cu(acac)2] formed with different bases 

or coordinating solvents [47–49].This indicates that axial coordination of DMSO (or 

water present in the DMSO) is occurring. Apart from the formation of small amounts of 

DMPO-trapped radicals, no clear effect of addition of DMPO to EPR spectrum of the 

[Cu(acac)2]/DMSO solution is observed (Figure 4.6d, Table 4.1). The effects are 

confirmed in the room-temperature EPR data (Figure 4.7). The room-temperature CW-

EPR spectrum of a mixture 0.05 M CuI and 0.2 M pyridine in DMSO points to the 

presence of different Cu(II) complexes with varying number of pyridine ligands, while 

only complex III is observed at 100 K, which is consistent with the known Cu(II)-

pyridine temperature-dependent equilibria in solution [49]. 

 

 
Figure 4.5.(A) Experimental room-temperature (black) and simulated (red) X-band CW-EPR 
spectra of aerated solutions of 50 mM CuI in DMSO with (a) 0, (b) 1.5 M DMPO. The simulations 
of the contributions of the Cu(II) centers were done using the principal g and copper hyperfine 
values given in Table 4.1. A rotational correlation time of (a) 17 ps and (b) 70 ps was used. (B) 
Zoom into the EPR signal of the radical component in Figure 4.5 A(b). These signals stem from 
radicals trapped by DMPO. The spectrum can be simulated assuming three contributions: (+) 
giso = 2.0066, AN= 1.375 mT, AH= 1.18 mT (74%, DMPO-OOH) [50], (x) giso = 2.0067, AN= 1.48 mT, 
AH= 2.25 mT (6%, DMPO-alkyl [7,50]) and (*) giso = , AN= 1.34 mT (20%, DMPOX, a degradation 
product of DMPO [51]). The spectra were recorded with a microwave power of (A) 30 mW and 
(b) 0.75 mW. 
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Figure 4.6. X-band experimental and simulated CW-EPR spectra of frozen solutions of 0.05 M 
CuI and 0.2 M pyridine without (a) and with (b) 1.5 M DMPO and 2 mM [Cu(acac)2] without (c) 
and with (d) 1.5 M DMPO. All solutions are in DMSO, prepared in air. All spectra were recorded 
at 100 K. The contributions of the Cu(II) complexes are simulated using the parameters inTable 
4.1 and Table 4.3. To mimic the spectral contribution of a radical in (b) and (d), the following 
values were used for the simulation: g=[2.0022, 2.0060, 2.0088], A(14N)=[13, 14, 79] MHz, and 
A(1H)=[52 44 57] MHz. These parameters are in the order of what is expected for DMPO-trapped 
radicals [7]. 
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Figure 4.7. Experimental room-temperature (black) X-band CW-EPR spectra of aerated solutions 
of 50 mM CuI in DMSO with (a) 200 mM pyridine, (b) 200 mM pyridine and 1.5 M DMPO, and 
of 2 mM Cu(acac)2 in DMSO with (c) 0 or (d) 1.5 M DMPO. The experimental spectra are recorded 
with a microwave power of 30 mW. The red spectra show the simulations using the parameters 
for (a) complex III, (b) complex IV, (c,d) complex V with the parameters that appear in Table 4.1. 
Blue spectrum: simulation assuming g=[2.078 2.078 2.37], and ACu = [30 30 -383] MHz; green 
spectrum: simulation assuming g=[2.066 2.066 2.303], and ACu = [35 35 -491] MHz. The EPR 
parameters of the latter two are obtained from complex I and III using a very crude assumption 
that each equatorial pyridine or DMSO ligand contributes gi/4 of ACu

i/4 (i=x,y,z) of resp. complex 
III and complex I to the total principal g or hyperfine value. The simulation in blue represents a 
complex with one pyridine and 3 DMSO ligands, while the simulation in green represents a 
complex with three pyridine and 1 DMSO. This is of course only a crude estimate of the EPR 
parameters, but it illustrates that the complex spectrum observed at room temperature is due 
to the presence of Cu(II) complexes with varying amounts of pyridine ligands. The rotational 
correlation times used for the simulation are (a) 17.7 ps, (b) 35 ps and (c,d) 70 ps. 

 

In order to unravel further the effect of DMPO on the different Cu(II) complexes, 

HYSCORE (hyperfine sublevel correlation spectroscopy) experiments were performed. 

This two-dimensional pulsed EPR technique allows detecting the interactions of the 

unpaired electron of the Cu(II) ion with the magnetic nuclei of its ligands and is thus a 

helpful tool to map out the ligation to the copper ion. Figure 4.8 shows a comparison of 

the HYSCORE spectra of CuI/DMSO with and without DMPO taken at different 

magnetic field settings. While the HYSCORE spectra of the DMPO-free complex I 

(Figure 4.8a,c) reveal only the hyperfine interaction of the unpaired electron with 

surrounding 1H nuclei (see below), HYSCORE cross peaks due to interactions with 14N 

nuclei are visible after addition of DMPO (Figure 4.8b,d). The corresponding 14N 

hyperfine and nuclear quadrupole couplings are given in Table 4.3 with the simulations 

shown in Figure 4.9(a,b). Ligands that coordinate equatorially to Cu(II) via the nitrogen 
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atom are known to exhibit 14N hyperfine values in the order of 30-50 MHz [45]. The 

small 14N hyperfine couplings observed for Complex II are in line with those of remote 

nitrogen atoms (i.e. nitrogen atoms of the ligand that are not directly bound to the Cu(II) 

ion) [52,53] or those of axially bound nitrogen bases (weak coordination to Cu(II) via 

nitrogen atom) [54,55] (see also DFT computations). Since DMPO is the only 14N-

bearing compound in the solution, this confirms DMPO-ligation to the in situ generated 

Cu(II) ion. The same coupling is found when a Cu(II) salt is used from the start, and the 

observed effect is thus not induced by the oxidation reaction of Cu(I) to Cu(II) (Figure 

4.9(c,d)).  
 

 
Figure 4.8. X-band HYSCORE spectra of (a,c) Complex I (0.05 M CuI in DMSO under air) and (b,d) 
Complex II (0.05 M CuI and 1.5 M DMPO in DMSO) recorded at 10 K. The related simulations are 
shown in Figure 4.9(a,b), Figure 4.10. The simulation parameters are given in Table 4.3. The 
relevant signal areas corresponding with cross peaks of the 1H and 14N hyperfine interactions 
are marked in red and magenta, respectively. The cross peaks marked with grey circles are due 
to combination frequencies between the 1H and 14N nuclear frequencies. The spectra are taken 
at magnetic-field positions agreeing with gz, mI=3/2, i.e. (a) 274 mT and (b) 277 mT and at 
magnetic-field positions agreeing with gx,y, i.e. (c) 334.5 mT and (d) 335 mT . All spectra are 

summed over different -values: (a,c) 124, 150 and 174 ns, and (b,d) 150, 200, 224 and 250 ns. 

 

The observed HYSCORE spectrum can be simulated assuming the interaction with one 
14N nucleus and the absence of combination frequencies between two 14N frequencies 

indicate that only one DMPO(-derived) molecule is binding. The only combination 

frequencies that are observed are between 1H and 14N nuclear frequencies (marked with 

circles in Figure 4.8b). For the DMPO/Cu ratio used for the EPR experiments, the 

ligation of one DMPO molecule is corroborated by optical absorption spectra in the near 

infrared, while multiple DMPO start to ligate to Cu(II) at very high DMPO/Cu(II) ratio 

(Figure S4.5).  
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Table 4.3. Principal 14N hyperfine (A) and quadrupole (P) couplings found in this work  
Complex Source |𝐴𝑥

𝑁| 

/MHz 

0.1 

|𝐴𝑦
𝑁| 

/MHz 

0.1 

|𝐴𝑧
𝑁| 

/MHz 

0.1 

A, A, 

A/o 

10 

𝑃𝑥
𝑁 

/MHz 

0.10 

𝑃𝑦
𝑁

 

/MHz 

0.10 

𝑃𝑧
𝑁 

/MHz 

0.10 

P, P, 

P/o 

10 

II,IV, (V’) DMP

O 

1.4 1.4 2.1 0, 0,0 1.8 -0.05 -1.75 60, 60, 

70 

III py 33.0 33.4 42.8 0,90,0 0.68 0.69 -1.37 0,90,0 

IV py 31.2 31.8 40.4 0,90,0 0.50 0.60 -1.10 0,90,0 

The Euler angles of the A and P tensors in the g tensor frame as defined in EasySpin [26] are also 
given. The corresponding simulations are shown in Figure 4.9 (HYSCORE) and Figure 4.13 
(ENDOR). The signs of the quadrupole principal values are taken from DFT computations(see 
supplementary information). 

 

 

 
Figure 4.9: Experimental (black) and simulated (red) X-band 14N-HYSCORE spectra of (a,b) 
Complex II (0.05 M CuI and 1.5 M DMPO), (c,d) Complex II (2 mM CuCl2 in 1.5 M DMPO) and (e,f) 
Complex IV (0.05 M CuI, 0.2 M pyridine and 1.5 M DMPO) in DMSO under air. recorded at 10 K. 
Spectra taken at magnetic-field settings (a) 277 mT, (b) 335 mT,(c) 283 mT, (d) 337.2 mT, (e) 
282.8 mT, and (f) 336.9 mT. The simulations are done using the 14N parameters given in Table 
4.3 for all of the spectra. And 13C contribution of [-2 -2 4] MHz was added to high-light the 
presence of 13C contributions (in natural abundance) in this frequency area for (e) and (f). 

Spectra are summed over different -values: (a,b):  = 150, 200, 224 and 250 ns, (c,d):  = 104 

and 120 ns and (e,f)  = 150 and 200 ns. Note the extreme effect of the -values at which the 
experiments are performed on the spectral signature for (c,d) when comparing to (a,b). 
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Figure 4.10. Experimental (black) X-band HYSCORE spectra of complex I (0.05 M CuI in DMSO 
under air) taken at 10 K at observer positions (A) 274.0 mT and (B) 334.5 mT. The simulations 
(red) are done with 1H hyperfine values of a magnitude characteristic of equatorially bound 

water (A=[10.5 -4.9 -0.9] MHz, (A, A, A)=(0,15,90)o) and of axially bound water (A=[-2.28 -

2.98 5.07] MHz, (A, A, A)=(0,10,0)o). This indicates that water ligation is likely happening to 
the copper ion, since much smaller proton hyperfine couplings are expected for the DMSO 
protons. 

 

 
Figure 4.11. X-band HYSCORE spectra of (a) Complex III (0.05 M CuI and 0.2 M pyridine in DMSO 
under air), (b) Complex IV (0.05 M CuI, 0.2 M pyridine and 1.5 M DMPO in DMSO under air), (c) 
Complex V (0.02 M [Cu(acac)2] in DMSO under air) and (d) Complex V’ (0.02 M [Cu(acac)2] and 
1.5 M DMPO in DMSO under air) recorded at 10 K. The related simulations are shown in Figure 
4.9(c,d). The simulation parameters are given in Table 4.3. The relevant signal areas 
corresponding with cross peaks of the 1H and 14N hyperfine interactions are marked in red and 
magenta, respectively. The spectra are taken at magnetic-field positions agreeing with gz, 
mI=3/2, i.e. (a) 274 mT, (b) 282.8 mT, (c) 283.4 mT and (d) 279.5 mT. The spectra are summed 

over different -values: (a) 124, 150, 174 and 200 ns, (b) 150 and 200 ns, (c) 120 and 150 ns, 
and (d) 150 and 180 ns. The arrows indicate the weak cross peaks due to the 14N contributions. 

  



4.3 Results and discussion  

82  M.Samanipour 

 
Figure 4.12 : X-band HYSCORE spectra of (a) Complex III (0.05 M CuI and 0.2 M pyridine in DMSO 
under air), (b) Complex IV (0.05 M CuI, 0.2 M pyridine and 1.5 M DMPO in DMSO under air), (c) 
Complex V (0.02 M Cu(acac)2 in DMSO under air) and (d) Complex V’ (0.02 M Cu(acac)2 and 1.5 
M DMPO in DMSO under air) recorded at 10 K. The relevant signal areas corresponding with 
cross peaks of the 1H, 13C and 14N hyperfine interactions are marked in red and magenta, 
respectively. The spectra are taken at magnetic-field positions agreeing with gx,y, i.e. (a) 336.9 

mT, (b) 336.9 mT, (c) 341.9 mT and (d) 341.4 mT. The spectra are summed over different  
values: (a,b) 150 and 200 ns, (c,d) 120 and 150 ns. The 13C interactions observed here, are due 
to the pyridine and acetylacetonate ligands. The 13C signal is also visible in Figure 4.12b, where 
it is hidden in the contributions of the 14N(DMPO) ligand (see also simulations in Figure 4.9 (e,f)) 

 

 
Figure 4.13. Davies ENDOR spectra of a frozen DMSO solution of 50 mM CuI and 200 mM 
pyridine with (A) 0 M and (B) 1.5 M DMPO. The magnetic field settings are A,B(a,b) 282.8 mT, 
A,B(c,d) 336.9 mT. The spectra are recorded with weak microwave pulses (traces in blue, 

t/2=100 ns, t=200 ns) or hard pulses (traces in black, t/2=20 ns, t=40 ns, except Ab: t/2=12 ns, 

t=24 ns). In Davies ENDOR with hard pulses the contributions of weakly coupled nuclei (1H 
contributions in this case) is suppressed. Red spectra show the simulations of the 14N 
contribution using the parameters given in Table 4.3. 
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Furthermore, a similar effect is found when comparing the HYSCORE spectra of frozen 

oxygenated DMSO solutions of CuI/pyridine without and with DMPO (Figure 

4.11(a,b), Figure 4.12(a,b)). The 14N-HYSCORE contributions in the CuI/py/DMPO 

mixture can be simulated with the same parameters as those found for the mixtures 

without DMPO (Table 4.3,Figure 4.9(e,f)). Note, that the hyperfine couplings to the 14N 

nuclei of the pyridine ligands are considerably larger and only visible in the Davies 

ENDOR spectra (Figure 4.13 and Table 4.3). A slight shift in the hyperfine values is 

observed upon addition of DMPO, in line with the slight shifts in the g and copper 

hyperfine values (Table 4.1). 

When DMPO is added to a DMSO solution of [Cu(acac)2], the CW-EPR spectra did not 

change markedly (Figure 4.6 (c,d) and Table 4.1). Although the effect on the HYSCORE 

spectra is also minimal, weak 14N cross peaks can be observed in the HYSCORE spectra 

(Figure 4.11d, Figure 4.12d) that agree with the cross peaks found after addition of 

DMPO to the other copper complexes studied here. This indicates that DMPO ligation 

is occurring also in the [Cu(acac)2] case, although to a far lower extend, as is clear from 

the low overall intensity of these cross peaks. It does show that HYSCORE spectroscopy 

may help to reveal a ligation mode that is not directly clear from the corresponding CW-

EPR data.  

All HYSCORE and Davies ENDOR spectra show interactions with the nearby protons. 

The 1H hyperfine couplings spectrum of the [Cu(py)4]2+ and [Cu(acac)2] complexes have 

been extensively studied before [46,47] and will not be discussed here. Surprisingly, the 
1H HYSCORE spectra of complex I show a broad ridge centred around the proton 

Larmor frequency (Figure 4.8a,c). The extended ridge can be simulated using principal 

hyperfine values of a magnitude characteristic for water ligation (Figure 4.10, [56]). 

Presence of water cannot be excluded, because of the sample handling in air. Similar 1H 

couplings are observed after addition of DMPO (Figure 4.8d), indicating that DMPO 

ligation does not replace the water ligand. Note that the 1H HYSCORE contribution in 

Figure 4.8b is slightly suppressed by the strong modulations due to 14N couplings (the 

so-called cross suppression effect [57]).  

 

4.4 Understanding the DMPO ligation 
 

The above experimental results clearly show that DMPO is affecting the complexation 

of Cu(II) ions. Since the same 14N hyperfine and quadrupole signature is found starting 

from Cu(II) salts or Cu(I) salts that oxidize in situ, the observed ligation is not linked to 

the oxidation of the Cu(I) salts. In order to elucidate the ligation of a DMPO(-derived) 

molecule to Cu(II), density functional theory calculations were performed for 

[Cu(py)4]2+, [Cu(py)3(DMPO)]2+ and [Cu(py)4(DMPO)]2+ complexes using different 

functional/basis set combinations (section 4.6.2 in Supplementary Information). The 

combination in which the BHandHLYP functional is used together with the EPR-II basis 

set for the light elements and CP(PPP) for the Cu atom led to the best match between 

the theoretical and experimental 14N hyperfine and quadrupole values for [Cu(py)4]2+ 

(Table S4.2, DFT-computed parameters: AN = [34.47 36.17 44.95] MHz and PN=[0.59 

0.81 -1.40] MHz  – values averaged for the 4 pyridine ligands). The same 

functional/basis sets combination predicts a slight decrease in the 14N hyperfine values 

of the pyridine ligands in [Cu(py)3(DMPO)]2+ (Table S4.4, DFT-computed parameters: 
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AN = [31.35 32.99 41.25] MHz – values averaged for the 3 pyridine ligands), fully in 

line with what is observed experimentally for Complex IV ( Table 4.3). A similar trend 

is, however, also observed for [Cu(py)4(DMPO)]2+ (Table S4.6, DFT-computed 

parameters: AN = [31.70 33.36 41.04] MHz – values averaged for the 4 pyridine ligands). 

In the latter square pyramidal complex, the DMPO ligand is at an axial position (Figure 

S4.4). The computed magnitude of the 14N hyperfine of the DMPO ligand is, however, 

considerably smaller for [Cu(py)4(DMPO)]2+ (Table S4.6, AN = [0.10 -0.24 -0.28] MHz) 

than for [Cu(py)3(DMPO)]2+ (Table S4.4, AN = [0.59 -0.6 -2.11] MHz). The latter 

matches better the experiment (Table 4.3). A similar trend is found for all other 

functional/basis set combinations (Table S4.2, Table S4.4, Table S4.6). This strongly 

suggests that the DMPO ligation occurs in an equatorial position and not in an axial 

position.  

Although the theoretical 14N hyperfine values of the [Cu(py)3(DMPO)]2+ model agree 

fairly well with the experiment, the quadrupole values of the DMPO 14N nucleus do not 

match so well. Interestingly, the experimentally observed 14N quadrupole value |
𝑒2𝑞𝑄

ℎ
| 

(i.e., twice the maximal principal component of the P tensor) is very high (3.6 MHz). 

While nitroxide spin probes have been reported to have quadrupole values of the same 

magnitude [58], nuclear quadrupole resonance of pyridine N-oxide and derivatives 

reveal much smaller nuclear quadrupole values (|
𝑒2𝑞𝑄

ℎ
| values between 1.114 and 1.598 

MHz [59]). This reflects the different hybridization of the nitrogen orbitals. Depending 

on the choice of the functional and basis set, |
𝑒2𝑞𝑄

ℎ
|𝐷𝐹𝑇 lies between 1.92 and 2.28 MHz 

for 14N of DMPO in [Cu(py)3(DMPO)]2+. Although these values are well above the 

value computed for free DMPO (Table S4.6), they are below the value observed 

experimentally. Even assuming a correction factor based on the difference between the 

experimental and computed quadrupole values for pyridine N-oxide, the |
𝑒2𝑞𝑄

ℎ
|𝐷𝐹𝑇 

values for 14N(DMPO) in [Cu(py)3(DMPO)]2+ remain below the experimental ones. 

This could point to the fact that a DMPO-derived molecule and not DMPO is ligating, 

although it is most likely due to the short-comings of the model (high degree of rotation 

freedom of both DMPO and pyridine ligands around the Cu-O or Cu-N bond, potential 

additional ligation of DMSO (solvent) molecules or counter ions). Indeed, given that 

the same equatorial binding mode was found experimentally for all complexes studied 

here, it points to a single ligation mechanism. If this would involve a DMPO-derived 

molecule, the same formation mechanism in the presence of either Cu(I) or Cu(II) would 

be required, and the DMPO-derivative should be formed in high concentration. DMPO-

trapped radicals are observed in the EPR spectra of the Cu(II) complexes in the presence 

of DMPO (Figure 4.4-4.7), but the ligation of a nitroxide radical to the Cu(II) center can 

be excluded on the basis of the CW-EPR spectra because if the two paramagnetic centers 

are in such close proximity (< 1 nm), one would expect to see dipolar and exchange 

coupling effects such as broadening or splitting of the EPR lines. 

Even though DMPO can easily ligate copper in the presence of a nitrogen base, such as 

pyridine, and is also a ligation competitor to 2-benzylpyridine N-oxide in the reaction 

given in the scheme of Figure 4.2, only a limited effect of addition of DMPO to 

[Cu(acac)2] is seen. The DMPO ligation observed for a minor fraction probably involves 

loss or monodentate ligation of one of the acetylacetonate ligands, since the DMPO is 
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again equatorially coordinating. Evidence of displacement of the axial ligand (DMSO 

or water) by DMPO was not observed, although the expected small interaction with the 

DMPO 14N nucleus may be hard to observe experimentally. The different competition 

behavior in [Cu(acac)2], is undoubtedly related to the stable bidentate ligation mode as 

well as the charge of the acetylacetonate ligand. Strong bases, such as imidazole, are 

found to bind axially to the [Cu(acac)2] complex, but not replace the equatorial 

acetylacetonate ligands [55]. 

 

4.5 Conclusion 
 

Through a combination of CW EPR and hyperfine spectroscopy, the non-innocent role 

of the spin trap DMPO in the monitoring of radical formation in copper-catalyzed 

reactions was revealed. Using the example of an aerobic oxidation reaction of 2-

benzylpyridine N-oxide as test case, the present work shows that the spin trap DMPO 

may interfere with the reaction mechanism under study. It is shown that the observation 

of fingerprint 14N HYSCORE cross peaks can unambiguously determine the ligation of 

a DMPO(-derived) molecule to Cu(II). DMPO is found to be able to ligate to Cu(II) also 

in the presence of competing nitrogen bases or typical ligands, such as pyridine. The 

same equatorial ligation mode occurs when starting from a Cu(II) salt or a Cu(I) salt 

that is in situ oxidized, indicating that the ligation is not linked to the oxidation reaction. 

DMPO is less able to replace the acetylacetonate ligand in [Cu(acac)2], both due to the 

negative charge of the acetylacetonate ligand and its bidentate binding mode. 

Overall, this study shows that one should be very cautious when using spin trap EPR in 

the presence of Cu(II) salts, bases and ligands. The validity of the spin trap method can 

be easily evaluated by exploiting both changes in the CW EPR spectrum of the Cu(II) 

complex and the fingerprint 14N HYSCORE peaks that reveal ligation of the spin trap 

to the metal ion and thus highlight the possible interference of the spin trap in the 

reaction mechanism. Similar approaches should be extended to other metal ions, when 

using spin traps to investigate the mechanism of metal-catalyzed reactions. The study 

also shows that we should be careful when using spin traps in systems whereby metal 

ions can be generated in redox processes, as may occur in certain electrochemical 

experiments. 
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4.6 Supplementary information 
 

4.6.1 CW-EPR spectra of DMSO solutions of CuI with and 

without DMPO 
 

 
Figure S4.1 Experimental low-temperature and simulated CW-EPR spectra of aerated solutions 
of CuI in DMSO with (a) 0, (b) 0.14 M, (c) 0.5 M and (d) 1.5 M DMPO. A contribution of a second 
Cu(II) species is observed with increasing concentration of DMPO (relative amount, see Table 
4.2). See also Figure 4.4 main text. The simulations were done using the principal g and copper 
hyperfine values given in Table 4.1. 
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4.6.2 Density functional theory (DFT) computations 
 

4.6.2.1  DFT computations of Cu(II) model complexes 
 

The following section contains an overview of the computed 14N hyperfine and nuclear 

quadrupole principal values for the [Cu(py)4]2+, [Cu(py)3(DMPO)]2+ and 

[Cu(py)4(DMPO)]2+ complexes using different functional/basis set combinations as 

explained in the Materials and Methods section. The geometry-optimized structure is 

also given (see Materials and Methods  

A. [Cu(py)4]
2+ 

 
Figure S4.2 Geometry-optimized configuration of [Cu(py)4]2+.  The coordinates of the atoms are 
reported in Table S 1. 

 
 

Table S4.1.The coordinates (in Å) of the geometry-optimized [Cu(py)4]2+
 complex. 

  C       4.233119     -1.273600     -4.283894 

  C       4.977832     -0.084080     -4.241821 

  C       4.512790      0.979154     -3.458814 

  C       3.041438     -1.356279     -3.545837 

  C       2.629185     -0.246706     -2.798330 

  N       3.357235      0.895359     -2.756162 

  H       4.577853     -2.127714     -4.885780 

  H       5.916079      0.028094     -4.803240 

  H       5.075887      1.922034     -3.387642 

  H       2.426044     -2.266977     -3.546297 

  H       1.693712     -0.267097     -2.218913 

  Cu      2.717369      2.471000     -1.645988 

  N       4.454365      2.437411     -0.595674 



4.6 Supplementary information  

88  M.Samanipour 

  N       0.989785      2.518906     -2.710243 

  N       2.070442      4.033796     -0.522474 

  C       1.024473      2.687140     -4.054387 

  C      -0.145386      2.733459     -4.821941 

  C      -1.385291      2.583847     -4.180262 

  C      -1.412893      2.401195     -2.788366 

  C      -0.203709      2.382394     -2.083250 

  C       5.246712      3.535985     -0.556985 

  C       6.455416      3.548493      0.149210 

  C       6.845274      2.395521      0.849338 

  C       6.014773      1.263896      0.811886 

  C       4.828448      1.318408      0.070745 

  C       1.740950      5.207344     -1.114397 

  C       1.303235      6.310145     -0.371341 

  C       1.187780      6.187639      1.022638 

  C       1.522792      4.965803      1.627987 

  C       1.969372      3.911001      0.823160 

  H       2.015771      2.784921     -4.522317 

  H      -0.073322      2.880120     -5.908848 

  H      -2.320592      2.609422     -4.759152 

  H      -2.358934      2.278492     -2.242465 

  H      -0.184324      2.256491     -0.990152 

  H       4.899261      4.424715     -1.105339 

  H       7.072999      4.457697      0.147876 

  H       7.786834      2.378892      1.418358 

  H       6.277363      0.339196      1.344847 

  H       4.158578      0.447757      0.004404 

  H       1.830265      5.259335     -2.210112 

  H       1.053872      7.246830     -0.889557 

  H       0.840250      7.035791      1.631273 

  H       1.447074      4.821914      2.715024 

  H       2.255822      2.942857      1.261233 
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Table S4.2 Single-point DFT-computed 14N hyperfine and quadrupole couplings of the pyridine 
ligands in [Cu(py)4]2+ The computations were performed using different combinations of 
functional and basis sets for the light elements. In all cases, CP(PPP) was used as basis set for 
the copper atom. To mimic the solvent effect (DMSO) the COSMO model was used. All values 
are in MHz. The best agreement with the experiment is highlighted. 

 

  

Functional/basis sets: B3LYP/6-31+G** 

Atom Ax Ay Az Px Py Pz 

14N(py) 36.80 38.22 50.30 0.48 0.64 -1.12 
14N(py) 36.80 38.22 50.29 0.49 0.63 -1.12 
14N(py) 36.77 38.18 50.24 0.49 0.63 -1.12 
14N(py) 36.85 38.27 50.35 0.49 0.63 -1.12 

Functional/basis sets : BHandHLYP/6-31+G** 

Atom Ax Ay Az Px Py Pz 

14N(py) 29.51 31.09 39.42 0.60 0.69 -1.29 
14N(py) 29.51 31.09 39.42 0.60 0.68 -1.28 
14N(py) 29.49 31.07 39.39 0.60 0.68 -1.28 
14N(py) 29.55 31.13 39.47 0.60 0.69 -1.29 

Functional/basis sets : PBE0/6-31+G** 

Atom Ax Ay Az Px Py Pz 

14N(py) 35.64 37.07 48.30 0.47 0.62 -1.09 
14N(py) 35.56 36.99 48.19 0.47 0.62 -1.09 
14N(py) 35.59 37.03 48.24 0.47 0.62 -1.09 
14N(py) 35.59 37.02 48.24 0.47 0.62 -1.09 

Functional/basis sets : B3LYP/EPR-II 

Atom Ax Ay Az Px Py Pz 

14N(py) 41.03 42.54 55.27 0.48 0.74 -1.22 
14N(py) 41.03 42.54 55.26 0.48 0.74 -1.22 
14N(py) 40.99 42.50 55.21 0.48 0.74 -1.22 
14N(py) 41.06 42.60 55.34 0.48 0.74 -1.22 

Functional/basis sets :   BHandHLYP /EPR-II 

Atom Ax Ay Az Px Py Pz 

14N(py) 34.47 36.17 44.94 0.59 0.81 -1.40 
14N(py) 34.47 36.17 44.94 0.59 0.81 -1.40 
14N(py) 34.44 36.14 44.91 0.59 0.81 -1.40 
14N(py) 34.51 36.21 44.99 0.59 0.81 -1.40 

Functional/basis sets : PBE0 /EPR-II 

Atom Ax Ay Az Px Py Pz 

14N(py) 39.79 41.33 53.16 0.45 0.75 -1.20 
14N(py) 39.70 41.24 53.5 0.45 0.75 -1.20 
14N(py) 39.74 41.28 53.09 0.45 0.75 -1.20 
14N(py) 39.74 41.27 53.10 0.45 0.75 -1.20 
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B. [Cu(py)3(DMPO)]2+ 

 
Figure S4.3 Geometry-optimized configuration of [Cu(py)3(DMPO)]2+. The coordinates of the 
atoms are reported inTable S4.3. 

 
Table S4.3 The coordinates (in Å) of the geometry-optimized [Cu(py)3(DMPO)]2+ complex. 

Cu      2.365392      2.183717     -1.879680 

  N       0.499935      2.136361     -2.610022 

  N       2.806145      0.321509     -2.538847 

  N       3.906219      2.167801     -0.578938 

  C       3.988619      0.124404     -3.171097 

  C       4.361229     -1.132323     -3.662781 

  C       3.491549     -2.218953     -3.477452 

  C       2.273687     -2.009357     -2.810793 

  C       1.960501     -0.721892     -2.359088 

  C      -0.521178      2.378628     -1.750840 

  C      -1.857855      2.349777     -2.167542 

  C      -2.143623      2.073350     -3.514277 

  C      -1.081082      1.824997     -4.398289 

  C       0.229935      1.858199     -3.909183 

  C       4.823988      3.163083     -0.573945 

  C       5.873231      3.192773      0.352973 

  C       5.966387      2.168581      1.308443 

  C       5.007644      1.142578      1.300466 

  C       3.995114      1.170889      0.334662 

  H       4.649519      0.997493     -3.283407 

  H       5.325361     -1.247291     -4.177871 

  H       3.760951     -3.219614     -3.847210 

  H       1.562725     -2.829869     -2.639321 

  H       1.012824     -0.515426     -1.839831 
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  H      -0.253783      2.594408     -0.705173 

  H      -2.656775      2.543482     -1.438019 

  H      -3.184251      2.048705     -3.870592 

  H      -1.256316      1.601333     -5.459985 

  H       1.087592      1.651594     -4.567333 

  H       4.694684      3.952044     -1.328328 

  H       6.602399      4.014621      0.318272 

  H       6.778574      2.168629      2.050893 

  H       5.036922      0.320693      2.029699 

  H       3.232377      0.378851      0.289730 

  O       2.334598      4.162561     -1.632438 

  N       1.804049      5.032263     -2.455485 

  C       1.813155      5.015282     -3.762375 

  C       1.222385      6.326635     -1.866847 

  C       0.516298      6.908204     -3.118661 

  C       1.190898      6.237270     -4.340495 

  C       2.416324      7.171940     -1.393575 

  C       0.276111      5.987561     -0.716627 

  H       2.297875      4.190690     -4.305834 

  H       0.589039      8.011129     -3.145246 

  H      -0.559257      6.643020     -3.095343 

  H       0.484909      5.993474     -5.160247 

  H       1.988722      6.862078     -4.803427 

  H       3.096473      7.420559     -2.232652 

  H       2.038228      8.118662     -0.961010 

  H       2.991339      6.636848     -0.613036 

  H       0.814961      5.484681      0.109169 

  H      -0.160442      6.927561     -0.325575 

  H      -0.557304      5.340809     -1.055591 
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Table S4.4 Single-point DFT-computed 14N hyperfine and quadrupole couplings of the pyridine 
and DMPO ligands in [Cu(py)3(DMPO)]2+. The computations were performed using different 
combinations of functional and basis sets for the light elements. In all cases, CP(PPP) was used 
as basis set for the copper atom. To mimic the solvent effect (DMSO) the COSMO model was 
used. All values are in MHz. The best agreement with the experiment is highlighted. 

Single point: B3LYP/6-31+G** 

Atom Ax Ay Az Px Py Pz 

14N(py) 30.25 31.53 42.20 0.48 0.63 -1.11 
14N(py) 35.88 37.27 49.49 0.49 0.62 -1.11 
14N(py) 30.03 31.23 42.03 0.49 0.62 -1.11 
14N(DMPO) 0.34 -0.95 -2.50 -0.44 -0.60 1.04 

Single point:  BHandHLYP /6-31+G** 

Atom Ax Ay Az Px Py Pz 

14N(py) 24.31 25.80 33.02 0.59 0.69 -1.28 
14N(py) 28.19 29.78 37.87 0.60 0.68 -1.28 
14N(py) 24.34 25.75 33.11 0.59 0.68 -1.27 
14N(DMPO) 0.46 -0.68 -2.13 -0.39 -0.57 -0.96 

Single point: PBE0/6-31+G** 

Atom Ax Ay Az Px Py Pz 

14N(py) 29.42 30.74 40.66 0.46 0.63 -1.09 
14N(py) 34.58 36.00 47.27 0.46 0.62 -1.08 
14N(py) 29.11 30.34 40.35 0.47 0.61 -1.08 
14N(DMPO) 0.29 -0.97 -2.63 -0.42 -0.60 1.02 

Single point: B3LYP/EPR-II 

Atom Ax Ay Az Px Py Pz 

14N(py) 33.46 34.83 46.04 0.47 0.75 -1.22 
14N(py) 39.80 41.29 54.13 0.48 0.73 -1.21 
14N(py) 33.29

  

34.57 45.92 0.49 0.73 -1.22 

14N(DMPO) 0.455 -0.88 -2.51 -0.46 -0.68 1.14 

Single point: BHandHLYP /EPR-II 

Atom Ax Ay Az Px Py Pz 

14N(py) 32.84 34.55 43.07 0.59 0.81 -1.39 
14N(py) 32.84 34.55 43.07 0.59 0.81 -1.39 
14N(py) 28.37 29.88 37.61 0.58 0.80 -1.39 
14N(DMPO) 0.59 -0.60 -2.11 -0.44 -0.60 1.04 

Single point: PBE0/EPR-II 

Atom Ax Ay Az Px Py Pz 

14N(py) 32.59 34.00 44.44 0.44 0.45 -1.19 
14N(py) 38.43 39.95 51.82 0.44 0.74 -1.18 
14N(py) 32.35 33.66 44.21 0.42 0.68 -1.10 
14N(DMPO) 0.44 -0.87 -2.61 -0.42 -0.68 1.10 
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C. [Cu(py)4(DMPO)]2+ 

 
Figure S4.4 Geometry-optimized configuration of [Cu(py)4(DMPO)]2+. The coordinates of the 
atoms are reported inTable S 4.5. 

 
Table S 4.5 The coordinates (in Å) of the geometry-optimized [Cu(py)4(DMPO)]2+ complex. 

  Cu      3.132043      1.854884     -0.497845 

  N       4.562809      1.622014     -1.951776 

  N       1.646039      1.513573      0.879907 

  N       4.498886      1.973025      1.043668 

  N       1.745822      1.439346     -1.967041 

  O       2.759923      4.086257     -0.675928 

  C       4.233713      2.850690      2.042416 

  C       5.076972      3.000293      3.149158 

  C       6.234692      2.209413      3.232250 

  C       6.505140      1.298948      2.199670 

  C       5.615057      1.212129      1.120704 

  C       4.937295      2.674958     -2.713562 

  C       5.850316      2.542801     -3.767621 

  C       6.387636      1.276045     -4.045454 

  C       5.985220      0.182681     -3.261852 

  C       5.067487      0.395294     -2.225273 

  C       1.281568      2.424390     -2.768944 

  C       1.330265      0.166754     -2.160837 

  C       0.428288     -0.169937     -3.178151 

  C      -0.058814      0.846652     -4.015657 

  C       0.374191      2.165337     -3.805044 

  C       0.594714      2.362981      0.952441 

  C      -0.480953      2.135539      1.820074 
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  C      -0.469382      0.988191      2.630020 

  C       0.622956      0.109890      2.547561 

  C       1.666019      0.408938      1.661341 

  N       3.433733      5.168176     -0.446736 

  C       2.679358      6.507834     -0.348267 

  C       3.857375      7.509135     -0.420239 

  C       5.108733      6.719024      0.033810 

  C       4.718912      5.300933     -0.217233 

  C       1.698390      6.620416     -1.514321 

  C       1.957735      6.523700      1.008458 

  H       3.311058      3.441554      1.942461 

  H       4.820249      3.726057      3.933819 

  H       6.915377      2.301283      4.091795 

  H       7.395942      0.655288      2.217939 

  H       5.804729      0.510688      0.295766 

  H       4.474736      3.643170     -2.471536 

  H       6.127249      3.427596     -4.358224 

  H       7.106913      1.141003     -4.867107 

  H       6.369800     -0.830457     -3.445592 

  H       4.719686     -0.442855     -1.601268 

  H       1.653111      3.437501     -2.549040 

  H       1.728151     -0.602163     -1.480353 

  H       0.117034     -1.216863     -3.302379 

  H      -0.769160      0.613084     -4.822971 

  H       0.017555      2.993375     -4.434105 

  H       0.638297      3.245823      0.296380 

  H      -1.314024      2.852021      1.852080 

  H      -1.302717      0.780938      3.318079 

  H       0.677472     -0.800068      3.161823 

  H       2.544386     -0.249295      1.575903 

  H       3.667539      8.404365      0.200970 

  H       3.992174      7.846474     -1.467151 

  H       5.345517      6.865171      1.112449 

  H       6.026537      6.997283     -0.522954 

  H       5.374350      4.419595     -0.199664 

  H       0.904093      5.852426     -1.445751 

  H       1.216868      7.617901     -1.483934 

  H       2.217196      6.517768     -2.488293 

  H       2.673800      6.467056      1.852992 

  H       1.385381      7.466851      1.107059 

  H       1.244566      5.680127      1.088109 
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Table S4.6 Single-point DFT-computed 14N hyperfine and quadrupole couplings of the py and 
DMPO ligands in [Cu(py)4(DMPO)]2+ for different functional/basis set combinations for the light 
elements. CP(PPP) was used as basis sets for Cu. To mimic the solvent effect, the COSMO model 
was used. All values are in MHz.  

 

  

Single point: B3LYP/6-31+G** 

Atom Ax Ay Az Px Py Pz 

14N(py) 34.07 35.40 46.22 0.61 0.64 -1.25 
14N(py) 34.57 35.93 47.05 0.60 0.64 -1.24 
14N(py) 34.09 35.34 45.94 0.59 0.63 -1.22 
14N(py) 39.07 40.57 52.97 0.60 0.64 -1.24 
14N(DMPO) 0.079 -0.23 -0.26 -0.34 -0.51 0.85 

Single point: BHandHLYP/6-31+G** 

Atom Ax Ay Az Px Py Pz 

14N(py) 26.04 27.57 34.65 0.68 0.73 -1.41 
14N(py) 26.46 28.01 35.28 0.68 0.73 -1.41 
14N(py) 26.24 27.69 34.75 0.66 0.72 -1.38 
14N(py) 29.40 31.09 38.98 0.68 0.75 -1.43 
14N(DMPO) 0.13 -0.22 -0.25 -0.22 -0.54 0.76 

Single point: PBE0/6-31+G** 

Atom Ax Ay Az Px Py Pz 

14N(py) 32.66 34.01 43.96 0.58 0.63 -1.21 
14N(py) 33.16 34.53 44.77 0.58 0.63 -1.21 
14N(py) 32.76 34.03 43.82 0.57 0.63 -1.20 
14N(py) 37.29 38.81 50.15 0.58 0.62 -1.20 
14N(DMPO) 0.09 -0.23 -0.26 -0.33 -0.50 0.83 

Single point: B3LYP/EPR-II 

Atom Ax Ay Az Px Py Pz 

14N(py) 38.16 39.58 50.92 0.60 0.75 -1.35 
14N(py) 38.62 40.07 51.74 0.60 0.75 -1.35 
14N(py) 38.22 39.56 50.66 0.59 0.74 -1.33 
14N(py) 43.76 45.36 58.37 0.60 0.74 -1.34 
14N(DMPO) 0.045 -0.269 -0.297 -0.39 -0.55 0.94 

Single point:  BHandHLYP/EPR-II 

Atom Ax Ay Az Px Py Pz 

14N(py) 30.52 32.16 39.58 0.72 0.82 -1.54 
14N(py) 30.98 32.64 40.25 0.72 0.82 -1.54 
14N(py) 30.81 32.36 39.74 0.70 0.81 -1.51 
14N(py) 34.49 36.30 44.58 0.74 0.81 -1.56 
14N(DMPO) 0.10 -0.24 -0.28 -0.29 -0.54 0.83 

Single point: PBE0 /EPR-II 

Atom Ax Ay Az Px Py Pz 

14N(py) 36.60 38.05 48.49 0.57 0.75 -1.32 
14N(py) 37.09 38.56 49.30 0.57 0.75 -1.32 
14N(py) 36.76 38.13 48.39 0.55 0.75 -1.30 
14N(py) 41.82 43.43 55.35 0.57 0.74 -1.31 
14N(DMPO) 0.0575 -0.26 -0.30 -0.37 -0.53 0.910 



4.6 Supplementary information  

96  M.Samanipour 

4.6.2.2 Effect of coordination on 14N quadrupole coupling of DMPO 
 

The 
𝑒2𝑞𝑄

ℎ
- values measured experimentally in complexes II and IV are much higher than 

those expected for a free N-oxides. We, therefore, computed the nuclear quadrupole 

values for pyridine N-oxide, for which experimental values exist (1.188 MHz [59]) and 

used these values to derive a correction factor for all other DFT-computed 
𝑒2𝑞𝑄

ℎ
- values, 

i.e.  

𝜆 =  |
𝑒2𝑞𝑄

ℎ
|𝑒𝑥𝑝/|

𝑒2𝑞𝑄

ℎ
|𝐷𝐹𝑇 = 1.244 

 

Although this correction factor is only approximatively correct, it gives a means to 

evaluate the experimentally observed trends. 

The computations of the N-oxides, pyridine N-oxide and DMPO, were done using 

restricted Kohn-Sham with B3LYP functional and EPR-II basis sets. For the Cu(II) 

complex unrestricted KS was used, with the same functional and same basis set for the 

light elements. For further details on [Cu(py)3(DMPO)]2+ see Table S4.4. The same 

trends were found for other functional/basis sets combinations. 

 
Table S4.7 DFT-computed and corrected 14N nuclear quadrupole value of the N-oxide/nitroxide. 
Values are given in MHz. 

 
(
𝑒2𝑞𝑄

ℎ
)𝐷𝐹𝑇 (

𝑒2𝑞𝑄

ℎ
)𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = 𝜆(

𝑒2𝑞𝑄

ℎ
)𝐷𝐹𝑇  

Pyridine N-oxide 0.955 1.188 

DMPO 1.399 1.740 

[Cu(py)3(DMPO)]2+ 2.28 2.836 

 

4.6.3 UV-vis spectroscopy 
 

To estimate the equilibrium constant (K) for the DMPO-Cu(II) complex, UV-vis 

spectrophotometric titrations were performed. In Figure S4.5, the band centered at 926 

nm corresponds to the d-d transition of Cu(II) in DMSO. Upon the addition of DMPO 

the intensity of this band decreases, but not to zero, as DMPO(-derivatives) and the 

DMPO-ligated Cu(II) complexes also absorb at this wavelength range. Note, at lower 

wavelengths the spectra become saturated by the absorption of DMPO at these very high 

concentrations.  
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Figure S4.5: left UV-vis spectra of a 2 mM CuCl2 DMSO solution with increasing amounts of 
DMPO (0 to 58 µL, 0 to 490 mM) recorded on a Cary 5000 UV-Vis-NIR (Agilent). The vertical line 
marks 926 nm. right plot of [𝐶𝑢𝐷𝑀𝑃𝑂] vs ([𝐶𝑢]0 − [𝐶𝑢𝐷𝑀𝑃𝑂])([𝐷𝑀𝑃𝑂]0 − [𝐶𝑢𝐷𝑀𝑃𝑂]) 
based on the absorbance at 926 nm, see text for more details. 

 

From the EPR studies, it was determined that predominantly only one DMPO(-

derivative) is ligated to the Cu(II) center up to 
[𝐷𝑀𝑃𝑂]

[𝐶𝑢(𝐼/𝐼𝐼)]
= 30. In the below derivation, 

Cu stands for Cu(II), DMPO stands for both DMPO or a DMPO-derivative and 

CuDMPO stands for Cu(II) ligating to one DMPO ligand in addition to solvent ligands. 

 

𝐶𝑢 + 𝐷𝑀𝑃𝑂 ⇌ 𝐶𝑢𝐷𝑀𝑃𝑂       (1) 

 

𝐾1 =
[𝐶𝑢𝐷𝑀𝑃𝑂]

[𝐶𝑢][𝐷𝑀𝑃𝑂]
         (2) 

 

𝐴926 𝑛𝑚 = 𝜀𝐶𝑢[𝐶𝑢] + 𝜀𝐷𝑀𝑃𝑂[𝐷𝑀𝑃𝑂] + 𝜀𝐶𝑢𝐷𝑀𝑃𝑂[𝐶𝑢𝐷𝑀𝑃𝑂]   (3) 

 
[𝐶𝑢]0 = [𝐶𝑢] + [𝐶𝑢𝐷𝑀𝑃𝑂]       (4) 

 
[𝐷𝑀𝑃𝑂]0 = [𝐷𝑀𝑃𝑂] + [𝐶𝑢𝐷𝑀𝑃𝑂]      (5) 

 

where [𝑋] is the concentration at equilibrium, [𝑋]0 is the total concentration of in the 

sample, 𝜀𝑋 is the extinction coefficient at 926 nm. 

Hence, 

 

[𝐶𝑢𝐷𝑀𝑃𝑂] =
𝜀𝐶𝑢[𝐶𝑢]0+𝜀𝐷𝑀𝑃𝑂[𝐷𝑀𝑃𝑂]0−𝐴926 𝑛𝑚

𝜀𝐶𝑢+𝜀𝐷𝑀𝑃𝑂−𝜀𝐶𝑢𝐷𝑀𝑃𝑂
     (6) 

[𝐶𝑢𝐷𝑀𝑃𝑂] = 𝐾1([𝐶𝑢]0 − [𝐶𝑢𝐷𝑀𝑃𝑂])([𝐷𝑀𝑃𝑂]0 − [𝐶𝑢𝐷𝑀𝑃𝑂])  (7) 

𝜀𝐶𝑢 at 926 nm was determined from the pure CuCl2 in DMSO sample to be 77 M-1cm-1. 

𝜀𝐷𝑀𝑃𝑂 at 926 nm was approximated to be 0 ≤ 𝜀𝐷𝑀𝑃𝑂 ≤ 0.079. The upper limit was 

estimated from the spectra with 441 mM DMPO. 𝜀𝐶𝑢𝐷𝑀𝑃𝑂 at 926 nm was approximated 
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to be 0 ≤ 𝜀𝐶𝑢𝐷𝑀𝑃𝑂 ≤ 77. 𝜀𝐶𝑢 was taken as the upper limit. Using these limits, [𝐶𝑢𝐷𝑀𝑃𝑂] 
vs. ([𝐶𝑢]0 − [𝐶𝑢𝐷𝑀𝑃𝑂])([𝐷𝑀𝑃𝑂]0 − [𝐶𝑢𝐷𝑀𝑃𝑂]) were plotted (Figure S4.5 right). 

Clearly the data does not follow the linearity as defined by (7). This is because at the 

high concentration of DMPO, more than one DMPO molecule may ligate to Cu(II) (see 

the absence of a clear isosbestic point). Nevertheless, there is some linearity at the lower 
[𝐷𝑀𝑃𝑂]

[𝐶𝑢]
 molar ratios, up to ~ 35 which was also close to the highest concentration used 

in the EPR measurements where only CuDMPO was observed. Linear fitting of the two 

extreme cases in Figure S4.5 right gave an estimation of K1 to be 0.56 ≤ K1 ≤ 1.79 M-1. 
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5 Reductive intramolecular cyclisation of allyl 2-

bromobenzyl ether 
 

 

This chapter focuses on the use of in-situ spin-trap EPR in electrocatalysis.The in-situ 

electrochemical activation of C-X bonds requires very negative electrode potentials. 

Lowering the overpotentials and increasing the catalytic activity requires intensive 

electrocatalytic research. A profound understanding of the reaction mechanism and the 

influence of the electrocatalyst allows optimal tuning of the electrocatalyst. This can be 

achieved by combining electrochemical techniques with EPR spectroscopy. Although 

this was introduced in the mid-twentieth century, the application of this combined 

approach in electrocatalytic research is underexploited. Several reasons can be listed, 

such as the limited availability of EPR instrumentation and electrochemical devices for 

such in-situ experiments. In this work, a simple and inexpensive construction adapted 

for in-situ EPR electrocatalytic research is proposed. The proof of concept is provided 

by studying a model reaction, namely the reductive cyclization of allyl 2-bromobenzyl 

ether which has interesting industrial applications. 

 

This chapter redrafted from : 

D. Pauwels, H. Y. Vincent Ching, M. Samanipour, S. Neukermans, J. Hereijgers, S. Van 

Doorslaer, K. De Wael, and T. Breugelmans, Identifying Intermediates in the Reductive 

Intramolecular Cyclisation of allyl 2-bromobenzyl Ether by an Improved Electron 

Paramagnetic Resonance Spectroelectrochemical Electrode Design Combined with 

Density Functional Theory Calculations, Electrochimica Acta 271, 10 (2018). 

  

Own contribution: Deconvolution of the measured EPR spectra, DFT computations of 

the EPR parameters of the spin-trapped radicals. 

  

CHAPTER 5  

Reductive intramolecular cyclisation of 

allyl 2-bromobenzyl ether 
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5.1 Introduction 
 

The electrosynthesis reduction of organic halides has attracted interest and 

accompanying research  [1,2]. The numerous essential applications related to these 

reactions, such as pollution reduction, exploration of the DET (dissociative electron 

transfer) mechanism, carbon fixation, and organic upgrading via activation of the R-X 

bond, have kindled this interest [3–7]. The synthesis of heterocyclic compounds is of 

particular interest due to their essential uses in medicines [8–10], pesticides [11], 

dyes [12], and synthetic applications [13]. 

In this work, we investigated the electrochemical cyclisation of allyl 2-bromobenzyl 

ether to 4-methylisochromane (a benzopyran derivative) (Figure 5.1a). Benzopyran is 

of great importance in the pharmaceutical industry as an essential building block for 

numerous drugs. Conventional synthesis of heterocycles is complex and requires many 

reaction steps and auxiliaries, resulting in a lower selectivity [2]. As an alternative, 

electrosynthesis introduces many advantages with fewer steps, milder reaction 

conditions, higher selectivity, less pollutants, and waste streams, and avoid the need for 

expensive or hazardous reagents [14–16]. However, a major drawback of using organic 

halides in electrosynthesis is that the electrochemical activation of C-X bonds, 

especially in chlorides and bromides, requires very negative electrode potentials, which 

is impractical for industrial production processes due to exuberant energy costs. As 

discussed in chapter 1, electrocatalysis can decrease energy costs and increase 

selectivity. Previous strategies towards electrocatalysis include: investigating different 

bulk materials with potential for carbon halogen bond rupture such as Ag, Pd, Ni and 

Cu [17–20], tuning the morphology and geometrical characteristics of the 

electrode [21,22], and using a homogeneous electrocatalysis route with mainly 

transition-metal complexes [23–27]. The selection and optimal tuning of suitable 

catalytic material requires a thorough understanding of the complex reaction mechanism 

and effect of the catalyst. The present work aims to understand and introduce an efficient 

method to study these kinds of multi-step syntheses in which radical intermediates are 

generated. Figure 5.1b shows the possible electrocatalytic reduction process of the 

cyclisation of allyl 2-bromobenzyl ether [28]. The reduction of aryl halides occurs 

through a dissociative electron transfer leading to the scission of the carbon-halogen 

bond  [6,17]. There are two possible pathways for this: a stepwise mechanism or a 

concerted mechanism. The former is shown by reaction (1) and (2) with the formation 

of an intermediate radical anion, the latter is presented by reaction (3) leading directly 

to the allyl benzyl ether radical. This radical can then undergo an intramolecular 

cyclisation reaction (4) after which it is reduced (5). Alternatively, the allyl benzyl ether 

radical can also be reduced directly (6). Since the product of interest is the benzopyran 

derivate obtained in reaction (5), the optimization of the electrocatalyst will also include 

preventing reaction (6) from taking place.  

As discussed in chapters 1-3, EPR spectroelectrochemistry can offer a way to tackle this 

problem. In this work, a set-up for combined in-situ EPR and electrochemical 

experiments constructed by D. Pauwels (ELCAT group, University of Antwerp) (Figure 

5.2) [29,30] was used to investigate the intermediates in the reductive cyclisation of allyl 

2-bromobenzyl ether. In the following, I will mainly focus on my own contribution 

(DFT and EPR analysis), mentioning only those parts of electrochemistry that are 
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necessary for the understanding of EPR work. For all other details of the electrochemical 

set-up, I refer to [29]. The scope of the presented work is not to completely understand 

the electrocatalytic mechanism of cyclisation reaction on silver but to demonstrate the 

usefulness of these combination of electrochemistry, EPR and DFT in electrocatalytic 

research and to confirm the general scheme of the cyclisation reaction investigated. 

 

 
Figure 5.1. a) The desired reaction. b) Possible reaction pathway of cyclisation of allyl-2-
bromobenzyl ether [28]. 
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5.2 Material and methods 
 

5.2.1 Chemicals 
 

Acetonitrile (ACN, HPLC gradient grade, ≥99.9 %) was purchased from Chem-Lab 

(Belgium). Allyl 2-bromobenzyl ether (ABBE, 95 %), (2,2,6,6-tetramethylpiperidin-1-

yl)oxyl (TEMPO), the spin trapping agent N-tert-Butyl-α-phenylnitrone (PBN, for ESR-

spectroscopy, ≥99.5 %) and the supporting electrolyte tetrabutylammonium perchlorate 

(n-Bu4NClO4, 99.0 %) were purchased from Sigma-Aldrich (Belgium). 

 

5.2.2 Set-up and procedure 
 

The combined EPR and electrochemical experiments were performed in a Wilmad WG-

810 Suprasil® (quartz) electrolytic flat cell. The cell was positioned in a TE102 cavity 

in a Bruker E580 Elexsys spectrometer, and a custom-constructed electrode was used 

(Figure 5.2). 

 

 
Figure 5.2 Picture of the electrode tip (left) and schematic illustration of the set-up. The 
electrode tip is positioned in the flat cell which is inserted in the cavity (depicted as a blue box) 
between the poles of the electromagnet of the spectrometer. The orange tube in the cavity 
represents the flat cell and shows its position. 

This electrode is based upon the original Adams cell [31], from which many different 

designs have emerged, usually employing a metal mesh or foil as the working electrode. 

In this work, a 200 nm film of the target working electrode material was coated onto a 

30 µm polypropylene substrate by means of sputter deposition. The geometrical surface 

area of the electrode was 4 mm². This provides a reproducible flat working electrode 

surface that is tunable in size and geometry. In addition, only a very small amount of 
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metal is brought into the active part of the cavity, so the EPR signal is not significantly 

disturbed. As a reference electrode, a Teflon-coated 75 µm diameter Ag wire was fixed 

to the substrate and stripped near the working electrode leading to a very small distance 

between both (<1 mm). This short distance results in an acceptable uncompensated 

resistance. A Pt wire wound around the electrode's base acts as a counter electrode and 

was positioned directly above the flat part of the cell. This set-up with a sputter-coated 

working electrode provides a simple, inexpensive and flexible platform for combined 

EPR and electrochemistry measurements (Figure 5.2). It was validated in both aqueous 

and non-aqueous environments using the reduction of methyl viologen and the reduction 

of benzoquinone as standard reactions (results shown in Figure S5.1 in the supporting 

information). In both cases, the set-up gave a good voltammetric response, and the 

expected EPR spectra could be obtained. 

Experimental solutions were prepared with 0.1 M n-Bu4NClO4, 5 mM of the analyte 

and 15 mM of PBN. Prior to measurements, the solutions were extensively flushed with 

argon. To fill the cell, approximately 1.5-2 ml is pipetted under inert atmosphere. The 

filled cell is further flushed with argon, creating an argon blanket on top of the solution. 

The cell is closed by inserting the electrode construction from the top and is then 

transferred to the spectrometer and connected to the potentiostat. A PAR VersaSTAT 3 

is used to apply and measure the electrochemical signal. Firstly, CVs are measured to 

determine the exact potential of the reduction peak versus the pseudo-reference 

electrode in this cell. Then the experiment is performed by applying a constant potential 

set at the cathodic peak potential. The EPR spectra are recorded simultaneously at X-

band in continuous-wave (CW) mode (~9.7 GHz) at room temperature with 5 mW 

microwave power 0.1 mT modulation amplitude and 100 kHz modulation frequency.  

 

5.2.3 EPR simulations and (DFT) calculations 
 

The EPR spectra were simulated using the EasySpin-5.1.11 module  [32] running in 

Matlab 2017a.  Spin-unrestricted (UKS) DFT computations were performed with the 

ORCA package  [33–36] for PBN-Ox, PBN-allyl benzyl ether and PBN-4-

methylisochromane in ACN, and TEMPO, and (5,5-dimethyl-2-hydroxyl-pyrrolin-1-

yl)oxyl (DMPO-OH) in water. To simulate the solvent effect, a dielectric surrounding 

with the dielectric constant of the respective solvents according to the COSMO model 

was used  [37]. For the geometry optimizations, the Becke-Perdew density functional 

(BP86)  [38,39] and the split-valence plus polarization (SVP) basis sets [40] were used 

for all atoms. The energy was converged to 1 × 10− 8 Hartree (Eh), and the convergence 

tolerances in the geometry optimization were 3 × 10− 4 Eh/Bohr for the gradient and 5 × 

10− 6 Eh for the total energy. The coordinates of the optimized geometries are given in 

Table S5.1 (supporting information). For benchmarking, single-point calculations with 

the B3LYP/EPR-II, B3LYP/6-31+G**, and PWPB95/EPR-II functional/basis 

sets  [41–44] were used to predict the EPR spectral parameters from the optimized 

geometries.  
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5.3 Electrochemical validation 
 

In previous work [28], several cathode materials were investigated as potential 

electrocatalysts for the electrochemical cyclisation of allyl 2-bromobenzyl ether to 

4-methyl-3,4-dihydro-1H-2-benzopyran (4-methylisochromane). It was shown that 

silver exhibits the best activity with a very high selectivity towards the product of 

interest, explaining the choice of the electrode material. It was also shown that on silver, 

two distinct reduction waves were observable, corresponding with one or two electrons 

being transferred. Setting the potential to the first reduction peak (least negative 

potential) exclusively yields 4-methylisochromane, while at the second reduction peak, 

the major product is the undesired allyl benzyl ether (((allyloxy)methyl)benzene). Since 

4-methylisochromane is the desired product, the reaction at the first reduction peak will 

be investigated. An electrode was constructed as described in section 5.2.2, with Ag as 

the working electrode material. Prior to the EPR electrochemical study, a complete 

validation of the set-up was done (see for the details [29,30]). 

Importantly, in-situ voltammograms in the flat cell were compared with standard batch 

set-ups (Figure 5.3), a necessary but often forgotten step in EPR-

spectroelectrochemistry. For the experiment in the flat cell, the presence of PBN in the 

electrolyte gave a comparable voltammogram as without PBN with only a slight change 

in shape as a result of the kinetic influences due to the interference of the spin trap with 

the mechanism. This is not an issue in the bulk electrolysis experiments as PBN itself is 

not electroactive in the potential window of the measurements [45]. 

 

 
Figure 5.3. Cyclic voltammetry at 100 mV s-1 of 5 mM allyl 2-bromobenzyl ether in ACN + 0.1 M 
n-Bu4NClO4 on an Ag working electrode in a standard batch set-up (A) and in an EPR flat cell 
(B). 
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5.4 In-situ EPR electrochemical study of cyclisation 

reaction 
 

The in-situ set-up shown in Figure 5.2 was used to perform potential-controlled 

electrochemistry experiments with simultaneous EPR measurements on samples 

containing allyl 2-bromobenzyl ether in ACN and TBAP as the supporting electrolyte. 

Due to the reactivity and thus extremely short lifetime of the intermediate radicals 

proposed in Figure 5.1, no signal of a radical was detected. Consequently, PBN was 

added in excess to the solutions to trap the radicals. Figure 5.4. shows the spin-trapping 

reaction of the two hypothesized intermediate radicals with PBN.  

 

 
Figure 5.4 The PBN-trapping reaction of a) 4-methylisocromane radical and b)allyl benzyl ether 
radical, the two intermediates likely to be formed in the cyclisation reaction under study. 

The current response of the experiment is shown in Figure 5.5. In the first quarter of the 

total experiment time up until 1800 s, the current is relatively unstable, gradually 

growing over time with several peaks approaching more negative currents. The repeated 

experiment proved that those peaks are reproducible and can be linked to the processes 

taking place. It is suggested that the peaks in the first 1800 s are due to the set-up 

transitioning into a steady state. After about 2700 s the current more or less stabilizes, 

after which the current slightly decreases. It is known that Br- resulting from the C-X 

bond cleavage can adsorb onto Ag, blocking the surface  [46]. However, this is only 

effective at potentials more negative than -1.2 V vs SCE. Since the exact potential 

during the electrolysis cannot be determined due to the changes in the environment of 

the pseudo-reference, it is not possible to definitely designate the fluctuation to this 

event. A decreasing current as seen from 2700 s onwards can be expected, even at steady 

state electrolysis. 
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Figure 5.5. Current response of the potential controlled electrolysis in the EPR flat cell. 4mm2 Ag 
WE, electrolyte = ACN + 0.1 M TBAP with 5 mM ABBE and 15 mM PBN. The dashed lines mark 
the 30 min (20 scans) periods over which the EPR scans are accumulated. Inset: cumulative 
charge passed during the electrolysis. 

 

In correlation with the current response, a change in the CW-EPR spectrum over time 

is also observed. The scans were accumulated over a time period of 30 min or 20 scans 

at four points during the experiment (marked by the dashed lines in Figure 5.5) 20 scan 

accumulations were chosen to improve signal-to-noise (S/N) of the initial spectra. Clear 

changes in the spectral features over time can be observed in the CW-EPR spectra 

(normalized) (Figure 5.6). In the corresponding unnormalized spectra (Figure 5.7), an 

increase in the signal intensities over time is also observed. Also depicted in Figure 5.7 

is the unnormalized spectrum of a potential controlled electrolysis experiment on a 

solution containing only PBN in ACN with n-Bu4NClO4 after 75 min. In this control 

experiment, a small EPR signal of an unknown PBN-trapped radical was also observed, 

but it was not present in the allyl 2-bromobenzyl ether experiments. 

 As the changes in features and amount of splitting in the spectra suggest, all spectra are 

convoluted spectra of more than one species. All spectra agree with features expected 

for nitroxide radicals formed by trapping of a reactive organic radical with PBN [47]. 

The formed nitroxide radicals have a longer lifetime than the original radicals, which 

decayed too fast to be detected with CW EPR. The spectra can be interpreted in terms 

of an isotropic g value and the hyperfine interactions (A) between the unpaired electron 

and the magnetic nuclei in its vicinity. These parameters can be used as a unique 

fingerprint of the trapped radical.  Due to the hyperfine interaction of the unpaired 

electron with the nitroxide 14N nucleus (I=1), the room-temperature CW-EPR spectra 

of all nitroxide radicals consist of at least a triplet signal. Subsequent splitting of the 

three signals can occur through resolved hyperfine interaction with protons in the 

vicinity of the unpaired electron. The spectrum depicted in Figure 5.6A is a sum of a 

triplet (radical 1) and a triplet of doublets (radical 2). In the following spectrum,       

Figure 5.6B, the contribution of a third species emerges (radical 3). The EPR features 

of radical 3 are more pronounced in the third (Figure 5.6C) and fourth (Figure 5.6D) 

spectrum. All EPR spectra can be simulated in terms of these three contributions  
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(Figure 5.6), for which the parameters are listed in Table 5.1. From the simulations, the 

EPR spectrum of radical 3 was found to be a triplet of doublets of doublets of doublets. 

The individual EPR contributions of the three radicals are shown in Figure 5.6 E-G. 

 

 
Figure 5.6: Accumulated experimental EPR spectra (black) and corresponding simulations (red) 
of the controlled-potential electrolysis of 5 mM ABBE + 15 mM PBN in ACN + 0.1 M TBAP 
(potential set at the peak potential of the reduction wave in the EPR flat cell, checked by in-situ 
CV) at different time intervals: 0-30 min, (A), 30-60 min (B), 60-90 min (C) and 90-120 min (D), 
and the simulated spectra and the molecular models derived from DFT calculations of radical 
1/PBN-Ox (E), radical 2/PBN-allyl benzyl ether (F) and radical 3/PBN-4-methylisochromane (G). 
The spectra are shown normalized to allow easy comparison. 

 

Based on the isotropic 14N hyperfine coupling constant (22.66 MHz) of radical 1, it is 

assigned to benzoyl-tert-butyl nitroxide (PBN-Ox) (Figure 5.6) [47]. This species is 

often observed in PBN spin-trapping experiments, especially in the presence of 

oxygen [48]. Although the electrolyte was extensively deoxygenated during sample 

preparation and was under an argon atmosphere during the experiment, there still can 

be residual dioxygen in the electrolyte due to its high solubility in ACN (8.1 mM  [49]). 

Alternatively, residual water in the ACN solvent (<150 ppm) can be oxidized at the 

counter electrode, and the generated dioxygen can diffuse to the working electrode part 

of the cell. Radicals 2 and 3 displayed 14N and 1H hyperfine couplings that are suggestive 

of carbon-centred radicals that have been spin-trapped such as the expected radical 

intermediates from reactions (3) and (4) in Figure 5.1. In order to assign radicals 2 and 

3, DFT was used to compute the EPR parameters of the PBN spin-trapped allyl benzyl 

ether and 4-methylisochromane radicals. 
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Table 5.1 Experimental and calculated isotropic g and hyperfine coupling constants of the three 
spin-trapped radicals during the electrolysis of 5 mM ABBE + 15 mM PBN inACN + 0.1 M TBAP 
(potential set at the peak potential of the reduction wave in the EPR flat cell, checked by in-situ 
CV).  

 

 radical 1 radical 2 radical 3 

 exp DFT exp DFT exp DFT 

giso 2.0069 2.0067 2.0063 2.0053 2.0062 2.0054 

AN-iso [MHz] 22.66 22.53 39.09 40.35 39.53 43.17 

AHβ [MHz] - - 6.46 5.61 12.43 12.18 

AH [MHz] 

AH [MHz] 

- 

- 

- 

- 

- 

- 

- 

- 

4.03 

2.19 

1.43 (AH2φ)/ 

-0.82 (AHaγ)/ 

-0.94 (AHbγ)a 
 a Possible assignments (see main text for details) 

 

 

 
Figure 5.7 Accumulated experimental EPR spectra (black, 20 scans) of the controlled potential 
electrolysis of allyl 2-bromobenzyl ether in ACN + 0.1 M TBAP at the peak potential of the 
reduction wave in the flat cell (-1 V vs pseudoref.) at different time intervals: 0-30 min, (A), 30-
60 min (B), 60-90 min (C) and 90-120 min (D), and the spectrum (blue, 50 scans) and simulation 
(red) of a sample containing only PBN in ACN with n-Bu4NClO4 collected after 75 min of 
controlled potential electrolysis at -1 V vs the pseudoref. (E). The parameters for the simulation 
were giso =2.0057, AN-iso = 39.00 MHz, AH-iso = 5.8 MHz. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the Web version of this article.) 
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5.5 DFT calculations  
 

DFT calculations were used in order to identify the radical intermediates measured with 

spin-trap EPR. For this, several models of PBN-trapped radicals were considered. Their 

geometry was optimized, and the responding coordinates (see section 5.8, 

supplementary information) were then used for single-point computations and to 

estimate the EPR parameters. 

 

5.5.1 Selection of the functionals and basis sets 
 

As discussed in chapter 2, a good choice of functionals and basis sets plays an essential 

role in DFT. For the geometry optimizations, the Becke-Perdew density functionals 

(BP86) [50–52] and the split valence plus polarization (SVP) basis sets  [40] were used 

for all atoms. In order to find the most accurate combination for the EPR calculations, 

different couples of functional and basis sets were benchmarked using standard 

nitroxide radicals (2,2,6,6-Tetramethylpiperidin-1-yl)oxyl (TEMPO) and 5,5-dimethyl-

1-pyrroline N-oxide (•DMPO)-OH, as well as the benzoyl-tert-butyl nitroxide (PBN-

Ox) radical (Table 5.2). All three functional/basis sets that were tested reasonably 

predicted the giso values. The B3LYP/(6-31+G**) was found to be most accurate for 

calculating the hyperfine interactions (Figure 5.8), and thus was chosen for calculating 

the EPR parameters of the spin-trap radicals. Variations between different 

functional/basis sets and deviations from the exact experimental values are normal for 

DFT computations, but the observed trends are generally followed [53]. 

 

 
Figure 5.8 Comparisons of the trends in the AN-iso (A) and giso (B) between the experimental and 
calculated values using different functional/basis sets combinations and molecular models of 
TEMPO and DMPO-OH. 
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Table 5.2 Comparison between experimental and numerical EPR parameters from DFT 
calculations using different functional/basis sets combinations. 

a this work 
b experimental values from [54] and DFT own work 
c In solution, the hyperfine coupling of protons on methyl and tert-butyl groups are generally 
small and unresolved, owning to the free rotation around sp3 C-C bonds that averages their 
contributions. 

 

5.5.2 DFT calculation of EPR parameters for PBN-4-

methylisochromane and PBN-allylbenzyl ether. 
 

The geometry-optimized models of PBN-Ox, PBN-allyl benzyl ether, and PBN-4- 

methylisochromane are depicted in Figure 5.6. Compared to PBN-Ox, the latter two 

PBN-adducts have greater degrees of freedom. To account for this, selected bonds close 

to the nitroxide moiety were manually rotated without subsequent relaxation of the 

system. Rotation around the N-Cβ bond had the most significant impact on the EPR 

parameters calculated from the molecular models. Figure 5.9 shows the computed 

single-point energy values as a function of the rotational dihedral angles around the N-

Cβ bond and the corresponding EPR parameters. Since the EPR experiments have been 

performed in the liquid phase at room temperature, the thermal energy (𝑘𝐵𝑇 =
25.7 𝑚𝑒𝑉 𝑎𝑡 298 𝐾) will allow some rotations around the flexible bonds. Due to 

molecular motions in the fast motion regime, the EPR experiment will reflect the 

average of the EPR parameters of all rotamers that can be thermally accessed. The EPR 

parameters were therefore averaged in the range marked in pink (Figure 5.9), denoting 

the allowed rotational angle range. The computed EPR parameters for PBN-4- 

methylisochromane and PBN-allyl benzyl ether are comparable to radicals 2 and 3, 

respectively (Table 5.1), and thus are assigned accordingly. The    giso-values are 

reasonably predicted for both radicals. For radical 2, the experimental and calculated 

hyperfine coupling values are in good agreement (Table 5.1). These are assigned to the 

  PBN-Oxa TEMPOa DMPO-OHb 

experimental giso 2.0069 2.0059 2.0056 

 AN-iso [MHz] 22.66 48.63 41.76 

 AH
β [MHz]   41.76 

B3LYP/EPR-II giso 2.0063 2.0057 2.0056 

 AN-iso [MHz] 15.14 37.047 25.90 

 AH
β [MHz]   37.03 

 ACH
3

AVG [MHz]c 0.46 -0.54,-0.66  

B3LYP/6-31+G** giso 2.0067 2.0055 2.0057 

 AN-iso [MHz] 22.53 45.85 42.52 

 AH
β [MHz]   35.30 

 ACH
3

AVG [MHz]c 
0.46 -0.53,-0.53  

PWPB95/EPRII giso 2.0070 2.0062 2.0060 

 AN-iso [MHz] 21.07 48.32 35.96 

 AH
β [MHz]   35.44 

 ACH
3

AVG [MHz]c 
-0.03 -1.32,-0.79  
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expected isotropic 14N hyperfine interaction and the interactions between the unpaired 

electron and the Hβ proton (see Figure 5.6 for proton assignment). For radical 3, the 

experimental and calculated values for the isotropic 14N and Hβ proton hyperfine 

interactions are also in good agreement. Two further 1H interactions (4.03 and 2.19 

MHz) are also used in the simulation of the spectrum of radical 3. After the isotropic 
14N and Hβ proton, the next largest calculated hyperfine interactions are AH2φ

 (1.43 

MHz), AHbγ protons (-0.94 MHz) and AHaγ (-0.82 MHz). Two of these are likely 

candidates for the unattributed couplings in the spectrum of radical 3. However, the 

calculated values are close in magnitude and somewhat smaller than the experiment 

preventing definitive assignments. 

 

 

Figure 5.9: Evolution of the total  energy (A), and EPR parameters giso (B), AN-iso (C), AHβ (D), AH2φ 

(E), AHaγ (F) and AHbγ (G) as a function of the dihedral angle manually rotated around the N-Cβ 
bond for PBN-4-methylisochromane from calculations using B3LYP/EPR-II functional/basis set; 
the corresponding values for PBN-allylbenzyl ether (A' to D'); magnification of the region near 
the lowest energy (insets). The bands shade in pink indicates the dihedral angles which are 
thermally allowed at 298 K. 
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5.6 The reaction evolution 
 

As shown in Figure 5.6, the three PBN-trapped radicals are not all present at each time 

interval. The relative weight of each radical in the spectrum correlates linearly with their 

relative concentration and can be plotted versus the elapsed time to visualize their 

evolution (Figure 5.10). The presence of the PBN-Ox increases with time, then plateaus, 

suggesting that the electrolytic generation of this species is exhaustive or that it reaches 

steady-state between PBN-Ox decay and spin-trapping reactions. Considering the very 

low concentration of residual dioxygen/water, exhaustive electrolysis is plausible. The 

concentration of PBN-allyl benzyl ether appears to decrease between the first and 

second time intervals. This change is small and may be due to the poor S/N of the first 

spectrum. Considering the few data points, it is assumed that this decrease is 

insignificant within the experimental error. From the second time interval to the 

remainder of the experiment, the concentration of PBN-allyl benzyl ether remains 

constant. PBN-4-methylisochromane, which arises from the spin-trapping of the radical 

intermediate from the intramolecular cyclisation of the allyl benzyl ether radical, is the 

most abundant product over time. This is expected as the experimental conditions 

favoured its formation. There is a strong increase in the concentration of PBN-4-

methylisochromane in the beginning, which starts to plateaus in the last time interval.  

  

 
Figure 5.10: Relative weight of each radical in the different EPR spectra depicted in Figure 5.6, 
Figure 5.7 

 

The data suggests that the cyclisation intermediate (4-methylisochromane radical) is not 

present during the first time interval, which is unexpected considering the precursor 

intermediate (allyl benzyl ether radical) is formed. However, it should be noted that the 

intermediates are not detected directly and that an extra spin-trapping reaction step is 

needed for detection. The reactivity of PBN with different radicals can vary  [55], and 

thus the formation of certain radicals can be masked. It is possible that PBN-Ox is 
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formed much more easily than PBN-4-methylisochromane. Alternately, the 4-

methylisochromane radical generated is reacting with the fast diffusing residue oxygen 

in the initial stages, which yields PBN-Ox after subsequent decay/reaction steps. Due to 

the geometry of the thin cell, natural convection quickly sets in. Over time the oxygen 

species becomes exhausted and more of the target radical will be spin-trapped and 

becomes detectable in the spectra. This appears to follow the course of the current in 

Figure 5.5 where after the first time interval, the current starts to stabilize (no longer 

strongly influenced by the dioxygen/water species), after which PBN-4-

methylisochromane emerges in the subsequent spectra. In addition, the S/N is lower in 

the beginning, possibly masking the spectral features of a low amount of the PBN-4-

methylisochromane. This correlates with the previous results of an electrochemical 

investigation  [28] which shows that product distribution is not time-dependent and that 

the cyclisation product is formed at any point during the electrolysis. The concentration 

of the allyl benzyl ether radical remains almost constant throughout the electrolysis 

while the concentration of the 4-methylisochromane radical increases. This implies that 

the intramolecular cyclisation to 4-methylisochromane is faster or easier than the spin-

trapping reaction. A possible cause is the difference in the adsorption strength of the 

radicals. The allyl benzyl ether radical could be strongly adsorbed on the surface, while 

the 4-methylisochromane radical is more easily desorbed due to the cyclisation, which 

breaks the Ag-radical bond. Since the trapping reaction with PBN happens in solution, 

the 4-methylisochromane will undergo this more easily, resulting in a larger 

concentration of trapped radicals. Furthermore, the decomposition of the trapped 

radicals plays a role. The stability of the trapped radicals may be different for the 

different adducts, which can lead to differences in the accumulated concentrations. A 

less stable radical reaches a steady-state concentration much faster.  

 

5.7 Conclusion 
 

Employing a platform for combined EPR and electrochemical measurements to 

elucidate mechanisms remains underexploited in electrocatalytic research. In this work, 

this approach is validated on a model reaction, and for the first time, the proposed 

mechanism for the reductive cyclisation of allyl 2-bromobenzyl ether to 4-

methylisochromane was confirmed. Both the allyl benzyl ether radical and the 4-

methylisochromane radical intermediates could be detected by spin-trapping and 

identified with the help of DFT calculations. As expected, the target cyclic radical was 

the most abundant product. The experiments show the strength of combining in-situ spin 

trap EPR with electrochemistry to unravel reaction pathways in electrocatalysis. 
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5.8 Supporting information 
 

 

 
 

Figure S5.1.Cyclic voltammogram for the reduction of methyl viologen in H2O + 0.2 M Na2SO4 
(A) and in ACN + 0.1 M n-Bu4NClO4 (B) in both a standard batch cell and an EPR flat cell. EPR 
spectrum (black) recorded during electrolysis of methyl viologen (MV2+) in H2O + 0.2 M Na2SO4 
and simulation in red (C) and EPR spectrum (black) recorded during electrolysis of benzoquinone 
in ACN + 0.1 M n-Bu4NClO4 and simulation in red (D). The spectra of the one-electron reduced 
species MV+·was simulated using the parameters: AN iso = 11.80 MHz (2N), AH = 11.15 MHz (6H), 
AH = 4.49 MHz (4H), AH = 3.74 MHz (4H), which were comparable to those found in the 
literature  [56]. The spectra of para-benzoquinone radical anion were simulated using the 
parameters: AH = 6.78 MHz (4H), AC = 6.00 MHz (1C), which were comparable to those found in 
literature  [57] 
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Table S5.1. The optimized Geometries of the models for the radicals (in Å) 

 

PBN-Ox (radical 1)     

 C 0.83334 -2.426262 -0.000411 

 C 0.895578 -1.006943 -0.000527 

 C 2.174021 -0.391232 -0.000153 

 C 1.997887 -3.203026 0.000096 

 C 3.259871 -2.579733 0.000441 

 C 3.338673 -1.176829 0.000271 

 C -0.451269 -0.333573 -0.001141 

 O -1.496104 -0.993588 -0.001771 

 N -0.559165 1.101218 -0.00001 

 C -1.940367 1.791462 0.00011 

 C -1.676918 3.303862 -0.000052 

 C -2.704507 1.395495 -1.280183 

 C -2.704139 1.395717 1.280703 

 O 0.472418 1.837996 0.000573 

 H -0.156123 -2.905361 -0.000743 

 H 2.25197 0.699955 -0.00026 

 H 1.921916 -4.301354 0.00021 

 H 4.178483 -3.186983 0.000789 

 H 4.321506 -0.680507 0.000506 

 H -2.656334 3.821441 0.00002 

 H -1.112402 3.623102 0.896748 

 H -1.1126 3.622948 -0.897032 

 H -3.653936 1.966699 -1.319184 

 H -2.115311 1.652011 -2.183901 

 H -2.940829 0.316997 -1.29867 

 H -3.653841 1.966473 1.319615 

 H -2.939906 0.317119 1.299747 

 H -2.114911 1.652897 2.184207 

     

PBN-allylbenzyl ether (radical 2)     

 C -1.999244 -2.590714 -0.623569 

 C -1.322674 -3.819311 -0.551555 

 C 0.575746 -2.837148 -1.705074 

 C -0.102943 -1.606905 -1.777797 

 C -1.396132 -1.469735 -1.23584 

 C -0.029883 -3.947076 -1.092506 

 C -2.204354 -0.168406 -1.333117 
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 N -1.507217 0.872787 -2.131364 

 O -0.572078 1.543117 -1.565699 

 C -1.967652 1.346505 -3.496559 

 C -0.701397 1.537489 -4.356 

 C -2.896556 0.321029 -4.165216 

 C -2.690403 2.696601 -3.296703 

 C -2.720381 0.395246 0.001701 

 C -4.073652 0.800754 0.028638 

 C -4.659674 1.365138 1.172769 

 C -3.879482 1.531001 2.327447 

 C -2.53527 1.124859 2.321832 

 C -1.934144 0.554602 1.178473 

 C -0.486531 0.108942 1.263722 

 O 0.146417 0.71219 2.388048 

 C 1.479255 0.246629 2.604443 

 C 1.540408 -1.16308 3.140231 

 C 2.29907 -2.148155 2.625763 

 H -3.012265 -2.500717 -0.199136 

 H -1.80967 -4.683119 -0.072223 

 H 1.587621 -2.924628 -2.130949 

 H 0.384777 -0.741622 -2.249483 

 H 0.502247 -4.909479 -1.036303 

 H -3.1111 -0.422548 -1.911981 

 H -0.976739 1.977366 -5.33468 

 H 0.011204 2.212838 -3.847177 

 H -0.198372 0.566285 -4.53978 

 H -3.092964 0.648486 -5.205524 

 H -2.432332 -0.684722 -4.213019 

 H -3.880662 0.239882 -3.661939 

 H -2.977374 3.128117 -4.276737 

 H -3.610141 2.571377 -2.69004 

 H -2.021006 3.410168 -2.777067 

 H -4.686147 0.666893 -0.877968 

 H -5.717662 1.669372 1.158394 

 H -4.315735 1.972601 3.237295 

 H -1.916169 1.247546 3.221519 

 H -0.442263 -1.004911 1.340613 

 H 0.040277 0.391157 0.325433 

 H 2.088526 0.333601 1.672538 
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 H 1.908433 0.947289 3.353383 

 H 0.917401 -1.354475 4.034246 

 H 2.331162 -3.151807 3.080199 

 H 2.924723 -1.983313 1.731315 

     

     

PBN-4-methylisochromane 

(Radical 3) 

    

 C 1.029692 -2.261271 0.3991 

 C 2.268594 -2.901064 0.212957 

 C 3.45504 -2.147474 0.199326 

 C 3.394384 -0.75154 0.372131 

 C 2.156528 -0.112893 0.55197 

 C 0.958219 -0.861919 0.567668 

 C -0.394969 -0.17193 0.752759 

 N -0.427219 0.627878 2.011185 

 O 0.13645 1.780305 1.991813 

 C -0.739444 0.044523 3.373153 

 C -1.582753 1.099006 4.118574 

 C -1.528269 -1.267224 3.25178 

 C 0.598942 -0.190914 4.107334 

 C -0.781084 0.752297 -0.423631 

 C -0.894741 0.03061 -1.77923 

 O -0.850553 0.958022 -2.879584 

 C -1.923663 1.893188 -2.907748 

 C -3.290633 1.288273 -2.641088 

 C -3.398169 -0.030511 -2.140025 

 C -2.142538 -0.855888 -1.933229 

 C -4.457181 2.052966 -2.854473 

 C -5.726021 1.517944 -2.584164 

 C -5.837667 0.205917 -2.084677 

 C -4.679813 -0.555803 -1.863606 

 H 0.104368 -2.860466 0.409223 

 H 2.30487 -3.993674 0.079537 

 H 4.426392 -2.646057 0.055706 

 H 4.320303 -0.154994 0.366532 

 H 2.111856 0.976447 0.703593 

 H -1.16653 -0.957325 0.859053 

 H -1.766782 0.767998 5.159822 

 H -1.050432 2.068492 4.13983 
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 H -2.562187 1.245524 3.619278 

 H -1.791869 -1.615486 4.270334 

 H -2.476236 -1.130048 2.692877 

 H -0.938803 -2.073825 2.772907 

 H 0.410988 -0.524163 5.147816 

 H 1.203376 -0.966435 3.595797 

 H 1.183072 0.749678 4.135476 

 H -1.738916 1.251236 -0.164393 

 H -0.01493 1.547707 -0.516457 

 H 0.01169 -0.592944 -1.921862 

 H -1.899091 2.352613 -3.9183 

 H -1.746265 2.725994 -2.182091 

 H -1.988091 -1.520737 -2.811397 

 H -2.264625 -1.531852 -1.060743 

 H -4.367131 3.081633 -3.241671 

 H -6.628707 2.123216 -2.762056 

 H -6.828544 -0.221592 -1.865074 

 H -4.764909 -1.581438 -1.468032 

     

TEMPO     

 O -1.800226 -1.132621 -0.472929 

 N -0.661718 -0.60076 -0.20991 

 C 1.666463 0.780404 0.803625 

 C 0.963651 1.29515 -0.454318 

 C -0.516899 0.863658 -0.556201 

 C -1.009538 1.037832 -2.005168 

 C -1.416636 1.68662 0.396025 

 C 1.626497 -0.749195 0.809137 

 C 0.194541 -1.330567 0.799828 

 C -0.475953 -1.214895 2.189241 

 C 0.237989 -2.809874 0.372815 

 H 1.190085 1.192066 1.719654 

 H 1.50674 0.912547 -1.346284 

 H 1.000674 2.403196 -0.514011 

 H -0.411231 0.414324 -2.700363 

 H -2.072079 0.745116 -2.096981 

 H -0.901593 2.098603 -2.307779 

 H -1.469191 2.739192 0.05155 

 H -2.440495 1.263117 0.396767 
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 H -1.037051 1.686763 1.436632 

 H 2.15739 -1.164908 1.691202 

 H 2.166456 -1.121856 -0.08891 

 H -0.4303 -0.184333 2.592734 

 H -1.53996 -1.514502 2.113256 

 H 0.030433 -1.887046 2.911126 

 H 0.874197 -3.380327 1.078693 

 H -0.777283 -3.248412 0.370553 

 H 0.667862 -2.911851 -0.644458 

 H 2.719175 1.131556 0.819474 

     

DMPO-OH     

 C -0.633335 -0.460217 -0.246221 

 C 1.595974 0.104601 -0.676498 

 C 0.996299 1.155199 0.284662 

 C -0.538597 0.979566 0.17485 

 O -1.734518 -1.102487 -0.294704 

 C -1.165221 1.851591 -0.932568 

 C -1.282213 1.169225 1.504292 

 C 0.667086 -1.100501 -0.543121 

 O 1.096065 -1.927972 0.52455 

 H 2.638645 -0.169745 -0.4257 

 H 1.581804 0.464877 -1.724934 

 H 1.313278 2.187701 0.039681 

 H 1.320053 0.939172 1.323004 

 H -0.600809 1.767745 -1.88328 

 H -2.208875 1.527098 -1.118988 

 H -1.176157 2.916552 -0.625247 

 H -1.224142 2.226905 1.830504 

 H -2.349515 0.894595 1.386594 

 H -0.842199 0.530911 2.296843 

 H 0.540963 -1.690375 -1.47894 

 H 0.457416 -2.66744 0.589222 
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This chapter investigates the self-condensation of acetone towards diacetone alcohol. 

Several reaction conditions can lead to the diacetone alcohol, both chemically and 

electrochemically. The mechanism for the electroreduction of acetone was investigated 

here, using a combination of electrochemistry and in-situ spin trap EPR. The 

hypothesised mechanisms from the literature are compared with the experimental data, 

and the presence of O2 is shown to activate acetone at lower overpotentials through the 

oxygen reduction reaction. DFT calculations support the proposed mechanisms based 

on the experimental data. This chapter contains a collaboration with the ELCAT group 

at the University of Antwerp. 

 

Manuscript in prepration : M. Samanipour, S. Neukermans, , H.Y.V. Ching, J. 

Hereijgers, T. Breugelmans, S. Van Doorslaer, Re-evaluating the electrochemical self-

condensation of acetone by in-situ EPR and DFT calculations. 

 

Own contribution: Performing and analysing in-situ EPR experiments; DFT 

calculations and analysis. 
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6.1 Introduction 
 

Acetone is a broadly used chemical solvent and reagent which can serve as a feedstock 

for higher C-products through C-C bond formation, for instance, via self-

condensation [1–4]. The initial product formed during the self-condensation of acetone 

is 4-hydroxy-4-methyl-pentane-2-one, also known as diacetone alcohol (DAA) [5]. The 

chemical structures of acetone and DAA are shown in Figure 6.1. Dehydration of DAA 

results in the formation of mesityl oxide [6], a precursor to methyl isobutyl ketone, 

which has a great number of industrial applications [7]. Conventionally, ketones can be 

chemically condensated with aldehydes by using homogeneous catalysts like H2SO4 and 

alkali metal bases  [8,9]. Both of these options have downsides on the industrial scale 

because of the homogeneous nature and the harsh reaction conditions, requiring catalyst 

separation and corrosion-protective measures for the reactor. Therefore, several studies 

have focused on the performance of heterogeneous catalysts for these transformations 

by using fixed-bed reactors employing bases like Ba(OH)2 and Ca(OH)2 and various 

metal oxides with strong basic sites like MgO, BaO, SrO, La2O3, ZrO2, etc. [10–18].  

 

 
Figure 6.1 Chemical structures of acetone (left) and diacetone alcohol (DAA) (right) 

Electrosynthesis combines the benefits of heterogeneous catalysis with mild reaction 

conditions and usually high selectivity due to the precise control over the electrode 

potential. Reports on the electrochemically induced condensation of aldehydes and 

ketones are abundant in aqueous solutions  [19–24], organic solvents  [25], such as 

DMF  [26–28], DMSO, ACN  [26], as well as ionic liquids  [29]. Inherently, the 

selection of the solvent influences the reaction pathway and the formed products. 

Aqueous studies are mostly performed in the presence of H2SO4 on a Pt electrode, where 

electroreduction promotes the formation of 2-propanol at milder overpotentials and 

propane at higher overpotentials (close to the hydrogen evolution reaction). In other 

solvents, the electroreduction leads to combinatory products of the reagents like 

pinacols, diones or β-hydroxy ketones. 

The electrosynthetic reduction of pure acetone with only a supporting electrolyte present 

has received much less attention. Inherently, it removes the need for the separation of 

an extra solvent component during the subsequent purification processes.  

In previous studies from the ELCAT group (UAntwerp), this system has been 

investigated in batch and flow configurations  [30,31]. Selectivity up to 90% was 

achieved for DAA at Pt cathodes in an undivided batch cell and up to 97% in a divided 

batch cell. Lower yields were observed with increasing water concentration or when Au 

and GC cathodes were used instead of Pt. Flow experiments showed that while Pt and 

GC cathodes gave similar yields per time unit, GC showed a fourfold increase in 

faradaic efficiency. 
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Mechanistically, the conventional acid-catalysed pathway is initiated by the enolisation 

of the reagent (Scheme S6.1) [32], while during the base-catalysed mechanism, an 

enolate anion is formed, followed by an nucleophilic addition to the reagent (Scheme 

S6.2) [32]. In contrast, the mechanism for the electrosynthesis of DAA from pure 

acetone with only a supporting electrolyte present in the solution is still unclear. To the 

best of our knowledge, three mechanisms for the electro synthetic aldol condensation of 

aldehydes or ketones have been postulated in literature for organic solvents.  

In the mechanism proposed by Shono et al.  [33], an electrochemically generated base 

(EGB) is formed at the electrode, which then deprotonates an aldehyde molecule to 

yield an anion. The anion reacts with a second aldehyde molecule to give the aldol 

addition product. The study of Shono et al. comprised of a small number of aliphatic 

aldehydes, which were self- or cross-condensed, yielding dimethylformamide. If this 

mechanism applies to acetone reduction, the most obvious EGB would be the acetone 

radical anion ([CH3C(O)CH3]●-, Scheme S6.3), but the EGB could also be an in-situ 

formed derivative. A mechanism towards DAA based on the initial steps in aldol 

condensations of aldehydes by Shono et al. can be found in Scheme 1. 

 

 
Scheme 1 Electrochemically-induced aldol condensation mechanism based on the aldol 
condensation mechanism for aldehydes of Shono et al. [33]. The corresponding DFT computed  
ΔG-values are mentioned in front of each reaction as well as the ΔGtot. The pKa values are taken 
from [34] for acetone and [35] for ●C(CH3)2OH. The red circles are for clarification of the 
presence of a negative charge on the carbon atom. 

In contrast, Kumar et al.  [36] proposed that an electrogenerated aldehyde radical anion 

undergoes homolytic C-H bond splitting to give an enolate anion and a hydrogen atom. 

The enolate anion couples with another electrogenerated aldehyde radical anion and 

loses an electron to give the alkoxide of an aldol product. This specie loses another 

electron and then couples with the previously generated hydrogen atom to give the aldol 

product. The authors do not mention the electron acceptor. The study of Kumar et al. 

comprised of a small number of benzaldehydes which were also self- or cross-

condensed in a DMF/H2O mixture. Scheme 2 shows the acetone to DAA pathway if the 

mechanism of Kumar et al. is followed. Once again, [CH3C(O)CH3]●- is an important 

intermediate. 
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Scheme 2 Electrochemically-induced aldol condensation mechanism proposed by Kumar et 
al.  [36] applied to the acetone 

Tsai [37] proposed a mechanism for the self-condensation of acetone in water where a 

paired electrolysis occurs in an undivided cell with in-situ generated OH- and H+ 

catalysing the reaction in a classical way  [38]. However, he proposed that without 

water, the reaction at the cathode would be similar to that shown in Scheme S6.3. At the 

anode, he states the formation of a carbocation. However, this mechanism appears to 

conflict with the higher selectivity observed when a divided batch cell is used  [30,31].  

In this chapter, the solvent-free electrochemical self-condensation of acetone to DAA 

was studied. Due to the radical nature of some reaction intermediates proposed in the 

literature, the reaction was studied by using in-situ spin-trap EPR 

spectroelectrochemistry. The trapped radicals were identified, and the effect of 

dissolved O2 has been investigated. DFT computations of bond dissociation energies 

were used to evaluate the reaction mechanisms. 

Finally, a detailed reaction mechanism is proposed considering the experimental 

findings and the DFT calculations. 

 

6.2 Materials and methods 
 

Combined EPR-spectroelectrochemical measurements were performed in a Wilmad 

Supracil WG-810-A-Q quartz flat cell. A PFA insulated Pt wire was used as a working 

electrode (WE). The PFA was stripped off for the section that was placed in the flat part. 

A leak-free reference electrode (RE)(W3 69-00) was used (Harvard Apparatus), which 

is equivalent to a Ag/AgCl 3 M KCl reference. The RE was positioned at the entrance 

of the flat part to ensure optimal potential control. The Pt rod counter electrode (CE) 

was put in the reservoir on top of the flat part. The tip was also put as close to the 

entrance of the flat part to reduce the cell potential. For experiments in the absence of 

O2, solutions were prepared, and the cell was assembled in an N2 atmosphere (Air Liquid 

99.999%) glovebox. For experiments in the presence of O2, the samples were prepared 

under air and bubbled with O2 ballons. The setup was then placed in a TE102 rectangular 

cavity in a Bruker E580 Elexsys spectrometer. The EPR spectra were recorded at X-

band (9.664 ± 0.001 GHz) in continuous wave mode at ambient temperature with 3.317 

mW power, 0.1 mT modulation amplitude and 100 kHz modulation frequency. All 

electrochemical experiments were conducted with a PAR VersaSTAT 3 potentiostat. 
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The experiments performed in bulk were recorded versus a saturated Ag/AgCl reference 

electrode in a conventional undivided cell. The EPR spectra were simulated using the 

EasySpin-5.1.11 module running in Matlab [39]. 

Electrochemical measurements were performed in dry acetone stored in a glovebox 

(Acros Organics, 99.8%, Extra dry, Acroseal) with 0.1 M tetrabutylammonium 

perchlorate (TBAP, Sigma-Aldrich, 99.0 %). 10 mM 5,5-dimethyl-1-pyrroline-N-oxide 

( DMPO, TCI, >97.0 %) was added to the solutions as a radical trapping agent. 

Spin-unrestricted (UKS) DFT calculations were carried out with the ORCA 

package [40–43]. The B3LYP functional [44], in combination with Gaussian basis sets 

6-311+G** [45,46], were used to calculate the geometry optimisation and the Gibbs 

free energies (G) of each molecular structure. To mimic the solvent effect, the SMD 

(universal solvation model based on density) model [47] was used. The energy was 

converged to 1×10-8 Hartree (Eh), and the convergence tolerances in the geometry 

optimisation were 3×10-4 Eh/Bohr for the gradient and 5×10-6 Eh for the total energy. 

In order to calculate the total Gibbs difference, ΔG, of the reaction mechanisms, first, 

the ΔG-values of every single intermediate reaction were calculated. Summation of all 

ΔG-values gives the total Gibbs energy change of the overall reaction. The Gibbs energy 

change ΔGtot of a known reaction is given by Equations (6.1) and (6.2) 

 

  (6.1) 

ΔGtot = G(C) + G(D) – [G(A)+G(B)]  (6.2) 

 

The same DFT model as chapter 5 is used to determine the structures and EPR 

parameters of DMPO-trapped radicals. 

 

6.3 Results and discussion 
 

6.3.1 Electrochemical validation 
 

Bulk CVs of acetone were performed on a Pt wire electrode with and without O2 present 

(Figure 6.2). The presence of O2 gave rise to a first irreversible reduction peak around -

1.35 V vs Ag/AgCl. This is known to be the reduction of O2 with the exact species 

formed depending on the solvent and impurities (see discussion). At more negative 

potentials, the solvent, here acetone, starts to reduce at the electrode.  

The current increase with onset around -1.8 V cannot be caused by impurities due to its 

magnitude. Experiments in the flat cell show similar behaviour except for a shape 

distortion, probably due to the space limitations of the flat cell, as also observed in the 

previous chapter. Nevertheless, with a stable RE and the right choice of electrolysis 

potential, the two phenomena could be isolated for radical determination by EPR. The 

chosen potentials were -1.6 V and -2.1 V as the first isolates the O2 reduction reaction 

when O2 is present, and at -2.1 V, the direct acetone electroreduction occurs.  

In previous work from the ELCAT group (UAntwerp), the reduction at -1.6 V in the 

presence of O2 resulted in substantial yields of the product DAA comparable to those at 

-2.1 V for both circumstances [48]. This is an indication of an altered reaction 

mechanism for acetone reduction towards DAA when O2 is present. 
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Figure 6.2. CV acetone + 0.1 M TBAP on Pt wire electrode in bulk (left) and flat cell (right) with 
and without the presence of O2 at 50 mV s-1 

 

6.3.2 In-situ spin trap EPR spectroelectrochemistry 
 

In order to determine potential radical intermediates that are generated in the 

electrochemical reactions, in-situ spin trap EPR spectroelectrochemistry was performed 

under four different conditions (i.e. -1.6 V, -2.1 V, O2-rich environment and O2-free 

environment). As explained in chapters 4 and 5, spin traps react with short-living 

radicals and convert them to more stable, EPR-detectable radical species. Experiments 

were performed with 10 mM DMPO spin trap (Figure 4.1), and the resulting EPR 

spectra are shown in Figure 6.3. No signal was observed when the electrolysis was 

performed at -1.6 V in the absence of O2. When the electrolysis was performed at -2.1 

V in the absence of O2, a typical signal for a DMPO-trapped radical adduct (DMPO-R1) 

was observed. When the electrolysis was performed in the presence of O2 at -1.6 V or   

-2.1 V, the R1 signal was observed combined with a second DMPO-trapped radical 

adduct signal (DMPO-R2). Simulations of the separated and combined DMPO-R1 and 

DMPO-R2 signals are also shown in Figure 6.3. The isotropic 𝑔-values (𝑔𝑖𝑠𝑜) and 

corresponding nitrogen (𝐴𝑖𝑠𝑜,𝑁) and proton (𝐴𝑖𝑠𝑜,𝐻) hyperfine couplings used for the 

simulations are given in Table 6.1. 
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Table 6.1 Simulated EPR parameters for the two trapped radicals and for similar/possible 
structures from literature.  

 

The EPR parameters of DMPO-R1 fall within the range for trapping of carbon-centred 

radicals, while the values of DMPO-R2 are typical for trapping of oxygen-centred 

radicals. As seen in Table 6.1, the EPR values of DMPO-R1 are similar to those found 

in the literature for DMPO-trapped ●C(CH3)2OH (the protonated product of 

[CH3C(O)CH3]●-) and ●CH2C(O)CH2C(O)OH (structurally similar to the acetonyl 

radical (●CH2C(O)CH3), in which a H-atom has been abstracted from acetone). The EPR 

parameters of DMPO-R2 are consistent with those found for DMPO-trapped alkoxyl 

radicals such as ●OCH(CH3)2 and ●OC(CH3)3.  

 

DMPO-trapped radical giso 
Aiso, N / 

mT 
Aiso, Hβ 
/ mT 

Aiso , Hγ 
/ mT 

Solvent ref. 

R1 2.0056 1.46 2.14 - Acetone 
this 

work 

R2 2.0057 1.30 0.78 0.16 Acetone 
this 

work 

●OCH(CH3)2 - 1.343 0.782 0.179 
7:1 

ACN/IPA 
 [49] 

 2.0061 
1.28-
1.30 

0.6-0.7 0.2 Benzene  [50] 

●OC(CH3)3 2.0061 1.31 0.8 0.2 Benzene  [50] 

 - 1.311 0.79 0.197 Benzene  [51] 
●C(CH3)2OH 2.0053 1.60 2.41 - H2O pH 7.8  [52] 

 - 1.58 2.39 - H2O pH 11  [53] 

 2.00537 1.579 2.436 - IPA  [54] 

 - 1.458 2.391 - Benzene  [51] 
●CH2C(O)CH2C(O)OH 2.0060 1.424 2.384 - H2O  [55] 

O2
●- - 1.31 0.91 - Acetone  [56] 

 - 1.275 1.019 0.13 Acetone  [57] 
●OOH 2.0060 1.31 1.08 - Acetone  [58] 
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Figure 6.3. EPR spectra of in-situ generated DMPO-trapped radicals through cathodic reduction 
of acetone with 0.1 M TBAP and 10 mM of DMPO at -1.6 V and -2.1 V vs Ag/AgCl (3 M) under 
N2 and O2 atmosphere as well as related simulation spectra (dotted red lines). The experimental 
settings are stated in the experimental section (a-d). The simulated spectra of each DMPO-
trapped radical are shown separately (e and f). 

6.3.3  Gibbs free energy values 
 

The above in-situ EPR measurements predict the presence of a carbon-centred radical 

in the absence of O2 and carbon-centred and oxygen-centred radicals intermediates in 

the presence of O2. DFT computations were subsequently performed in order to identify 

those intermediates. 

Using DFT, the Gibbs energy (G) values for each reagent, product, and potential 

intermediate were determined (Table S6.1). The use of the functional/basis sets 

combination B3LYP/6-311+G** was benchmarked by others for similar molecular 

structures containing light atoms such as H, C, and O [59]. A similar level of theory was 

used in chapter 5 for the single-point calculations of radical species. Moreover, more 

extensive basis sets with higher computation costs (e.g. 6-311++G**) were utilised here 

as a test for some of the small molecules, such as acetone. The results did not show a 

significant change in energy values (Table S6.2) and were, therefore, abandoned. The 
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computed Gibbs energy values will be used to evaluate potential reaction mechanisms 

in the next section. 

The DFT calculated ΔGtot corresponding to several possible classical base-catalysed 

mechanisms initiated by OH- were performed to validate the DFT approach. The ΔGtot 

values of six different possible mechanisms to make DAA in the presence of acetone 

and enolated acetone were calculated (Table S6.3 and Figure S6.1). In mechanism 1, in 

the first step,  OH-  deprotonates the first acetone to give water and (CH2C(O)CH3)- 

which then reacts with a second acetone to create (OC(CH3)2CH2C(O)CH3)-. Then it 

deprotonates a third acetone and makes DAA and (CH2C(O)CH3)-. This mechanism is 

not favoured due to a positive ΔGtot (ΔGtot = 0.0215 Eh). ΔGtot becomes negative by 

replacing one acetone molecule with its enolate form in at least one of the steps 1 or 3 

(mechanisms 2-4), which gives ΔG2,3
tot= -0.0029 Eh for both mechanisms. The presence 

of a small amount of the enol form of acetone in the solvent is possible due to the keto-

enol tautomerisation  [60]. The most favoured mechanism with ΔG4
tot = -0.0273 Eh is 

mechanism 4, in which two enols replace acetone molecules in mechanism 1. These 

results show that the DFT approach is consistent with the classical base-catalysed 

mechanism [5]. 

 

6.3.4 Evaluation of putative reaction mechanisms 
 

The detection of DMPO-R1 at -2.1 V vs Ag/AgCl during the in-situ EPR-

spectroelectrochemical experiments of acetone in the absence of O2 (Figure 6.3.b) 

suggests that radical R1 is a desorbed specie, unlike the species found on platinum in 

acidic aqueous media were acetone adsorbs on platinum [20,22,24]. In the light of the 

previously discussed reaction mechanisms, ●C(CH3)2OH is a candidate for R1 (Table 

6.1). Trapping of ●C(CH3)2OH rather than ●OCH(CH3)2 is corroborated by computation 

of the Loewdin charge and spin density distribution in [CH3C(O)CH3]●-. The spin 

density is mostly localised on the central carbon, with the negative charge localised 

more on the oxygen, favouring more the formation/trapping of ●C(CH3)2OH. A similar 

charge distribution has also previously been discussed [61]. 

 

 
Figure 6.4  Acetone radical anion showing the Loewdin charge (black) and spin densities (red) 
on selected atoms (left) and the spin density distribution (right)  

The negatively charged O-atom is protonated in the final DMPO-trapped adduct, but it 

is not possible to determine whether this occurs before or after the spin-trapping 

reaction. If the protonation step is assumed to be occurring before the spin-trapping 

reaction, then the presence of DMPO-R1 can be considered as evidence for 

[CH3C(O)CH3]●-, acting as an EGB within the mechanism proposed by Shono et 
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al. [33]. As shown in Scheme 1, after the EGB is formed, the mechanism essentially 

follows the classical base-catalysed pathway. For homogenous acetone self-

condensation, a strong base such as an alkali metal hydroxide (pKa in H2O is 14.00) is 

required [38]. However, the pKa of ●C(CH3)2OH is only around 12 [35], meaning 

[CH3C(O)CH3]●- is ~100 times less basic than an alkali metal hydroxide, and the 

increasing the total Gibbs energy of the overall reaction based on their proposed reaction 

(ΔGtot = 0.0333 Eh) (see Scheme 1) makes it seem unlikely that [CH3C(O)CH3]●- can 

catalyse the self-condensation to the degree of efficacy that has been observed.  

 

 
Figure 6.5. The proposed route for the direct reduction of acetone at Pt electrode towards DAA 

An alternative route (Figure 6.5) could be that [CH3C(O)CH3]●- in step 1, located on the 

electrode surface, first abstracts an H-atom to form isopropoxide (-OCH(CH3)2) (step 

2), which then acts as a strong base (pKa of isopropanol is 17.10 [62]) to initiate the 

base-catalysed pathway with the enolated acetone to make isopropanol and 

(CH2C(O)CH3)- (step 3), which then reacts with another enol to create 

(OC(CH3)2CH2C(O)CH3)- (step 4). Then by abstracting a proton from isopropanol, 

(OC(CH3)2CH2C(O)CH3)- makes DAA (step 5) (Figure 6.5).  

Since the reaction mixture contains mostly acetone (13.5 M vs. 0.1 M of supporting 

electrolyte), the H-atom abstracted by [CH3C(O)CH3]●- in step 2 most likely originates 

from another acetone molecule, which becomes ●CH2C(O)CH3. Furthermore, it has 

been shown that [CH3C(O)CH3]●- can be adsorbed on a Pt electrode in aqueous 

media [24,63]. Therefore, it is most likely that [CH3C(O)CH3]●- first becomes 
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isopropoxide before leaving the surface along with the formation of ●CH2C(O)CH3 from 

acetone in bulk. The assignment of R1 as ●CH2C(O)CH3 would support this mechanism, 

and the results of the spin-trapping experiments in the presence of O2 makes this 

assignment appear more likely (see further). Besides, the DFT computations show that 

the spin density is mainly localised on the carbon atom for ●CH2C(O)CH3 (Figure 6.6 

a), supporting the assignment of R1 as ●CH2C(O)CH3. 

Assuming that the reaction of [CH3C(O)CH3]●- and acetone occurs on the surface of the 

Pt electrode (step 2 in Figure 6.5), the ΔGtot of the mechanism initiated by isopropoxide 

calculated by DFT was negative (ΔGtot = -0.0155Eh), meaning the proposed mechanism 

is favoured (see Scheme S6.4). Replacement of the enol by acetone in the step in which 

deprotonated DAA is made (step 4) gives ΔGtot = 0.0089Eh (the ΔG values and chemical 

structures given in red in Scheme S6.4), which suggests that the presence of the enol 

form of acetone is crucial to complete the reaction mechanism. Alternatively, radical 

termination between ●CH2C(O)CH3 and [CH3C(O)CH3]●- (step 2´) yields a deprotonated 

DAA ((OC(CH3)2CH2C(O)CH3)-) which also feeds into the base-catalysed pathway. 

According to DFT, this pathway is even valid, assuming that the formation of 
●CH2C(O)CH3 occurs in the solution taking into account its high ΔG = 0.0285 Eh. Since 

the radical termination step (step 2´) has a very negative (ΔG = -0.0560 Eh) thus results 

in ΔGtot = -0.0273 Eh for the overall reaction (Scheme S6.5). The more negative ΔGtot 

value suggests that the mechanism in Scheme S6.5 drives the reaction. 

The concentration difference between DMPO and acetone (10 mM vs ~13.5 M) 

influences the relative rate of the reaction between [CH3C(O)CH3]●- and either acetone 

or DMPO. The reaction with acetone will be favoured due to this excess. Assuming that 

[CH3C(O)CH3]●- is consumed almost quantitatively after its formation, the probability 

of R1 being ●CH2C(O)CH3 increases significantly. 

 

 
Figure 6.6 structure of the a) ●CH2C(O)CH3  and b) DAA alkoxyl radical ●OC(CH3)2CH2C(O)CH3.  
The numbers on the C and O atoms show the Loewdin charge (black) and spin (red) densities on 
selected atoms. 

When the in-situ EPR spectroelectrochemistry experiment was performed at -1.6 V vs 

Ag/AgCl, no spin-trapped species were detected, consistent with the lack of product 

formation during electrosynthesis at this potential. In contrast, when O2 was introduced 

to the experiment, signals for DMPO-R1 and DMPO-R2 were observed. The presence 

of R1 at a potential where the reduction of acetone to [CH3C(O)CH3]●- is not expected 

supports the assignment of R1 as ●CH2C(O)CH3. 
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An obvious candidate to abstract an H-atom from acetone to give ●CH2C(O)CH3 is O2
●- 

formed from the one-electron reduction of O2 (E1/2 = -0.88 V vs SCE at Hg electrode in 

anhydrous acetone [64]). However, O2
●- has been shown to be relatively stable in 

anhydrous acetone [64,65]. Indeed chemically or photochemically generated O2
●- is 

stable enough in acetone to be readily spin-trapped by DMPO [56–58]. Since no 
●DMPO-OO or ●DMPO-OOH adducts were observed in the in-situ EPR-

spectroelectrochemical experiments (see the comparison of EPR parameters of ●DMPO-

R1 and ●DMPO-R2 and the reported EPR values for ●DMPO-OO and ●DMPO-OOH, 

Table 6.1), it is unlikely that a significant amount of desorbed O2
●- was generated. 

Furthermore, the DFT calculations do not support the occurrence of the reaction 

mechanisms initiated by O2
●- shown in Table S6.4, since the computed ΔGtot values are 

positive (Table S6.5, Figure S6.1). In these reaction mechanisms, O2
●- deprotonates 

acetone (or its enol) to make (CH2C(O)CH3)- and an ●OOH radical. Then, the 

deprotonated DAA anion is made by a reaction between acetone and (CH2C(O)CH3)-, 

which afterwards reacts with ●OOH to give DAA and superoxide O2
●- (mechanisms 7 

and 8 in Table S6.4 ). The other possibilities involve replacing ●OOH with acetone 

(enol) in the last step of mechanisms 7(8) to make DAA and (CH2C(O)CH3)- 

(mechanisms 9-12, Table S6.4). All mechanisms mentioned in Table S6.4 do not yield 

DAA since the ΔGtot values are positive. These results suggest that other intermediates 

of the O2 reduction reaction are responsible for the formation of ●CH2C(O)CH3 in 

solution. Noel et al.  [66] reported that electroreduction of O2 in aprotic polar solvents 

at a Pt surface can produce desorbed ●OH with the following overall reaction:  

 

O2 + 2H+ + 3e- → ●OH + OH- 

 

The irreversibility of the CV suggests that this may also be occurring in acetone. 

Previous studies [67,68] have shown that ●OH can abstract an H-atom from acetone to 

give H2O and ●CH2C(O)CH3, and it is most likely also to be the case here since acetone 

is both the substrate and solvent (Figure 6.7). [CH3C(O)CH3]●- is not present to 

terminate with ●CH2C(O)CH3 to give deprotonated DAA, unlike in the O2-free 

experiments at -2.1 V vs Ag/AgCl. ●CH2C(O)CH3 instead propagates with acetone to 

give DAA and the DAA alkoxyl radical (●OC(CH3)2CH2C(O)CH3) as an intermediate. 

The detection of DMPO-R2, a secondary or tertiary alkoxyl radical adduct, is consistent 

with this pathway. The DFT calculations corroborate that (●OC(CH3)2CH2C(O)CH3) is 

an oxygen-centred radical (Figure 6.6 b). The detailed calculation of ΔGtot of the 

mechanism is shown in Scheme S6.6 (ΔGtot = -0.0051 Eh). By replacing acetone with 

enol, the ΔGtot becomes more negative (Scheme S6.6 blue numbers). 

Furthermore, OH- is also generated in this mechanism, which can also initiate the 

classical base catalysed pathway in bulk. The DFT calculations of the ΔG values of the 

latter base-catalysed mechanisms are already explained in section 6.3.3. The fact that 

the parameters of R1 were the same for the experiments with and without O2 confirms 

the hypothesis that ●CH2C(O)CH3 is also the trapped intermediate in the O2-free 

experiments.  
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Figure 6.7. The proposed route for the oxygen-mediated reduction of acetone at Pt electrode 
towards DAA. 

 

6.4 Validation of the DFT model for the trapped 

radicals  
 

The reaction mechanisms in Figure 6.5 and Figure 6.7 suggest that ●CH2C(O)CH3 and 
●OC(CH3)2CH2C(O)CH3 are the radicals trapped by DMPO. As validation of the 

presence of those radicals and, consequently, the proposed reaction mechanisms, first, 

the geometry of ●DMPO-CH2C(O)CH3 and ●DMPO-OC(CH3)2CH2C(O)CH3 were 

optimised, and then EPR parameters of optimised geometries were calculated using 

DFT. 

The geometry-optimised molecular structures of these DMPO-trapped radicals are 

shown in Figure 6.8. as well as the related EPR spectra simulated using the DFT 

calculated EPR parameters of these radicals from Table 6.2. Although there are slight 

differences between the computed and experimental data, the calculated g and hyperfine 

values radicals follow a similar trend to the experimental values. These results support 

the assignment of ●DMPO-R1 and ●DMPO-R2 radicals to ●DMPO-CH2C(O)CH3 and 
●DMPO-OC(CH3)2CH2C(O)CH3, respectively. 
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Figure 6.8 The simulated CW-EPR spectra based on the DFT-computed EPR values of a) ●DMPO-
CH2C(O)CH3  and b) ●DMPO-OC(CH3)2CH2C(O)CH3 (Table 6.2). 

Table 6.2 The DFT-computed EPR parameters of ●DMPO-CH2C(O)CH3  and b) ●DMPO-
OC(CH3)2CH2C(O)CH3. 

DMPO-trapped radical giso Aiso, N/mT Aiso, Hα/mT Aiso, Hγ/mT 
●CH2C(O)CH3 2.0053 1.55 2.25 - 
●OC(CH3)2CH2C(O)CH3 2.0053 1.36 1.12 0.14 

 

6.5 Conclusion  
 

The reaction mechanisms for the electroreduction of acetone reported in the literature 

have been assessed by performing in-situ EPR in the presence of a spin-trapping agent 

with corroborating DFT computations. Electrochemical measurements have indicated 

that DAA was the main product for solutions with and without the presence of O2. The 

EPR results indicate that the direct acetone reduction at the electrode proceeds through 

the acetone radical anion which has been proposed as an adsorbed species in the 

literature. At the electrode, it can react with the excess solvent molecules in its vicinity 

to form the isopropoxide and acetonyl radical. Both intermediates have a pathway 
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towards DAA; the isopropoxide through the base-catalysed pathway (isopropoxide as 

EGB) and the acetonyl radical through a termination with the acetone radical anion 

formed at the electrode or in the solution.  

The presence of O2 resulted in a significant reduction of the overpotential at which the 

radical intermediates in the acetone reduction are formed. O2 can be considered as an 

electrochemical mediator for the reaction towards DAA. The mechanism of oxygen 

reduction on Pt in aprotic polar solvents was suggested to produce hydroxide anions and 

hydroxyl radicals, considering that the superoxide radical anion nor the hydroperoxyl 

radical were spin-trapped. Also, here, both formed species have a route towards DAA; 

the hydroxide anion through the base-catalysed mechanism and the hydroxyl radical 

through reaction with acetone to form the acetonyl radical. The subsequent reaction with 

acetone will then yield a DAA alkoxyl radical, which disproportionates with acetone to 

DAA and the acetonyl radical. 
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6.6 Supporting information 
 

 

 
Scheme S6.1 Homogeneous acid-catalysed self-condensation of acetone. 

 

 

 

 
Scheme S6.2 Homogeneous base-catalysed self-condensation of acetone. 

 

 

 
Scheme S6.3. Electrode reduction of acetone towards the radical anion [CH3C(O)CH3]●-. 
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Table S6.1.Gibbs free energy values of the possible reagent, products, and intermediates 
participating in the proposed mechanisms. The values were calculated by DFT using B3LYP/6-
311+G** as functional/basis sets combination. The SMD model was applied to mimic the solvent 
effect. 

Reactants and 
intermediates 

Gibbs energy (G) / 
Hartree 

 

-193.05540430 

 

-193.10160897 

 

-193.59056542 

 

-192.55222319 

 

-192.41047485 

 

-193.03098982 

 

-193.71808591 

 

-194.22775492 

 

-193.57373369 

 

-385.42073397 

 

-385.56804125 

 

-386.07747903 

H2O -76.42764448 
●OH -75.74438542 

OH- -75.91273908 

O2
●- -150.45109079 

●OOH -150.91529936 
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Table S6.2 The DFT-computed Gibbs free energy values using different functionals and basis sets 
for a set of acetone-derived structures. 

Functional/ 
Basis sets 

BP86/SVP 
B3LYP/6-
311+G** 

B3LYP/6-
311++G** 

Molecular 
structure 

Gibbs energy values (Hartree) 

 
-192.96654105 -193.05540430 -193.05547222 

 
-192.99989189 -193.10160897 -193.10283507 

 
-192.31972721 -192.41047485 -192.41049777 

 
-193.61276014 -193.71808591 -193.71819626 

 

 

 

 
Scheme S6.4 The proposed route in Figure 6.5 by the creation of isopropoxide (-OCH(CH3)2). The 
corresponding DFT computed  ΔG-values are mentioned in front of each reaction as well as the 
ΔGtot. 
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Scheme S6.5 The proposed route in Figure 6.5 by the radical termination between ●CH2C(O)CH3 
and [CH3C(O)CH3]●-. The corresponding DFT computed ΔG-values are mentioned in front of each 
reaction as well as the ΔGtot. 

 

 

 
Scheme S6.6 The proposed route in Figure 6.7. The corresponding DFT computed ΔG-values 
are mentioned in front of each reaction as well as the ΔGtot. 
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Table S6.3. Proposed base-catalysed mechanisms involving a hydroxide anion 

Mechanism  

 

1 

 

2 

 

3 

 

4 

 

5 
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6 

 

 
Table S6.4 . Proposed base-catalysed mechanisms involving superoxide 

Mechanism  

 

7 

 

8 

 

9 
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10 

 

11 

 

12 

 

 

 
Figure S6.1 Change in free Gibbs energy values of the different proposed base-catalysed 
mechanisms (mechanisms 1-6) and radical mechanisms (mechanism 7-12). The negative values 
(green) represent the favoured mechanisms, and the positive values (red) represent the reaction 
paths that are not favoured. 
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Table S6.5. Change in free Gibbs energy values of the proposed base-catalyzed mechanisms 
(conditions1-6) and superoxide catalysed radical mechanisms (conditions 7-12). 

Mechanism ΔG (Hartree) 

1 0.0215 

2 -0.0029 

3 -0.0029 

4 -0.0273 

5 0.0333 

6 0.0089 

7 0.0333 

8 0.0089 

9 0.0723 

10 0.0479 

11 0.0479 

12 0.0235 
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7 How EPR can help in developing a 

screening strategy for ecstasy 
 

This chapter describes the development of an electrochemical screening strategy for 3,4-

methylenedioxymethamphetamine (MDMA), the regular psychoactive compound in 

ecstasy (XTC) pills. The work results from a collaboration with A-Sense Lab at 

UAntwerp (PI K. De Wael), where the electrochemistry was performed. We have 

investigated the specific electrochemical profile of MDMA and its electro-oxidation 

mechanisms at disposable graphite screen-printed electrodes. I here focus mainly on 

how the formation of a radical cation and subsequent reactions are responsible for the 

electrode surface passivation, evidenced by using spin-trap EPR, DFT and 

electrochemistry. Furthermore, I summarise how the proposed electrochemical 

screening strategy has demonstrated to be a rapid, sensitive and selective detection 

method of MDMA, resolving most of the false positives and negatives given by the 

traditional Marquis colour tests, thus exhibiting remarkable promises for the on-site 

screening of MDMA. 
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7.1 Introduction 
 

Amphetamine-type stimulants (ATS) are globally prevalent in the field of synthetic 

drugs with an international pattern of supply and demand [1]. Amphetamine (AMP), 

methamphetamine and "ecstasy" (XTC) belong to the class of ATS, with the XTC 

market becoming increasingly multifaceted [2,3]. The main psychoactive compound in 

XTC tablets is 3,4-methylenedioxymethamphetamine (MDMA). According to the 2021 

world drug report, three main types of XTC are available: ecstasy tablets with a high 

content of MDMA, tablets containing little or no MDMA, and XTC sold in 

crystals/powder form under different street names [4]. Until 2010, the XTC drugs were 

frequently adulterated by various cutting agents and/or cheaper chemicals such as 

caffeine, amphetamine, procaine, paracetamol, ketamine, dextromethorphan (DXM) 

and bath salts [5–8],  essentially to mimic the stimulant effects. Besides the psychoactive 

adulterants, XTC tablets might also contain excipients such as diluents, binders, 

lubricants disintegrators, dyes or flavourings and sometimes prescription drugs [9]. 

According to the latest world drug report 2021, the content of MDMA in XTC tablets 

increases yearly, particularly in the European market, with an estimate of 50-70 million 

tablets produced in the European Union and EU-member states yearly [4]. Adding to 

the trend of increasing the purity of MDMA pills, there has also been an increase in the 

size of some of the tablets available [2]. With this ever-changing vogue of drug product 

compositions, it is of crucial importance to develop a detection strategy for increasingly 

diversified ecstasy products.  

The prevention of drug trafficking benefits from a highly selective detection of drugs of 

abuse in the field. A two-fold approach is traditionally followed to identify the drug in 

seized samples: (i) screening with presumptive tests and (ii) confirmatory lab analysis. 

Presumptive tests enable an on-site screening of suspicious samples. Law enforcement 

agencies (LEAs) use portable rapid testing kits, typically colour tests, with the Marquis 

colour test kit being the test of choice for ecstasy identification [10]. A Marquis colour 

test is based on the formation of a purple to a black coloured complex containing two 

carbenium ions when MDMA reacts with sulfuric acid in the presence of 

formaldehyde [11]. However, selectivity issues are reported showing false positives or 

false negatives with the use of presumptive colour tests [12–14]. Moreover, uncertainty 

in the qualitative analysis is given by subjective judgements due to individual 

perceptions of colours. Therefore, the forensic analyst must confirm a positive colour 

test with additional laboratory tests for any legally controlled compound [13]. 

Alternative analytical methods such as Fourier Transform Infra-Red (FTIR) 

spectroscopy and Raman spectroscopy have been employed as an initial screening 

approach for ATS, followed by GC/LC-MS (Gas Chromatography/Liquid 

Chromatography-Mass Spectrometry) (qualitative), GC-FID (Gas Chromatography-

Flame Ionization Detection) (quantitative) as confirmatory analysis [15]. Indeed, 

portable Raman, FTIR and mass spectrometers have been proposed for use in 

airports/customs and at crime scenes for the rapid analysis of illicit drugs [16,17]. 

However, this instrumentation is rather expensive, bulky and mostly requires 

specialised personnel to interpret the results. Thus, there is a great interest in developing 

fast, easy-to-use, portable and reliable screening methods to on-site detect ecstasy drugs 

by law enforcement personnel. 
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Due to its sheer simplicity, affordability, portability and fast analysis, electrochemical 

detection is an inviting approach for the selective detection of target compounds in many 

fields. Electrochemical sensors have broadly been used for forensic analysis [18] and 

particularly in the detection of drugs of abuse [19,20]. For example, screen printed 

electrodes (SPEs) have been used to determine amphetamine [21] and heroin [22] in 

confiscated samples. Moreover, few studies report on the electrochemical detection of 

MDMA and related substances [23–32]. For example, Garrido et al. explored the 

electrochemical oxidation of amphetamine-like drugs and its application to the 

electroanalysis of ecstasy in human serum [28]. In 2014, Tadini et al. developed 

chemically modified electrodes to detect MDMA by voltammetry [29]. A year later, 

Cumba et al. used SPEs for the simultaneous detection of MDMA and para-

methoxyamphetamine (PMA) [31]. Recently, the oxidation mechanism was 

demonstrated on boron-doped diamond electrode with differential pulse voltammetry 

by Teόfilo et al. [32]. However, an extensive study on the influence of a wide range of 

cutting agents and excipients on the electrochemical detection of XTC products has not 

yet been conducted. Moreover, the electrode mechanism behind MDMA oxidation at 

graphite screen printed electrodes (G-SPEs) has not been explored in detail. 

In this chapter, I report about the collaborative work on the development of an 

electrochemical sensor using G-SPEs to detect MDMA in ecstasy pills, adulterated 

powder or crystal forms, based on the electrochemical profile of MDMA at pH 7. An 

additional test, based on the electrochemical profile of MDMA at pH 12, is also 

developed to boost the accuracy of the methodology if necessary. First, the electrode 

processes observed at G-SPEs are investigated in aqueous buffer solutions. During the 

electrochemical oxidation, the formation of a highly unstable radical cation was 

hypothesised and supported by electron paramagnetic resonance (EPR) experiments 

using N-tert-butyl-α-phenylnitrone (PBN) as the spin-trap and DFT computations, as 

will be detailed in this chapter. I will also summarise some of the essential outcomes of 

the electrochemistry experiments. For more details, I refer to the published work [33]. 

In particular, the passivation of the electrode surface during the electrochemical 

screening of MDMA, caused by these oxidised products, is studied with 

electrochemistry. Second, the effect of cutting agents on the electrochemical signal of 

MDMA is investigated. The cutting agents of interest are psychoactive adulterants, 

excipients and other related compounds. Both the sensitivity and specificity of this 

approach are compared with the results obtained from the Marquis colour tests and 

commercially available XTC colour test kits to demonstrate the strength of the 

approach. Finally, the results from the electrochemical analysis of confiscated MDMA 

street samples are validated with laboratory standard methods (i.e., GC-MS and GC-

FID). Herein, the electrochemical screening method allows the rapid and low-cost 

profiling of MDMA in seized samples, which ultimately will allow easy on-site 

discrimination of ecstasy samples by LEAs. 
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7.2 Materials and methods 
 

7.2.1 Reagents and sampling 
 

Psychoactive standards such as d,l-MDMA∙HCl, 3,4-methylenedioxy-N-

ethylamphetamine (d,l-MDEA∙HCl), d,l-MBDB∙HCl, d-amphetamine∙HCl, 

methamphetamine∙HCl, para-methoxymethapmphetamine (d,l-PMMA∙HCl), d,l-

PMA∙HCl, ketamine∙HCl, mephedrone∙HCl, 1-(3-chlorophenyl)-piperazine∙HCl 

(mCPP∙HCl), 1-(4-chlorophenyl)-piperazine∙HCl (pCPP∙HCl), butylone∙HCl, 

methylone∙HCl, cocaine∙HCl, heroin and 3,4-methylendioxypyrovalerone∙HCl 

(MDPV∙HCl) with purity >98.5% were purchased from Lipomed (Arlesheim, 

Switzerland). DXM was purchased from Sigma-Aldrich (Diegem, Belgium). PMK 

(piperonyl methyl ketone) was provided by the National Institute for Criminalistics and 

Criminology (NICC) in Belgium. Caffeine and excipients such as lactose, glucose, myo-

inositol, starch, cellulose, and magnesium stearate were purchased from VWR 

Chemicals (Leuven, Belgium). Ecstasy street samples were provided by the NICC in 

Belgium. The street samples were analysed by GC-MS (qualitatively) and GC-FID 

(quantitatively) to define their chemical composition. 1,3-Benzodioxole (BZX) was 

purchased from Sigma-Aldrich (Belgium); 1,3-Benzodioxole (BZX) was purchased 

from Sigma-Aldrich (Belgium); sulfuric acid and formaldehyde (37%) used in the 

colour tests were purchased from Merck and Sigma-Aldrich (Belgium), respectively. 

Phosphate buffer saline (PBS) solutions were prepared for the electrochemical 

measurements, containing 20 mM KH2PO4 and 100 mM KCl, purchased from Sigma-

Aldrich (Belgium). The pH of these buffer solutions was adjusted with KOH and H3PO4 

solutions to reach the desired pH (pH 2 – pH 13). All aqueous solutions were prepared 

using Milli-Q water (R > 18 MΩcm). The spin-trap PBN (> 98%) was purchased from 

TCI Europe N.V.  

The XTC related compounds were subjected to both colour tests and electrochemical 

analysis as individual compounds and binary mixtures with MDMA (1:1). For real 

samples analysis, such as ecstasy pills, tablets were crushed or scrapped with a spatula 

for collecting the sample (approximately 1 mg) and dissolved in 1 mL PBS pH 7 in a 

1.5 mL tube.  

 

7.2.2 Electrochemistry  
 

Electrochemical measurements were performed using an Autolab PGSTAT101 

potentiostat with NOVA software. Disposable graphite screen-printed electrodes (G-

SPEs) were purchased from ItalSens or PalmSens (Utrecht, The Netherlands). The G-

SPEs consist of a graphite working electrode (geometric area of 7.07 mm²), a carbon 

counter electrode and a silver reference electrode on a flexible polyester support. 

Measurements were performed in a 50 µL drop placed on the G-SPE. Voltammetric 

techniques such as linear sweep voltammetry (LSV) and cyclic voltammetry (CV) were 

carried out for a better understanding of the electrochemical behaviour of MDMA on 

G-SPEs. Both CV and LSV of MDMA were performed in the potential window of -0.1 

V to 1.5 V vs Ag/AgCl at a scan rate of 50 mV/s, and the CV of the redox probe, 
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potassium ferrocyanide (K₄[Fe(CN)₆]·3H₂O) was carried out in the potential window 

of -0.4 V – 0.6 V at 50 mV/s. Square wave voltammetry (SWV) was used for unravelling 

the electrochemical profile of all substances owing to its high sensitivity. SWVs were 

corrected for the background current by a moving average principle, integrated into the 

NOVA 1.11 software. All electrochemical measurements were performed at room 

temperature. The SWV parameters were optimised by studying the variation of the peak 

currents with the square wave frequency, pulse amplitude and step potential. The 

optimised parameters are: frequency 10 Hz, amplitude 25 mV and step potential 5 mV. 

The potential was swept from -0.1 V to 1.5 V vs Ag/AgCl. 

A detailed protocol to prepare samples and analyse street samples is given in the 

supplementary information of ref  [33]. 

 

7.2.3 Electron paramagnetic resonance spectroscopy  
 

EPR measurements were carried out with a 0.9   mm inner diameter capillary tube 

containing the electrolysed solution positioned in a TE102 cavity in a Bruker E580 

Elexys spectrometer. The EPR spectra are measured at X-band in continuous-wave 

(CW) mode (~9.7 GHz) with a microwave power of 5 mW, 0.1 mT modulation 

amplitude and 100 kHz modulation frequency. The measurements were carried out at 

room temperature. The EPR spectra were simulated with Matlab2017a using the 

EasySpin-5.1.11 module [34].  

 

7.2.4 Density functional theory 
 

DFT calculations were performed using the ORCA package [35]; adapting the method 

described earlier in chapter 5 and in D. Pauwels et al. [36]. To mimic the solvent effect, 

a dielectric surrounding with the dielectric constant of water according to the COSMO 

model was used [37]. For the geometry optimisations, the Becke-Perdew density 

functional (BP86)  [38–40] and the split-valence plus polarisation (SVP) basis sets [41] 

were used for all atoms. The energy was converged to 1×10-8 Hartree (Eh), and the 

convergence tolerances in the geometry optimisation were 3×10-4 Eh/Bohr for the 

gradient and 5×10-6 Eh for the total energy. For benchmarking, single-point calculations 

with the B3LYP/EPR-II, B3LYP/6-31+G**, and PWPB95/EPRII functional/basis 

sets [42–45] were used to predict the EPR spectral parameters from the optimised 

geometries. Since static structures are assumed in the DFT computations,  the 

computations should be done for the different conformers that are caused by rotations 

of the molecule in solution. Table S2 shows calculated EPR parameters of the different 

conformers as a result of rotation around the N-Cα bond. The green blocks indicate the 

dihedral angles, which are thermally allowed at 298 K (±0.0009 Eh). 

 

7.2.5 Colour tests 
 

In-lab Marquis colour test kits with concentrated sulphuric acid and 37% formaldehyde 

were prepared in the laboratory and the tests were conducted according to the United 

Nations recommended guidelines [13]. Commercial Marquis colour tests for ecstasy 



7.3 Results and discussion  

164  M.Samanipour 

were purchased from EZ Test (Amsterdam, The Netherlands). Colour tests were 

performed according to the producer's instructions, by adding little sample material (i.e., 

in powder form), about the size of a pinhead to the test vial, mixing and observing the 

colour change visually. 

 

7.3 Results and discussion 
 

7.3.1 Electro-oxidation of MDMA at G-SPE 
 

To define the electrochemical profile of MDMA in ecstasy (XTC) samples, the 

voltammetric behaviour of MDMA at G-SPEs was first explored in phosphate-buffered 

saline (PBS) using three electrochemical techniques, i.e. cyclic voltammetry  (CV), 

linear sweep voltammetry (LSV) and square wave voltammetry (SWV). Initially, CV 

was performed at pH 7 as a first screening method to understand the redox behaviour of 

MDMA in the measuring conditions. The resulting cyclic voltammogram presented an 

irreversible oxidation peak at +1.06 V and an anodic feature at +1.26 V (Figure 7.1a). 

Subsequently, SWV was employed as the electroanalytical technique to enhance the 

peak resolution and sensitivity of MDMA analysis. Moreover, a baseline-corrected 

SWV indicated the characteristic but more pronounced oxidation peak at +1.04 V (peak 

P1) (Figure 7.1b). Because of the linear current response and excellent reproducibility, 

SWV was chosen as the main electrochemical method for this study. More information 

about the electrochemical experiments is given in ref [33]. 

 

 
Figure 7.1.(a) Cyclic voltammogram and (b) baseline-corrected square wave voltammogram of 
1 mM MDMA in PBS solution (pH 7) at a G-SPE, scan rate 50 mV/s (black), (c) baseline-corrected 
SWVs of 1 mM MDMA in PBS solutions at different pHs (6-12), and (d) baseline-corrected SWVs 
of 1mM MDMA and structurally related compounds at pH 7 and (e) pH 12 (right) PBS solution. 
The chemical structures of the respective compounds are indicated at the side of the 
voltammograms. The dotted lines show the typical oxidation peak of MDMA appearing at both 
pH 7 and pH 12. 
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Following the choice of the voltammetric technique, it is important to comprehend the 

influence of the pH on the oxidation process and to define the electrochemical profile 

of MDMA at different pH conditions. For this purpose, SWV was performed for 1 mM 

MDMA in PBS over a broad pH range (pH 1-13) (Figure S7.1). The characteristic peak 

(P1) was observed throughout the entire pH range, slightly shifting to more negative 

potentials as the pH increases (Figure 7.1c). Besides, an anodic shoulder appears at 

+1.26 V starting from pH 7 (P2), leading to a well-defined peak at alkaline conditions, 

as well as another oxidation shoulder appeared at lower potentials at basic pH (P3). 

These peaks define the profile of MDMA at different measuring pH conditions. To 

better understand the process of MDMA oxidation behind these peaks, as a first step,  

structurally similar compounds (i.e. MDEA, PMK and BZX) were subjected to SWV at 

pH 7 (Figure 7.1d) and pH 12 (Figure 7.1e).  

Through comparison with the literature [28,32], the peak P1 can be linked to the 

oxidation of the methylenedioxy-functionality present on the aromatic ring (similar to 

MDEA, PMK and BZX). Moreover, this peak has been ascribed to the oxidation of the 

aromatic nuclei of the molecule to form radical cations. Thus, the anodic shoulder peak 

P2 (+1.26 V) starting from pH 7, clearly visible at pH 12 (Figure 7.1e) for MDMA, 

MDEA, PMK and BZX can be attributed to the further oxidation of the polymeric 

species from the radical cation generated earlier. The additional peak (P3) appears at 

+0.77 V as a shoulder of P1 when the pH is greater than the pKa value of MDMA (pKa 

= 9.9, strongly basic) [46] in MDMA and MDEA, whereas they are absent for PMK, 

BZX and AMP. This suggests that P3 is related to the oxidation of the secondary amine 

linked to the aromatic ring with methylenedioxy-functionality. From the above 

experiments, it is also clear that the electrochemical profile of MDMA can be enriched 

by changing from pH 4 (one redox process), to pH 9 (two redox processes) and further 

to pH 12 (three redox processes).  

To evidence the formation of a radical cation in the oxidation of MDMA, EPR was 

employed. We have utilised this technique by analysing the samples after performing a 

short ex-situ electrolysis at G-SPEs using PBS. Due to the fact that the methylenedioxy-

functionality is both oxidised in pH 7 and 12, an EPR study was only performed in the 

pH 7 solution. 1 mM MDMA was subjected to amperometry at +0.98 V for 30 minutes 

using G-SPE at ambient conditions. The solution (25 µL) was then transferred to a small 

capillary tube for EPR measurements. No detectable signals were seen (Figure 7.2), 

possibly due to the high instability of radical cations formed in the aqueous solution. To 

characterise the radical cations, an excess amount of PBN (structure given in Figure 

7.3 ) was added to the solution during the electrochemistry, acting as a spin-trap, which 

reacts with the reactive radical and forms a more stable radical detectable by EPR. 

Figure 7.2 shows the X-band CW EPR spectra (in black, accumulated over 40 scans) of 

MDMA with excess PBN. The spectra appear as a triplet of doublets, which agrees with 

nitroxide radicals formed by the reaction of PBN with radicals [47]. Besides, the spectra 

of control experiments measured using similar settings showed insignificant EPR 

signals. 
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Figure 7.2 X-band CW EPR spectra of 1 mM MDMA.HCl with 50 mM PBN after controlled 
potential electrolysis in PB solution at pH 7 (black), the corresponding control experiments in 
the absence of MDMA (green) or PBN (blue), simulation of the experimental spectra (red), and 
the spectra of (R,S)-adduct C5 derived from density functional theory (DFT) calculations 
(magenta). The parameters for the simulations were giso =2.0055, ΑN =45.0 MHz, ΑHα =9.8 MHz, 
and the calculations were giso =2.0054, ΑN =41.5 MHz, ΑHα =8.5 MHz. A geometry optimised 
molecular model of (R,S)-adduct C5 is also depicted.. 

Parameters such as isotropic 𝑔-value (𝑔𝑖𝑠𝑜) and the isotropic hyperfine interactions (ΑN, 

ΑHα) between the unpaired electron and the adjacent magnetic nuclei were obtained from 

the simulation of the spectra. The values of isotropic 14N and 1H hyperfine coupling 

constants (ΑN= 45.0 MHz, ΑHα= 9.8 MHz), are suggestive of carbon-centred radicals that 

have been trapped by PBN.  

 

 
Figure 7.3. Possible reaction pathways of the spin-trapping of MDMA by PBN in PBS at pH 7 

A series of molecular models of the possible PBN-MDMA radical adducts (Figure 7.3) 

were constructed, and their geometries were optimised by density functional theory 
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(DFT) (Figure S7.2). The choice of basis sets and functionals were based on the 

previously published method [48]. The series included adducts formed by spin-trapping 

at the three different unsubstituted carbons (C2, C5 or C6) on the proposed aromatic 

radical cation, as well as diastereomers formed by the spin-trapping reaction on racemic 

MDMA. The models were also protonated (pKa(MDMA) ~ 9.9  [49]). The corresponding 

EPR parameters were calculated for each optimised structure as well as thermally 

allowed conformers which were then averaged (Table S7.1 and Table S7.2). See the 

method outlined in chapter 5 for more details. From these calculations, the EPR 

parameters of the PBN-MDMA radical adducts where the spin-trapping occurred at the 

C5 ((R,R)-adduct C5 and (R,S)-adduct C5) were in close agreement with the 

experimental data (Figure 7.2, Table S7.2,), suggesting these to be the most likely 

products, providing strong evidence of radical cation formation in the MDMA oxidation 

process.  

Radical adducts with PBN at C5 suggest that the unstable radical cation, in the absence 

of any spin trap, would undergo rapid dimerisation or polymerisation and/or passivate 

the working electrode surface in an electrochemical setup. Further electrochemical 

experiments provide evidence of the formation of a passivation layer by the radical 

formation after the SWV, which correlates with our EPR as detailed in [33].  

 

7.3.2 Electrochemical analysis of XTC related compounds 
 

 
Figure 7.4. SWVs for MDMA related psychoactive compounds in 1mM standard solutions 
(dotted curves) and as binary mixtures with 1 mM MDMA (full curves) in PBS pH 7 at G-SPEs. 
The question mark indicates overlapping signals of the compounds with the MDMA signal, 
resulting in a false positive. Cross indicates peak shift and/or suppression of the MDMA signal 
in binary mixtures, resulting in a false negative. 

Following the mechanistic elucidation, it is also essential to assess the analytical 

capability of the proposed screening method by evaluating the efficiency of the 
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technique to detect MDMA in the presence of common adulterants and cutting agents 

found in street samples [2,6–8]. Therefore, the voltammetric behaviour was firstly 

investigated in binary mixtures to detect possible overlaying peaks in the 

electrochemical profile (EP) region of MDMA in PBS at pH 7 by SWV. A positive 

result for MDMA was considered if the peak potential of the signal fits into the profile 

region of MDMA (Ep value between 1.053 V - 1.034 V).  

A series of psychoactive compounds (encountered in XTC tablets) was analysed and 

compared with the profile of MDMA for interference assessment (Figure 7.4). For this 

reason, pure compounds and binary mixtures of MDMA with potential interferent 

(equimolar concentration at 1 mM) were interrogated in PBS pH 7 by SWV. Most of 

the investigated compounds did not pose problems for MDMA detection displaying 

peaks outside the profile region of MDMA. Nonetheless, methylenedioxy-related 

(MDx) compounds, such as MDEA and MBDB, share a methylenedioxy functionality 

with MDMA, and thus oxidise at the same potential, resulting in false positives. 

However, mephedrone can become a false positive as the oxidation peak is allocated at 

the same potentials as MDMA. A challenge is raised by cocaine, which oxidises at 1.038 

V, overlapping with the signal of MDMA and thus resulting in a false positive in the 

absence of MDMA. Interestingly, mCPP shifted the MDMA oxidation peak towards a 

more positive potential, leading to false negatives. Adulterants (i.e., caffeine and DXM) 

did not hinder the determination of MDMA. To overcome the issues of false positives 

and negatives, the effect of pH 12 on the electrochemical response of these compounds 

and mixtures was further investigated (Figure S7.3). The electrochemical response of 

each sample is discussed in detail in the original article [33]. 

 

7.3.3 Presumptive colour tests versus electrochemical strategy 

for MDMA analysis 
 

To define the potential of electrochemistry for the on-site sensing of ecstasy, the SWV 

results of the XTC related compounds and mixtures were compared with regular on-site 

tests (i.e., presumptive colour test) obtained with both laboratory-made Marquis reagent 

and commercially available Marquis test kits (Table S7.3). A more detailed comparison 

between the different methods is shown in ref [33]. 

In short, the sensitivity of the colour test, electrochemical approach at pH 7 and 

electrochemical approach at pH 12 for the binary mixtures and pure compounds was 

determined to be 62.5%, 87.5% and 93.75%, respectively, whereas the specificity was 

determined to be 63.16%, 78.95% and 89.47%, respectively. This indicates that the 

electrochemical approach is highly sensitive in detecting the presence of MDMA in 

mixtures, especially at pH 12, in comparison to presumptive colour tests. However, in 

future work, the ideal approach would be to have an electrochemical methodology that 

differentiates MDMA from other drugs as well with only one test. 
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7.3.4 Electrochemical analysis of street samples 
 

The electrochemical detection of MDMA in 21 random ecstasy street samples was 

carried out at pH 7 (see details in  [33]). The additional test in pH 12 was not executed 

here because the additional accuracy it could provide does not outmatch the added time 

and effort for this set of ecstasy street samples. The results were compared with 

confirmatory tests from regular laboratory methods (i.e., GC-MS and GC-FID). All the 

MDMA containing samples gave the desired "Positive" result. The sample with MDEA 

also displayed a "Positive" result (false positive, FP) due to MDEA having the same 

oxidation potential as that of MDMA. However, this does not represent a major problem 

as MDEA is also an illicit substance. Remarkably, samples containing illicit drugs such 

as ketamine, amphetamine and even mCPP were correctly identified as "Negative". 

Additionally, the methamphetamine precursor APAAN was also subjected to analysis 

and correctly identified as "Negative". For the 21 random street samples tested, the 

accuracy of the electrochemical method was 95%, showing high promises for the use of 

the proposed method in the field. 

 

7.4 Conclusion 
 

This chapter highlights the use of spin-trap EPR to unravel reaction mechanisms when 

developing new electrochemical sensors.  

We have demonstrated a rapid and selective electrochemical screening to detect MDMA 

in XTC pills and powder in confiscated samples by using unmodified G-SPE. The 

MDMA oxidation at G-SPEs has been explored by a combined EPR-DFT approach and 

SWV, unravelling the oxidation processes occurring during the electrochemical 

interrogation. The proposed strategy of electrochemical screening by performing SWV 

at pH 7 has demonstrated to give a more sensitive and selective detection of MDMA 

either in pure or binary mixtures when compared to other on-site methods such as the 

Marquis colour tests, and the electrochemical strategy showed an outstanding accuracy 

for detecting MDMA in 21 street samples of different compositions. Overall, the 

developed electrochemical strategy represents progress for the portable detection of 

illicit drugs in the field which will set the next army of tools to hinder drug trafficking 

and drug consumption among society. 
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7.5 Supporting information 
 

 
Figure S7.1 Square wave voltammograms for 1 mM MDMA solutions in PBS of different pH 
values depicting peaks P1, P2 and P3 

 

MDMA is a racemic mixture. Spin-trapping of MDMA derived radicals introduces a 

second chiral centre, resulting in two diastereomeric pairs of enantiomers, (R,R and S,S 

or R,S and S,R). Enantiomers are not distinguishable by EPR, therefore, DFT 

calculations have been performed for R,R and R,S isomers only. 

 
Table S7.1. Calculated EPR parameters for thermally allowed conformers derived from varying 
the N-Cα bond dihedral angles 

 giso AN (MHz) AHα (MHz) 

Simulation of experiment 2.0055 45.0 9.8 
Calculated (R,R)-adduct C2 2.0045 46.1 1.03 

Calculated (R,S)-adduct C2 2.0038 44.4 3.8 

Calculated (R,R)-adduct C5 2.0057 42.2 10.5 

Calculated (R,S)-adduct C5 2.0054 41.5 8.5 

Calculated (R,R)-adduct C6 2.0065 41.9 11.1 

Calculated (R,S)-adduct C6 2.0066 41.0 10.0 
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Table S7.2. Calculated EPR parameters for thermally allowed (green blocks) conformers derived 
from varying the N-Cα bond dihedral angles. 

(R,R)-adduct C2 

 Angle Energy (Eh) giso AHα (MHz) AN(nitroxide) (MHz) AN(amine) (MHz) 

 -30 -1190.6753 2.0049 61.95 49.38 0.46 

 -20 -1190.6771 2.0059 54.27 46.62 -0.73 

 -10 -1190.6780 2.0055 40.03 45.61 -0.69 

Min. 0 -1190.6782 2.0042 28.61 45.87 0.55 

 10 -1190.6781 2.0039 16.65 46.88 3.24 

 20 -1190.6770 2.0047 8.71 46.45 4.87 

 30 -1190.6756 2.0038 3.94 45.33 4.78 

Avg. green   2.0045 28.43 46.12 1.03 

(R,S)-adduct C2 

 Angle Energy (Eh) giso AHα (MHz) AN(nitroxide) (MHz) AN(amine) (MHz) 

 -30 -1190.6889 2.0044 22.23 47.29 -0.74 

 -20 -1190.6892 2.0039 13.53 45.53 0.12 

 -10 -1190.6897 2.0037 6.44 44.84 2.20 

Min. 0 -1190.6902 2.0036 2.17 44.34 3.89 

 10 -1190.6894 2.0042 0.91 44.06 5.17 

 20 -1190.6880 2.0059 2.85 43.90 5.9 

 30 -1190.6859 2.0063 7.91 43.44 5.58 

Avg. green   2.0038 3.17 44.41 3.75 

(R,R)-adduct C5 

 Angle Energy (Eh) giso AHα (MHz) AN(nitroxide) (MHz) AN(amine) (MHz) 

 -30      

 -20 -1190.6955 2.0064 27.12 45.83 -0.00 

 -10 -1190.6962 2.0061 17.22 44.31 -0.00 

Min. 0 -1190.6968 2.0059 9.15 42.61 -0.00 

 10 -1190.6963 2.0050 5.21 39.71 -0.00 

 20 -1190.6953 2.0047 1.18 39.62 -0.00 

 30 -1190.6943 2.0052 1.07 38.98 0.05 

Avg. green   2.0057 10.52 42.21 -0.00 

(R,S)-adduct C5 

 Angle Energy (Eh) giso AHα (MHz) AN(nitroxide) (MHz) AN(amine) (MHz) 

 -30 -1190.6949 2.0067 28.11 46.04 -0.00 

 -20 -1190.6955 2.0061 18.26 44.36 -0.00 

 -10 -1190.6957 2.0056 12.87 39.68 -0.00 

Min. 0 -1190.6959 2.0053 5.99 40.14 -0.00 

 10 -1190.6952 2.0050 1.61 40.43 -0.00 

 20 -1190.6950 2.0050 0.99 39.59 0.00 

 30 -1190.6955 2.0052 4.64 39.59 0.00 

 40 -1190.6958 2.0053 7.84 43.63 0.00 

 50 -1190.6952 2.0054 15.77 44.39 0.00 

 60 -1190.6944 2.0052 25.31 45.71 0.00 

Avg. green   2.0054 8.5 41.48 0.00 

(R,R)-adduct C6 

 Angle Energy (Eh) giso AHα (MHz) AN(nitroxide) (MHz) AN(amine) (MHz) 

 -40 -1190.6862 2.0067 7.41 41.52 -0.00 

 -30 -1190.6880 2.0062 7.41 41.52 -0.00 

 -20 -1190.6884 2.0065 23.06 44.23 -0.00 

 -10 -1190.6883 2.0066 14.06 42.79 -0.00 

Min 0 -1190.6886 2.0065 7.48 41.04 -0.00 

 10 -1190.6879 2.0068 3.31 40.05 -0.01 
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 20 -1190.4856 2.0058 0.64 39.96 -0.00 

 30 -1190.6835 2.0063 1.44 3924 -0.00 

Avg green    2.0065 11.06 41.93 -0.00 

(R,S)-adduct C6 

 Angle  Energy (Eh) giso AHα (MHz) AN(nitroxide) (MHz) AN(amine) (MHz) 

 -30      

 -20 -1190.6850 2.0070 28.67 45.70 0.03 

 -10 -1190.6860 2.0071 19.67 43.65 0.04 

Min. 0 -1190.6864 2.0066 12.06 41.58 0.04 

 10 -1190.6859 2.0062 6.05 39.90 0.05 

 20 -1190.5856 2.0064 2.20 39.04 0.04 

 30 -1190.6837 2.0069 0.55 39.29 0.04 

Avg. green    2.0066 9.99 41.04  0.04 

 

 

 

 
Figure S7.2. Optimised structure of the different possible PBN-MDMA adducts. The purple 
arrow indicates the N-Cα bond where the thermally allowed rotations take place around it. 
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Table S7.3. Presumptive colour tests versus SWV results 

Sample content Colour tests 

result 

SWV result 

Marquis 

test 

EZ 

test 

pH 7 pH 12 

MDMA (M) TP TP TP TP 

MBDB FP FP FP FP 

MBDB + M TP TP TP TP 

MDEA FP FP FP FP 

MDEA + M TP TP TP TP 

PMMA TN TN TN TN 

PMMA + M TP TP TP TP 

PMA TN TN TN TN 

PMA + M TP TP TP TP 

Amphetamine TN TN TN TN 

Amphetamine + M FN FN TP TP 

Methamphetamine TN TN TN TN 

Methamphetamine + M FN FN TP TP 

Mephedrone TN TN TN TN 

Mephedrone + M FN FN TP TP 

Butylone TN TN TN TN 

Butylone + M FN FN TP TP 

Methylone TN TN TN TN 

Methylone + M FN FN TP TP 

MDPV TN TN TN TN 

MDPV + M FN FN TP TP 

DXM FP FP TN TN 

DXM + M TP TP TP TP 

mCPP TN TN TN TN 

mCPP + M TP TP FN TP 

pCPP TN TN TN TN 

pCPP + M TP TP TP TP 

Caffeine TN TN TN TN 

Caffeine + M TP TP TP TP 

Morphine FP FP TN TN 

Morphine + M TP TP TP FN 

Cocaine FP FP FP TN 

Codeine FP FP FP TN 

Heroin FP FP TN TN 

Ketamine TN TN TN TN 

TN, true negative; TP, true positive; FN, false negative; FP, false positive 
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Figure S7.3. SWVs for MDMA related psychoactive compounds as 1 mM standard solutions and 
as binary mixtures with 
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8 Reactive oxygen species formation at Pt 

nanoparticles 
 

This chapter focuses on a combined electrochemical and electron paramagnetic 

resonance (EPR) procedure for the study of oxygen reduction reaction (ORR) 

intermediates generated at Pt nanoparticles (NPs). It concerns a collaborative study with 

the Electrochemical and Surface Engineering research group at VUB (PI A. Hubin). 

Using ex-situ spin-trap EPR complemented by electrochemical analysis, we show that 

we can detect and identify the free radicals that are produced during the ORR through 

trapping with 5,5-dimethyl-1-pyrroline-N-oxide (DMPO). These radicals are otherwise 

difficult to detect. Experiments with 5-(diethoxyphosphoryl)-5-methyl-1-pyrroline-N-

oxide (DEPMPO) as a spin trap show no clear evidence of •DEPMPO-OOH and indicate 

that only •OH radicals are trapped during the ORR. The results of this study serve as a 

functional proof of concept for further research on the identification of radical ORR 

intermediates in solution. The chapter focuses on the EPR investigation while 

summarising the essential points of the electrochemical experiments.  

 

This chapter was redrafted from: 

 

Stephan den Hartog, Mohammad Samanipour, H.Y. Vincent Ching, Sabine Van 

Doorslaer, Tom Breugelmans, Annick Hubin & Jon Ustarroz, Reactive oxygen species 

formation at Pt nanoparticles revisited by electron paramagnetic resonance and 

electrochemical analysis, Electrochemistry Communications, 122, 106878, (2021) 

 

Own contribution: Performing and analysing the EPR experiments. 

 

  

CHAPTER 8  

Reactive oxygen species formation at 

Pt nanoparticles 

 



8.1 Introduction  

180  M.Samanipour 

8.1 Introduction 
 

The loss of electrochemical active surface area (EASA) and degradation of the proton 

exchange membrane are two major problems plaguing the cost-effectiveness of Pt 

nanoparticles (NPs) for use as electrocatalysts in proton-exchange membrane fuel 

cells  [1,2]. It has been proposed that both problems may be caused by the presence of 

free reactive oxygen species (ROS) in solution, which cause Pt dissolution and attack 

the carbon support  [3–6]. These free ROS are the desorbed intermediates from the ORR 

that takes place at the surface of the NPs. Numerous studies have attempted to shed light 

on the ORR mechanism in acidic conditions, often with conflicting conclusions  [7–9]. 

Electrochemical studies typically employ surface analysis techniques to investigate the 

absorbed intermediates or make use of the rotating ring disk electrode (RRDE) 

technique to study the desorbed intermediates in solution [10,11]. Literature on fuel cell 

technology generally focuses on membrane degradation using commercial catalysts and 

cites hydroxyl radicals (•OH) as the responsible intermediates [12,13]. This is due to 

evidence of •OH formation at both anode and cathode [14,15], as well as its strong 

oxidative properties compared to superoxide (O2
•-) and hydroperoxyl (•OOH) [16]. 

As shown in previous chapters, EPR spectroscopy in the presence of DMPO as a spin 

trap can help to elucidate the nature of the free radicals. 

In this chapter, we propose and validate a procedure using ex-situ EPR complemented 

by electrochemical analysis to detect, identify and semi-quantify the produced radicals. 

Relating the charge consumed during the electrochemical reaction with the intensity of 

the observed EPR signal is a starting point to better quantify the free radicals produced 

in the reaction. This approach will be further developed to allow us to investigate the 

ORR mechanism through the identification of the soluble intermediates. 

 

8.2 Materials and methods 
 

8.2.1 Electrochemical methods 
 

The electrochemical experiments were carried out in a standard three electrode setup in 

0.1 M HClO4 electrolyte prepared from concentrated HClO4 (Sigma) and Millipore 

water. DMPO (TCI Chemicals) was added to the electrolyte as a spin trapping agent at 

the start of each chronoamperometry (CA) experiment. For ORR measurements, the 

electrolyte was saturated with O2 before and during the CA experiments by bubbling 

pure O2 through the solution. For the deoxygenated CA experiments, the electrolyte was 

purged with N2 instead of O2 before and during electrolysis. All CA experiments were 

performed at 0.5 V vs Ag/AgCl near the onset potential of the ORR. This work was a 

proof-of-concept for the (semi)quantitative correlation between EPR and 

electrochemical data. 

Custom working electrodes with a large surface area were constructed by embedding a 

vitreous carbon disk in an epoxy resin and milling it in a cylindrical shape. This was 

necessary to generate enough radicals to capture and detect via spin trapping EPR 

spectroscopy. Nanoporous Pt NPs were deposited on the carbon surface via a double 

pulse electrodeposition process [17]. This procedure was chosen for several reasons. Pt 
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NPs exhibiting nanoporosity have been reported to have high catalytic activity towards 

the ORR [18–20]. These particles are sensitive to degradation, possibly due to Pt 

dissolution via soluble radicals [21], making them ideal for our study. Secondly, the 

procedure ensures that all the electrocatalytic material is located in areas accessible 

during the ORR. Nine electrodepositions were prepared according to the same 

procedure and used as working electrodes. A saturated Ag/AgCl electrode was used as 

a reference, and a Pt mesh was used as the counter electrode. More information about 

the electrochemical cell is given in the published paper [22]. 

 

 
Figure 8.1 (a) Cyclic voltammogram obtained during pre-treatment of the electrode in 
deoxygenated 0.1 M HClO4 (scan rate 50 mV/s). EASA was determined by integration of the 
filled areas, which correspond to the hydrogen underpotential deposition. (b) A typical 
chronoamperogram, obtained during the CA experiments using the custom electrodes in 
oxygenated 0.1 M HClO4 at 0.5 V vs. Ag/AgCl. The filled area indicates the charge Q passed 
during the ORR. (c) Reaction pathways of DMPO with •OH and •OOH to the respective radical 
adducts. •DMPO-OOH spontaneously degrades to •DMPO-OH with a half-life of approximately 
one minute. (d) Typical experimental (blue) and simulated (red) EPR spectra of •DMPO-OH. 
•DMPO-OH shows a characteristic equivalent hyperfine coupling of four peaks with 1:2:2:1 
amplitude ratios. The simulated spectra were double integrated and normalised to the EASA to 
obtain the EPR intensity DI. See Table 8.1 for details of the EPR simulations. 

Before every CA experiment, a cyclic voltammetry (CV) experiment was performed as 

a surface cleaning pre-treatment in 0.1 M HClO4 that was cleaned with nitrogen and 

kept under nitrogen atmosphere during CV. The electrochemical active surface area 

(EASA) for each experiment was determined by integrating the hydrogen 

underpotential deposition peaks from the cyclic voltammogram (Figure 8.1a). We found 

that the EASA of our NPs changed with each experiment due to the degradation of the 

NPs  [18,23]. Three experiments were performed in oxygenated electrolyte and one in 

deoxygenated electrolyte for each electrodeposited electrode. The cumulative consumed 

charge was determined from the chronoamperograms by integrating the current (Figure 
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8.1b) and is from here on referred to as charge Q. For EPR analysis, samples were taken 

from the stirred electrolyte at five-minute intervals and analysed in the EPR 

spectrometer in continuous-wave mode. Each measurement consists of 25 consecutive 

single scans taken during these five minutes that were averaged to improve the signal-

to-noise ratio. No radical adduct was detected after 15 minutes in samples that did not 

undergo electrolysis. CV experiments in deoxygenated electrolyte with DMPO 

confirmed that DMPO is not reduced or oxidised within the electrochemical window of 

our experiments (see Figure S8.1)  [24,25]. The consumed charge in CA experiments in 

oxygenated electrolyte is lower in the presence of DMPO (see Figure S8.2). This 

indicates that DMPO adsorbs on the electrode surface and decreases catalytic activity, 

but it may also be partially due to DMPO reacting with free intermediates that may 

otherwise have reacted further. However, since there is no change in ORR onset 

potential upon the addition of DMPO, we do not believe DMPO is influencing the 

reaction mechanism (see Figure S8.3). 

 

8.2.2 Electron paramagnetic resonance 
 

For all experiments in presence of DMPO, the EPR measurements were performed in 

an X-band Bruker E580 Elexsys spectrometer in continuous-wave (CW) mode with a 

microwave power of 10 mW, sweep width of 8 mT, modulation amplitude 0.3 mT and 

sweep time of 11 s. Each measurement was taken by averaging 25 consecutive single 

sweeps to improve the signal-to-noise ratio. The total measurement time per sample was 

a little under five minutes. 

For the DEPMPO experiments, the sweep width was 11 mT and the sweep time was 13 

s. Each measurement was taken by averaging 75 consecutive single sweeps to improve 

the signal-to-noise ratio. The total measurement time per sample was fifteen minutes. 

Figure 8.1c shows the reaction pathways of •OH and •OOH with DMPO to form their 

respective radical adducts. Unfortunately, •DMPO-OOH quickly decays to •DMPO-OH 

in ambient conditions [26]. Although trapping of •OOH has a much lower rate constant 

compared to that of •OH, we expect no trapping competition between •OH and •OOH 

because an excess of DMPO is present in the solution  [27–29]. 

The EPR spectra were simulated using EasySpin 5.2.28 [30], a toolbox in MATLAB 

R2020a only showed a •DMPO-OH signal. A typical experimental spectrum and 

simulation are shown in Figure 8.1d.  

Despite our high electrode surface area and averaging over multiple single EPR sweeps, 

some spectra still show a low signal-to-noise ratio. In order to avoid offsets due to the 

noise, each spectrum was first simulated. This spectrum was then double integrated and 

normalised to the EASA, the result of which is referred to as the EPR intensity DI 

(double integral) in Figure 8.2 and 8.3 and related discussions. 
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8.3 Result and discussion 
 

Figure 8.2b shows a plot of the EPR intensity DI versus time for three electrodes 

performed in oxygenated electrolyte. As the experiments progress over time, the 

average EPR intensity DI of the •DMPO-OH signal becomes stronger. The biggest 

increase is observed after the first five minutes, after which the intensity slowly 

increases for some electrodes or stays constant for others. The increase in EPR intensity 

DI is consistent with the increase in consumed charge Q, as is evident from Figure 8.2a, 

which shows a plot of the charge Q passed during the ORR over time as calculated 

according to Figure 8.1b. In experiments where the increase in consumed charge is more 

significant, the EPR intensity DI is also greater, with the exception of PtNP9.  

We performed control CA experiments in the deoxygenated electrolyte to check that the 
•DMPO-OH signal indeed originates from the trapping of free ORR radicals and not 

from an electrochemical reaction of DMPO on the electrode surface. No EPR signal was 

observed in the absence of dissolved oxygen. Initial experiments were performed at 

lower potentials more favourable for H2O2 production and yielded false-positive results 

due to Fenton side reactions with iron ions that were present in the initial system. We 

would like to stress the importance of avoiding any iron-based substances, such as 

Hamilton needles, to prevent such mishaps. 

 

 
Figure 8.2 Plots of (a) the average charge Q and (b) the average EPR intensity DI  versus time 
and PtNP3 (green), PtNP4 (cyan) and PtNP9 (dark blue) correspond to the experimental results 
of three of the electrodeposited electrodes. Error bars are normal standard error, with N =3.  

Figure 8.3 shows the EPR intensity Q versus the charge DI of the oxygenated CA 

experiments shown in Figure 8.2a and b for all nine electrodes that were used in this 

study. The results were fitted with a linear fit. A linear relation between consumed 

charge and EPR intensity DI is observed that is consistent over time. We can thus 

conclude that the number of radicals produced during the ORR is directly proportional 

to the charge that is measured. The relation does not appear to be influenced by the 

morphology of the electrodeposited electrode within the studied NP distributions, nor 

by the electrochemically active surface area shown in Figure S8.2. The study is currently 

being extended with different electrodeposited electrode morphologies, commercially 

available electrodes and the effect of potential [31]. 
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Figure 8.3 Plot of the EPR intensity DI versus the charge Q for all nine electrodeposited 
electrodes. Circles, triangles, squares and diamonds represent the results after 0, 5, 10 and 15 
minutes of electrolysis, respectively. The dotted line is a linear fit of the results. Error bars are 
normal standard error, with N = 3. 

So far, our combined electrochemical and EPR procedure allows for the detection of 

ORR radicals, but does not directly distinguish between different intermediates due to 

the fast decay of •DMPO-OOH and the poor •OOH trapping kinetics (Figure 8.1a). 
•DMPO-OOH would only be detected if the rate of •OOH production was high enough, 

which does not appear to be the case for our system. However, this problem can in 

principle, be circumvented through the use of a different spin trap:                                                    

5-(diethoxyphosphoryl)-5-methyl-1-pyrroline-N-oxide (DEPMPO). DEPMPO is a 

suitable spin trap for ROS but is slightly more reactive towards •OOH than DMPO 

(Figure 8.4a) [32]. In addition, the decay of •DEPMPO-OOH to •DEPMPO-OH is much 

slower: ±20 min in acid medium  [33]. This is sufficiently large for the time frame of 

our measurements. Like DMPO, DEPMPO appears to be electrochemically inert within 

the electrochemical window of our experiments (see Figure S8.2) [24]. Prior to the CA 

experiment, 10 mM DEPMPO was added to the electrolyte instead of DMPO. Samples 

were taken before and after electrolysis and analysed immediately in the EPR 

spectrometer. 
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Figure 8.4 (a) EPR spectra taken immediately before (black) and after (red) 15 min of electrolysis 
in oxygenated 0.1 M HClO4 at 0.5 V vs Ag/AgCl in presence of 10 mM DEPMPO. Simulations of 
•DEPMPO-OH (blue) and •DEPMPO-OOH (green) show that the signals in the experimental 
spectra belong to •DEPMPO-OH. (See Table 8.1 for details of the EPR simulations ) (b) Reaction 
pathways of DEPMPO with •OH and •OOH to the respective radical adducts. •DEPMPO-OOH 
spontaneously degrades to •DMPO-OH with a half-life of approximately 20 minutes. 

Figure 8.4 shows the typical spectra that were obtained during the DEPMPO 

experiments. In the sample taken before electrolysis, a small background signal is 

present that is likely due to degradation in the bottle. In the sample taken after 

electrolysis, a similar signal with a higher intensity is observed. The peaks match those 

of the simulated spectrum of •DEPMPO-OH and agree with spectra of •DEPMPO-OH 

reported in the literature [33,34]. Although the signal is rather weak, the known 

signature spectrum for •DEPMPO-OOH is not noticeable. A DFT study by Keith & 

Jacobs calculated that while the binding strength of •OOH is about twice as strong that 

of •OH on Pt surfaces, desorption of •OOH still takes place [35]. Other studies have 

postulated the •OOH intermediate as a possible soluble intermediate [8,9]. Therefore, 

the absence of the •OOH adduct suggests that mainly •OH intermediates desorb during 

the ORR. This would mean that either no •OOH intermediate is formed, that it reacts 

before it can desorb, or that the desorbed quantity of •OOH is below the detection limit. 

We hope to investigate this matter further in future by increasing the charge consumed 

during the ORR, thus increasing the intensity of the EPR signal of any DEPMPO 

adducts. Hopefully, this will provide us with definite proof of the absence or presence 

of •DEPMPO-OOH. 
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Table 8.1 Simulation parameters for •DMPO-OH, •DEPMPO-OH and •DEPMPO-H. 

product giso AP(mT) AN(mT) 𝐴𝐻𝛽(mT) 𝐴𝐻γ(mT) 𝐴𝐻γ(mT) ref 
•DMPO-OH 2.0055 - 1.51 1.52 - - twa 

•DMPO-OH 2.0055 - 1.50 1.50 - - refb 
•DEPMPO-OH 2.0057 4.70 1.40 1.31 0.03 (3H) - twa 
•DEPMPO-OH 2.0059 4.74 1.40 1.30 0.03 (3H) - refc 
•DEPMPO-OOH 2.0058 5.02 1.30 1.13 0.08 (3H) 0.04 (6H) twa 
•DEPMPO-OOH 2.0059 5.25 1.34 1.19 0.08 (1H) 0.04 (6H) refc 

a: this work, b: ref [36],.c: ref [37] 

8.4 Conclusion 
 

Using a combined electrochemical and ex-situ EPR approach, we have shown that we 

can detect, identify and (semi)quantify free oxygen radicals produced by the ORR at 

porous electrodeposited Pt NPs. Experiments with DEPMPO as a spin trap show that 

only •DEPMPO-OH is detectably formed. We show that our approach is a valid 

additional technique for investigating the reaction mechanism of the ORR from solution. 

Our procedure allows for a more rigorous quantification of free radicals involved in 

electrochemical reactions and may provide future insights on the identification of 

soluble intermediates responsible for the degradation of electrocatalysts. 
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8.5 Supporting information 
 

8.5.1  Electrochemical activity spin traps on Pt nanoparticles 
 

Figure S8.1 shows CVs obtained in deoxygenated 0.1 M HClO4 in the presence or 

absence of 2.5 mM DMPO. In the absence of DMPO, the characteristic hydrogen 

underpotential deposition absorption and desorption peaks are visible, whereas these 

disappear in the presence of DMPO. This is a strong indication that DMPO adsorbs to 

the electrode surface and thus decreases catalyst activity. The Pt oxide reductive peak 

is clearly visible around 0.5 V for both cases. No peaks corresponding to the reduction 

or oxidation of DMPO are visible within this electrochemical window. 

 

 
Figure S8.1: Cyclic voltammograms in deoxygenated 0.1 M HClO4 with DMPO (red) and without 
DMPO (black). Scan speed is 50 mV/s. 

Figure S8.2 shows CVs obtained in oxygenated 0.1 M HClO4 in the presence or absence 

of 5 mM DMPO or 5 mM DEPMPO. In presence of DMPO (red), the overall current 

density decreases, which is likely due to the surface adsorption of DMPO as well as 

DMPO reacting with soluble intermediates that may otherwise have further reacted on 

the surface. The ORR onset potential is not or barely changed in presence of DMPO, 

indicating that DMPO does not affect the reaction mechanism. In presence of 5 mM 

DEPMPO (green), a similar effect is observed: the current density is drastically 

decreased, but the ORR onset potential is not. 
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Figure S8.2: Cyclic voltammograms in oxygenated 0.1 M HClO4 without DMPO (black), with 5 
mM DMPO (red) and with 5 mM DEPMPO (green). Scan speed is 50 mV/s. 

Figure S8.3 shows the first two minutes of chronoamperograms obtained in oxygenated 

0.1 M HClO4 in the presence or absence of 5 mM DMPO or 5 mM DEPMPO. In 

presence of DMPO (red/orange) or DEPMPO (green/dark green), the overall current 

density is decreased, but apart from the higher initial current density in the DMPO 

experiments, no major difference can be discerned between either spin trap. 

 

 
Figure S8.3: Chronoamperograms in oxygenated 0.1 M HClO4 without spin trap (black/blue), 
with 5 mM DMPO (red/orange) and with 5 mM DEPMPO (green/dark green). Scan speed is 50 
mV/s. 
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9 SEC-

EPR_cells In-situ SEC-EPR cells, design and validation   

In the previous chapters, ex-situ EPR measurements as more standard SEC-EPR cells 

were used. This chapter summarises the design and validation of two different in-situ 

SEC-EPR cells. In the first cell, a versatile electrode is constructed with commercially 

available indium tin oxide (ITO) on polyethylene terephthalate (PET), which can fit in 

commonly used EPR flat cells. It allows reproducible electrodeposition of catalytic 

material combined with sensitive radical detection, owing to its large surface area and 

minimal disruption to the resonator’s Q-factor. The conductivity of the thin 

semiconductor electrode is high enough to provide desired surface potential within the 

resonator allowing targeted radical production. The second cell is a hydrodynamic 

electrochemical flow cell. The created platform enables the fast and accurate screening 

of new electrocatalytic materials, providing insights into their effects on radical products 

of a reaction. Furthermore, it is essential that the reaction kinetics are not influenced by 

the setup, and that mass transfer can be controlled. Our modular design allows for fast 

and easy replacement of parts and adjustments to electrodes in order to unravel the 

catalysts’ influence on radical formation. The proximity of the pseudo-reference 

electrode to the working electrode, in combination with the flow and electrode 

positioning, allows for good potential control. The POM housing allows easy 

manipulation of the channel and excludes the use of sealing agents. The cell design was 

prepared by Dr S. Neukermans (ELCAT, Faculty of Applied Engineering, University 

of Antwerp). I tested and validated both SEC-EPR cells using the electroreduction of 

benzoquinone (BQ) and methyl viologen (MV). No radical trap was used. 

 

This chapter combines and redrafts parts of: 

Sander Neukermans, Mohammad Samanipour, H. Y. Vincent Ching, Jonas 

Hereijgers, Sabine Van Doorslaer, Annick Hubin, and Tom Breugelmans, A Versatile 

In-Situ Electron Paramagnetic Resonance Spectro-electrochemical Approach for 

Electrocatalyst Research, ChemElectroChem, 7, 4578, (2020) 

 

Sander Neukermans, Jonas Hereijgers, H.Y. Vincent Ching, Mohammad 

Samanipour, Sabine Van Doorslaer, Annick Hubin, Tom Breugelmans, A continuous 

in-situ EPR electrochemical reactor as a rapid in-depth mechanistic screening tool for 

electrocatalysis, Electrochemistry Communications, 97, 42, (2018) 

 

Own contribution: EPR experiments and analysis 

CHAPTER 9  

In-situ SEC-EPR cells, design and 

validation 
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9.1 Introduction 
 

The applications and challenges of EPR spectroscopy in combination with 

electrochemistry were discussed in chapters 1 and 3. It was mentioned already that many 

in-situ SEC-EPR setups use commercial flat cells to avoid Q-factor losses for polar 

solvents. The working electrodes vary from wires to mesh/gauze structures to metal 

rods [1,2]. In analytical electrochemistry, flat and uniformly accessible working 

electrodes are preferable to derive kinetic parameters or the diffusion coefficient. When 

doing combined experiments for the qualitative detection of radical intermediates, it is 

desirable that the working electrode has the highest possible electroactive surface to 

produce the desired radical instantly.  

One of the promising substrate materials possessing properties suitable for 

spectroscopic analysis techniques is Indium Tin Oxide (ITO) or other Transparent 

Conductive Oxides (TCO) like Aluminum Zinc Oxide (AZO). Multiple papers describe 

glass-supported ITO as a suitable substrate because of its optical transparency, and 

others deposited metallic particles on the surface  [3–6]. ITO is being used in 

photovoltaic devices and thus has already been incorporated into EPR setups for 

electrically detected magnetic resonance  [7]. However, the dimensions of commercial 

glass-supported electrodes do not allow their utilisation in EPR flat cell applications. 
The combination of in-situ UV-VIS/EPR spectroelectrochemistry was exploited by 

Neudeck and Dunsch in several publications using wire working electrodes  [8], 

laminated Au and Pt meshes  [9–11], LIGA electrodes  [12] and laminated ITO-glass 

electrodes  [13,14]. The latter focuses on the behaviour of a polypyrrole layer on the 

surface and other hole-transporting organic substrates. Recently the use of mesoporous 

layers of ITO particles was reported for water oxidation and alcohol oxidation  [15–17] 

and applied for the investigation of redox reactions in biomolecules. This electrode 

consisted of a Ti wire decorated with 50 nm ITO particles with the subsequent 

immobilisation of proteins on the surface and was used in combination with an EPR 

tube  [18].  

In the first part of this work, the construction of a promising ITO-on-PET-based EPR-

electrochemical setup fitting the commercial Wilmad flat cell for aqueous samples in a 

rectangular cavity in an X-band EPR spectrometer is demonstrated. The ITO working 

electrode has a flat surface allowing reproducible integration of (electro)deposited nano-

scale catalysts. The construction is inexpensive and straightforward so experiments can 

easily be repeated multiple times. The setup is applicable in a broad range of reactions 

in both aqueous and non-aqueous environments and demonstrates reasonable 

electrochemical behaviour in the EPR flat cell. Consequently, targeted in-situ radical 

generation is possible. It is optically transparent and very thin, which is an improvement 

compared to the bulk metal electrodes because the material does not significantly 

interfere with the Q-factor of the resonator. The electrode surface area approaches the 

maximally available space in the flat cell producing the maximum radical concentration 

possible. As a proof of concept, the electrodeposition of Ag nanoparticles and NiO layer 

was performed with consecutive in-situ use for the reduction of MV in aqueous 

solutions and BQ in ACN with detection of their radical intermediates, demonstrating 

the sensitivity of the constructed electrode.  
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From an electrochemical perspective, the use of the flat cells has some drawbacks: i) 

the cell surfaces are mostly irreproducible, ii) the shape of the surface and the small cell 

size compared to the electrode surface  prevent semi-infinite linear diffusion, and iii) 

the potential control is done by a pseudo reference electrode  [2,19], which needs to be 

well-positioned for data collection to be reliable, i.e. adjacent to the working electrode 

and in a stable environment. Often in static setups, the pseudo reference and the working 

electrode are positioned in the flat section of the cell where radicals are generated using 

chronoamperometric techniques. However, the potential of the pseudo reference 

electrode can fluctuate during the experiment, as reactants are consumed and products 

are generated that subsequently diffuse from the electrode surface. These shifts in 

potential cannot be detected before or after the experiment using a known redox couple. 

Therefore an in-situ flow cell was constructed utilising channel electrodes made out of 

polyoxymethylene (POM) with the advantages of being modular, facilitating flow 

electrochemistry, allowing good potential control and the use of POM as a sealing agent. 

We have evaluated this platform using CV and LSV on BQ in water and 

chronoamperometry coupled to CW EPR at X-band on BQ in ACN and MV in water. 

 

9.2 Materials and methods 
 

9.2.1 Chemicals 
 

Electrochemical measurements were performed in acetonitrile (ACN) (Chem-Lab, 

HPLC Grade, ≥99.9%) and MilliQ water (18.2 MΩ cm-1) with respectively 0.1 M TBAP 

(Sigma-Aldrich, 99.0 %) and sodium sulphate (Acros Organics, 99.0%) as supporting 

electrolyte. BQ (Sigma-Aldrich, ≥99.5%) solutions were prepared in ACN and MV 

(Sigma-Aldrich, 98%) in water. Depositions of Ag were performed using 1 mM AgNO3 

(Sigma-Aldrich, ≥ 99.0%) in ACN with 0.1 M LiClO4 (Acros Organics, >99%). Ni 

depositions were performed in an aqueous solution with 0.01 M Ni (SO3NH2)2 (Fluka, 

≥ 99.0%), 0.227 mM NiCl2 (Merck, ≥ 97.0%) and 0.025 M H3BO3 (Sigma-Aldrich 

99.7%). Toluene was purchased from Merck (Uvasol for spectroscopy). All chemicals 

were used without any further purification. All solutions for the flow cell were purged 

with nitrogen before being introduced to the setups. 

 

9.2.2 EPR spectrometry 
 

The EPR spectra were recorded on a Bruker 580 Elexsys spectrometer at X-band 

(frequencies specified in captions) in continuous wave mode at ambient temperature 

with a 0.1 mT field modulation amplitude and 100 kHz field modulation frequency,5.12 

ms time constant, sweep time of 10.49 s scan-1. 

For the flat cell experiments, a 0.2 mW and 0.8 mW microwave power were used for 

BQ and MV, respectively. 

For the flow cell experiments, 0.15 and 1.00  mW microwave power was used for BQ 

and MV, respectively.  

All Q-factors reported were determined by the built-in Q indicator of the Xepr 

programme. TEMPO (2,2,6,6-Tetramethyl-1-piperidinyloxy, Sigma-Aldrich, 98%) 

https://www.sciencedirect.com/topics/chemistry/chronoamperometry
https://www.sciencedirect.com/topics/chemistry/acetonitrile
https://www.sciencedirect.com/topics/chemistry/benzoquinone
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spin-count calibration was performed in the flat cell for concentrations ranging from 0.5 

mM to 0.025 mM. at a power of 0.2 mW, sweep time of 10.49 s scan-1 and with a time 

constant of 5.12 ms. The integral of the absorption curve was calculated considering 

that every molecule of TEMPO was EPR active. The same method and settings were 

used to determine the spin concentration of BQ and MV radicals generated on the 

custom ITO electrode. 

 

9.2.3 Electrochemistry 
 

All electrochemical experiments for the flat cell were conducted with a PAR 

VersaSTAT 3 potentiostat. The experiments were performed in bulk, and the 

depositions were recorded versus a saturated Ag/AgCl reference electrode with a Pt 

auxiliary electrode in a conventional undivided cell.  

Electrochemical measurements for the flow cell were performed using an Autolab 

PGSTAT302N potentiostat without any need for a current booster. Potentials applied in 

the experiments were derived from CV cathodic peaks. Electrodes were subsequently 

polished with 1 μm and 0.3 μm Al2O3 powder from Streurs. See ref [20,21] for further 

details.  

 

9.2.4 Combined setups 
 

In the first set of experiments, combined EPR-spectroelectrochemical measurements 

were performed in a Wilmad Supracil WG-810-A-Q quartz flat cell assembled, as 

shown in Figure 9.1. The setup was placed in a TE102 rectangular cavity in a Bruker 

E580 Elexsys spectrometer. Custom-made ITO working electrodes were made using 

ITO-on-PETmicroscope slides (8-10 Ω sq-1, 200 µm thickness with a 700 nm ITO layer) 

obtained from SPI supplies and (60 Ω sq-1, 178 µm thickness with a 100 nm ITO layer) 

from Sigma-Aldrich. This allowed it to fit inside the 500 µm thin gap of the quartz flat 

cell. The ITO layer of the SPI product had a homogeneous surface promoting 

reproducible electrodeposition of particles. The increase in conductivity as a function 

of the ITO layer thickness reaches a plateau as does transmittance at higher 

wavelengths  [22,23]. The work of Do-Hyoung Kim et al. even suggests that 

electromagnetic wave shielding occurs with increasing film thickness  [24]. The slides 

were cut to rectangles of 37.5 x 3.5 mm. The tip of the ITO working electrode was 

placed at the centre of the flat part, which coincided with the most sensitive section of 

the resonator. The junction with the connecting Cu wire was kept in the bulk section on 

top and was shielded by a PP encapsulation using a heat gun whilst being pressed against 

the semiconductor surface by carbon tape for maximum conductivity.  
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Figure 9.1. Schematic drawing of the EPR-spectroelectrochemical setup 

The PP covered 10 mm of the ITO surface resulting in 0.96 cm² exposed working 

electrode surface area. A PFA coating covering a Ag wire with a diameter of 75 µm was 

used as pseudo reference electrode (stripped of the PFA at both ends) and positioned as 

close to the tip of the ITO electrode without causing a short circuit (<1 mm). The Pt 

auxiliary electrode was placed in the bulk section on top as close to the entry of the flat 

part as possible. The cell was filled with 1 ml solution, submerging all electrodes while 

leaving the exposed Cu connection wire dry. This setup provided a cheap, 

straightforward and versatile method for combined in-situ EPR and electrochemical 

measurements of electrodeposited catalytic materials.  

The second constructed cell, a flow cell, was made out of two pieces of POM (Eriks 

Baudoin), of which one contained a small channel with a width of 6 mm and a height of 

0.4 mm. This is an adaptation of the previously reported modular design [25]. The 

electrodes were embedded in the second part by heat treatment. The working electrode 

was a silver foil (99.9985%) from Alfa Aesar, the counter electrode was a platinum 

sheet (99.95%) from Goodfellow, and the pseudo reference electrode was a platinum 

wire (99.99%) from Science Products. The reference was located <1 mm upstream of 

the 4 by 5 mm working electrode, and the counter electrode was positioned 3.3 cm 

downstream of the working electrode and measured 4 by 25 mm (Figure 9.2). It could 

be further observed that between the working and counter electrode, the use of POM is 

minimised. From here on, this part will be called ‘the window’. This part was positioned 

in the sensitive part of the resonator. The window provided a visual detection of the 

formation of coloured radicals and products when not positioned in the resonator. By 

sealing the setup with the same material, the use of potentially reactive sealing agents 

was avoided. The POM elements were easy to reproduce, and precious metal 

components could be recovered for reuse. More details are explained in the related 

paper [21]. 
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Figure 9.2. Expanded drawing of the in-situ EPR channel electrode 

 

9.3  Results and discussion 
 

9.3.1 Testing ITO-based cell for electrocatalytic research 
 

We first focus on the performance of the ITO-based cell (Figure 9.1). In order to do in-

situ electrocatalytic research, a catalytic material should first be deposited on the ITO 

surface. Ag and Ni are active electrode materials for a number of reactions  [26–31] and 

were therefore selected as catalyst materials. They were electrodeposited on the ITO as 

described in reference [20].  

CVs of the bare ITO on PET, and the Ag- or Ni-deposited electrodes were done in an 

undivided bulk setup and in the EPR flat cell. The reduction of benzoquinone (BQ) in 

acetonitrile and that of methyl viologen (MV) in water were selected as test cases 

because they allow the assessment of the setup in both organic and aqueous solutions as 

well as starting from neutral or positively charged reagents. Reducing BQ with one 

electron yields the semiquinone radical anion in aprotic environment (Eq. (9.1)). In the 

flat part of the EPR flat cell, this could be observed visually because of the change in 

colour of the solution from pale yellow to darker yellow and even orange in higher 

concentrations. MV2+ also undergoes a one electron reduction with the formation of the 

methyl viologen radical cation (Eq. (9.2)). This radical has a very distinct blue colour, 

and the 2-electron reduced species is again colourless (Eq. (9.3)). 

  

https://www.sciencedirect.com/topics/chemistry/behavior-as-electrode
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BQ + e- → BQ•-  (9.1) 

MV2+ + e- → MV•+  (9.2) 

MV•++ e- → MV0  (9.3) 

MV0 → MV•+ + e-  (9.4) 

MV0
ads → MV•+

aq + e-  (9.5) 

 

Figure 9.3 shows the response of the bare ITO electrode in both cases (BQ and MV). 

The splitting between oxidation and reduction peak of BQ was similar for both the bulk 

cell as the flat cell (0.6 V). The potential shift of 0.9 V between the cells was caused by 

the use of a pseudo reference electrode in the flat cell. The reduction reaction of BQ in 

the flat cell did not show a notable reagent depletion fallback after the reduction 

potential was reached. Methyl viologen was scanned to the second electron transfer in 

bulk and past the first in the flat cell. The peak splitting of the first wave was equivalent 

for both measurements (120 mV), and the currents were comparable. 

 
Figure 9.3. CV of 5 mM BQ (left) and 5 mM MV (right) on bare ITO-on-PET electrode in bulk vs 
(sat.) Ag/AgCl and in EPR flat cell vs Ag wire at 25 mV s-1 (not deoxygenated). 

Figure 9.4 presents the voltammetric data for the electrode with Ag particles deposited 

on ITO (Ag/ITO). The bulk experiment showed a bigger reduction current than that in 

the flat cell. This could be explained by the non-parallel positioning of the ITO surface 

to the flat cell wall, causing a smaller volume and thus less analyte to reach the surface 

of the electrode resulting in a lower current. Peak separation for both experiments was 

similar to that of the bare ITO electrode (0.6 V). A difference exists between these CVs 

and the ones in Figure 9.3. 

A more gradual current response for BQ can be seen between the peaks, which could 

imply slower kinetics on this electrode or a contribution of the substrate material to the 

reaction. The back scan for MV2+ reduction had, besides the oxidation peak of MV•+ 

radical cation, a clear oxidation peak at a lower potential. It was positioned at similar 

potentials as the oxidation of the neutral MV0 in the bulk experiments but was much 

more pronounced even though the forward scan did not reach the second reduction peak. 

Some electrode materials promote the formation of an adsorbed MV0 layer on the 

surface of which the oxidation peak in the back scan convolutes with its oxidation to 

MV•+ in solution (Eqs. (9.4) and (9.5)), giving a likely explanation. 
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Figure 9.4 CV of 5 mM BQ (left) and 5 mM MV (right) on Ag/ITO-on-PET electrode in bulk vs 
(sat.) Ag/AgCl and in EPR flat cell vs Ag wire at 25 mV s-1 (not deoxygenated). 

For BQ reduction, the electrode with a NiO layer deposited on ITO (NiO/ITO) behaved 

similarly to the analogue Ag/ITO electrode. See [20] for further details. 

In the next step, the EPR cell is validated through SEC-EPR experiments. The Q-factor 

for the empty flat cell in the cavity was 2600 ± 100, which was in accordance with the 

specifications of the spectrometer for an empty cavity. Introduction of ACN + 0.1 M 

TBAP led to a Q-factor of 700 ± 100, while H2O + 0.2 M Na2SO4 reduced it even more 

to 300 ± 100. Introduction of a non-lossy solvent (toluene) lead to a Q-factor of 2000 ± 

100. These Q-factors did not change when the ITO electrode was introduced into the 

electrolyte filled flat cell, which was beneficial for the sensitivity. 

in-situ electrolysis experiments were performed as described above. The employed 

electrodes were bare ITO, Ag/ITO and the NiO/ITO. Potentials in the kinetic region of 

the corresponding CVs were applied. Figure 9.5 displays the EPR spectra that were 

obtained for BQ and MV reductions. The EPR spectra were simulated using the 

following isotropic 𝑔 and hyperfine values of the BQ radical anion: 𝑔𝐵𝑄 = 2.0050 with 

𝐴𝐻 = 6.75 MHz (4), while for the MV radical cation 𝑔𝑀𝑉  = 2.0024, 𝐴𝑁  = 11.85 MHz 

(2), 𝐴𝐻 = 11.18 MHz (6), 𝐴𝐻 = 4.4 MHz (4), 𝐴𝐻 = 3.7 MHz (4). The numbers between 

brackets give the number of the equivalent nuclei with the same 𝐴𝑖𝑠𝑜-value in the 

vicinity of the paramagnetic centre. These are in accordance with the literature 

values  [32,33].  

The spectra showed that for the three electrodes that were utilised, the formed radicals 

for each reduction reaction were the same, indicating the formed radical was 

independent of the deposited electrocatalyst. This was as expected, considering the 

mechanism of the reduction reaction being analogous on each of the catalytic materials 

and the substrate. The peak intensities differ depending on the electrode due to the 

different active surface area resulting from the electrodeposition. Comparison of the 

double integral of the acquired spectra with that of a TEMPO spin-counting calibration 

gave radical concentrations of approximately 83 µM BQ and 66 µM for MV reduction 

reactions (Table S9.1 and Table S9.2). When the concentration of BQ was increased, its 

reduction at the Ag/ITO electrode gave a broadened spectrum (Figure 9.6). Using the 

same EPR parameters as above, the broadened spectrum can be simulated by simply 

increasing the Voigt linewidth from σ = 0.02 mT and γ = 0.034 mT to σ = 0.144 mT and 

γ = 0.095 mT, where σ and γ are the Gaussian and Lorentzian components, respectively.  
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Figure 9.5. EPR spectra obtained from in-situ electrolyzing 0.5 mM BQ at 9.655 ± 0.001 GHz and 
0.2 mW microwave power (left) and 5 mM MV at 9.661 ± 0.001 GHz and 0.8 mW microwave 
power (right) on bare ITO-on-PET (A,B) electrode, Ag/ITO-on-PET (B,C) and NiO/ITO-on-PET 
(E,F). The spectra are a mean of 10 scans over ~ 105 s. Red: experimental, black: simulation (not 
deoxygenated). 

Broadening could be due to adsorption on the electrode surface and/or higher viscosity 

of the solution resulting in restricted mobility of the radicals. However, these 

phenomena were unlikely as broadening was not observed in the lower concentration 

experiments. A more probable reason for the spectral broadening is that a high 

concentration of the BQ radical anion is being generated, leading to dipolar interaction 

between the radicals. The high radical concentration may also result in the formation of 

aggregates which reduces the mobility of the radicals, further broadening the spectra.  

The combination of favourable conditions for electrodeposition of catalytic material on 

the commercial ITO-on-PET substrate with generation of paramagnetic species or 

radicals in the sensitive part of the resonator on a high surface area electrode is critical 

for the detection of short-living radicals (lifetime shorter than the timescale of 1 scan) 

in electrocatalytic research. 



9.3 Results and discussion  

204  M.Samanipour 

 
Figure 9.6 EPR spectrum obtained from in-situ electrolysing 5 mM BQ at 9.661 ± 0.001 GHz and 
0.2 mW on Ag/ITO-on-PET electrode with the simulation of the broadened spectrum. The 
spectrum is the mean of 10 scans over ~ 105 s (not deoxygenated). 

9.3.2 Testing the SEC-EPR performance of the POM-based 

flow cell 
 

The earlier-mentioned two-electron reduction of BQ (Eq. (9.1)) in unbuffered water was 

further used to characterise the electrochemical properties of the flow cell. During the 

electrochemical characterisation, multiple Ag working electrodes were used in order to 

evaluate the influence of the replacement of electrodes. This did not result in any 

changes on the measurements.  

Other than the increase in current, the CVs recorded with and without flow display some 

differences (Figure 9.7). The static CV was distorted in the sense that the oxidation peak 

had a more negative potential than the reduction peak. This effect could be caused by a 

local change in pH or a changing environment of the pseudo reference electrode. In 

flow, the reduction peak was broader and bigger than the oxidation peak. This was most 

likely caused by the convection of recently reduced species away from the electrode in 

the microchannel reactor, hindering reversible oxidation afterwards. It needs to be 

stressed that the usage of CV had the purpose of determining the potential that should 

be applied for radical generation.  
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Figure 9.7. CV at 0.007847 ml s-1 and 50 mV s-1. The solution consisted of 5 mM BQ in water with 
0.2 M Na2SO4 at pH 4.5.  

 

As in section 9.3.1, the one electron reductions of BQ (Eq. (9.1)) in ACN  [34] and of 

MV (Eq. (9.2)) in water  [35] are used to assess the performance of the channel flow 

cell inside the resonator for in-situ generation and EPR detection of radicals. The applied 

potentials for radical generation are derived from the in-situ CVs (Figure 9.8). Similar 

EPR spectra as Figure 9.5 were found. BQ•- showed a very clear spectrum after one 

scan, which indicated that the lifetime of this radical is sufficient to reach the sensitive 

part of the cell in the resonator before decaying. On the other hand, MV•+ showed a 

noisier spectrum even after 35 scans which is consistent with the relatively shorter 

lifetime of the radical. In ex-situ CV experiments at a flow rate of 0.00416 ml min-1, the 

blue colour of MV•+ did not “migrate” to the most sensitive part of the window. This 

suggests that a substantial amount of the generated MV•+ had already decayed before 

arriving at the centre of the window, which coincides with the centre of the resonator 

where its sensitivity is maximised. 

It should be noted that water is not an ideal solvent because its polarity makes it 

susceptible for electromagnetic radiation. The use of higher flow rates and higher 

microwave power only resulted in small improvements to the signal. In previous static 

measurements using wire electrodes in a flat-cell [2], a period of time was needed for 

MV•+ to accumulate before it could be detected. Accumulation was not possible in a 

flow cell, at a certain time, the concentration gradient of MV•+ along the channel will 

reach steady-state. The decay of the MV•+ was almost not visible in the CV in            

Figure 9.8.A because of the experimental timescale of such experiments. 

Chronoamperometry at more negative potentials (−1.1 V vs the Pt pseudo-reference), 

did not give an EPR signal in in-situ, nor blue colouration in ex-situ measurements. This 

was consistent with the CV of MV, where at a second reduction wave MV•+ undergoes 

a second electron transfer to give neutral and diamagnetic MV0  [36]. During CVs of 

50–100 mV s-1 with a flowing solution of 0.00083 ml s-1 to 0.00417 ml s-1, colouration 

at the first reduction wave, followed by decolourisation at the second reduction wave, 

confirmed the two-step reduction process. This precise control over the potential 

https://www.sciencedirect.com/topics/chemistry/acetonitrile
https://www.sciencedirect.com/topics/chemistry/polarity
https://www.sciencedirect.com/topics/chemistry/chronoamperometry
https://www.sciencedirect.com/topics/chemistry/diamagnetic
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highlights the stability of the pseudo reference electrode potential arising from this 

channel flow cell design. Furthermore, the EPR spectra in Figure 9.8 B and C clearly 

show that this design is suitable for the electrochemical generation and detection of 

radicals. 

Redox couples of BQ in both water and ACN showed the same peak shape indicating 

that the solvent does not cause this shape change compared to bulk experiments. The 

redox couple of MV did not show any distortions due to the dimensions or the electrode 

configuration of the cell. This may be due to the positive charges of the MV species, 

which allows migration or better kinetics of the reaction.  

 

 
Figure 9.8. A) CV of 5 mM BQ in acetonitrile with 0.1 M TBAP with a flow speed of        
0.00333 ml s-1 and 50 mV s-1 and of 5 mM MV in H2O + 0.2 M Na2SO4 with a flow speed of 
0.00167 ml s-1 and 100 mV s-1. B) EPR spectrum of electroreduction of the methyl viologen at 
−0.8 V and flow speed of 0.00667 ml s-1 at 1.00 mW microwave power and 9.746 ± 0.001 GHz 
microwave frequency C) EPR spectrum of electroreduction of the BQ solution at −0.5 V and flow 
speed of 0.00167 ml s-1 at 0.15 mW microwave power and 9.763 ± 0.001 GHz microwave 
frequency. 

9.4 Conclusion 
 

Combining electrochemical catalyst research with in-situ EPR detection provides some 

challenges but also opportunities for the electrochemist. A working electrode material 

that is thin, inert, conductive and spectroscopically transparent can be found in an ITO 

layer deposited on PET as presented in the first part of this chapter. This commercially 

available substrate provided a reproducible surface area for electrocatalyst deposition 

and fitted in the flat part of the measuring cell, reaching the most sensitive part of the 

cavity. The electrode was thin and optically transparent and did not disturb the cavity 

tuning resulting in a good Q-factor. Both electrodeposited Ag nanoparticles and NiO 

layer were electrochemically and spectroscopically evaluated as electrodes for the BQ 

and MV reduction. Particles were evenly distributed across the total surface and could 

be tuned in size. The resistivity of the ITO layer was low enough to avoid a potential 

gradient from an order that would be detrimental for radical generation at the tip of the 

electrode. In general, the number of radicals formed can be increased by raising the 

concentration of analyte or enlarging the active surface area. Especially the latter is of 

primordial importance for detecting short living radicals, as an increase in the bulk 

concentration is not always feasible or desirable. This setup maximally used the 

available space in terms of active surface area for commercial flat cells.  

https://www.sciencedirect.com/topics/chemistry/acetonitrile
https://www.sciencedirect.com/topics/chemistry/benzoquinone
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In the second part of this chapter, a new modular electrochemical EPR flow cell was 

introduced and tested. It featured (i) the use of POM as a material suitable for the setups 

combining electrochemistry and EPR, (ii) an increased modularity and surface 

reproducibility in order to have rapid change of material, (iii) an enhanced potential 

control by reducing electrode distances and optimising the position of the pseudo 

reference electrode, and (iv) a well-defined hydrodynamic flow pattern by the chosen 

dimensions of the channel. The flow cell was validated in both aqueous and organic 

media using the test cases.  

Both setups open the possibility to study in detail radical intermediates formed in 

electrocatalysis. 

  

https://www.sciencedirect.com/topics/chemistry/electrochemistry
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9.5 Supporting information 
 
Table S9.1 Data TEMPO spin count calibration in flat cell. The spin count calibration was 
performed in the presence of the same ITO electrodes as MV and BQ experiments inside the flat 
cell. 

TEMPO concentration /mM Double integral / A.U. 

0.025 0.021 ± 0.005 

0.050 0.041 ± 0.003 

0.125 0.092 ± 0.015 

0.250 0.181 ± 0.025 

0.500 0.357 ± 0.024 

 

 

 
Figure S9.1 TEMPO spin count calibration curve (𝑦 = 0.7061𝑥 +  0.0043) 

 
Table S9.2 Spin count of experiments with spectra in Figure 9.5. 

BQ double int. / 

A.U. 

BQ spin 

concentration  

/ mM 

MV double 

int. / A.U. 

MV spin 

concentration 

/ mM 

Electrode 

(A) 0.076 0.101 (B) 0.062 0.082 ITO 

(C) 0.060 0.078 (D) 0.048 0.062 Ag/ITO 

(E) 0.054 0.071 (F) 0.042 0.053 Ni/ITO 
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This chapter focuses on how SEC-EPR can be a useful tool for studying carbon-halogen 

(C-X) electroreduction. In particular, I focus on the electroreduction of 1-

bromonaphthalene and 2-bromonaphthalene, for which a mechanism was proposed 

earlier. EPR spectra of intermediate radicals were measured in-situ. 

Different combinations of solvents and supporting electrolytes were used to test their 

effect on the generation of the radicals intermediates. DFT of different model systems 

was used to corroborate the interpretation of the EPR data. 

 

Own contribution: EPR experiments, spectral analysis and  DFT calculations 
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10.1  Introduction 
 

The electrochemical reductive cleavage of carbon-halogen bonds (C-X) has attracted 

much interest in the last decades. It offers many possibilities in synthesis [1–3] and the 

reduction of organic pollutants [4–6]. However, as mentioned in chapter 5, a significant 

drawback of using organic halides is the high activation energy costs, especially for 

chlorides and bromides. The use of catalytic electrode materials can decrease the 

activation energy. Several studies have been carried out to map the reaction mechanism 

of the reduction of bromides at catalytic and non-catalytic electrodes [5,7–16]. I here 

summarise the key reaction steps proposed in these papers. The electron transfer from 

the electrode to the organic halide happens in the first step and forms a radical anion 

(Eq (10.1)), which subsequently undergoes cleavage of the C-X bond to form the halide 

anion and an organic radical (Eq (10.2)). 

For bromides and chlorides, this organic radical has a lower reduction potential than the 

parent molecule and is therefore reduced almost instantaneously afterwards (Eq(10.4)), 

making this a stepwise two-electron transfer. 

 

RX + e- ↔ RX•-   (10.1) 

RX•- → R• + X-   (10.2) 

RX + e- → R• + X-   (10.3) 

R• + e- ↔ R-   (10.4) 

 

Several reports show that the bond cleavage can occur in a concerted mechanism in the 

presence of Ag electrode (Eq (10.3)) with the subsequent reduction of the formed 

organic radical yielding an organic anion Eq (10.4)  [5,11,17]. The organic radical can 

react with the radical anion intermediate to yield an anion and the initial reagent (Eq. 

(10.5) or with another radical to form a dimer (Eq. 10.6). The produced organic anions 

from Eq.(10.4) and Eq. (10.5)  bind with a proton from the solvent/residual water to 

form the corresponding aromatic compound (Eq.(10.7)). 

 

R• + RX•- ↔ R- + RX   (10.5) 

R• + R• → RR    (10.6) 

R- + H+ → RH   (10.7) 

 

At more negative potentials, depending on the molecular structure of the halide and the 

electrochemical window of the solvent, one can produce the radical anion of this 

hydrogenated dehalogenated compound (Eq.(10.8). 

 

RH + e- ↔ RH•-   (10.8) 

 

The organic radical R• can abstract a  hydrogen atom from the solvent (SH) to form 

the solvent radical (Eq.(10.9)). The solvent radical can be reduced at the electrode (Eq. 

(10.10)) or by the radical anion. (Eq-(10.11). 

 

R• + SH → RH + S• 

 

  (10.9) 
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S• + e- ↔ S-   (10.10) 

S• + RX•- ↔ S- + RX   (10.11) 

 

According to previous studies, there are several possibilities for the formation of 

intermediates and products in the proposed mechanisms. The SEC-EPR experiment may 

provide comprehensive information by detecting the radical intermediates, as 

mentioned in previous chapters. This information can remove the ambiguity in the 

mechanism, such as distinguishing between the concerted and stepwise mechanisms by 

detecting the RX•- or R• radicals. The electrochemical reduction of these different 

organic halides in bulk using different cathode materials was investigated by S. 

Neukermans et al. [18].  

In this chapter, direct in-situ SEC-EPR methods are employed to study the 

electrochemical C-X reduction of 1-bromonaphthalene (1BN) and 2-bromonaphathalne 

(2BN) using some of the wire electrodes that were used in  [18] for bulk electrolysis. 

Ag, Au, and Cu wire electrodes were used for in-situ SEC-EPR experiments. The 

structures of 1BN and 2BN are shown in Figure 10.1.   

 

 
Figure 10.1 Molecular structure of the aromatic bromides used for the electroreduction 

experiments. 

 

10.2 Materials and methods 
 

10.2.1 Chemicals 
 

Electrochemical reductions of 1-bromonaphthalene (1BN, 97%), 2-bromonaphthalene 

(2BN, 99.0%), were performed in ACN and 0.1 M TBAP (99.0%) by means of 

CV.These chemicals were used as received and were all purchased from Sigma-Aldrich. 

Spectroelectrochemical measurements were performed in ACN, DMF (Biosolve, HPLC 

grade) and DMSO (Acros Organics, >99.8%). TBAP, tetrabutylammonium bromide 

(TBAB, Acros Organics, >99%) and tetramethylammonium hexafluorophosphate 

(TMAFP, TCI, >98.0%) were used as supporting electrolyte. Toluene (Uvasol for 

spectroscopy) was purchased from Merck. 

 

10.2.2  In-situ SEC-EPR spectrometry 
 

Combined CW-EPR-spectroelectrochemical measurements were performed with a 

Wilmad Supracil WG-810-A-Q quartz flat cell in a TE102 rectangular cavity of the 

Bruker E580 Elexsys spectrometer. The EPR spectra were recorded at X-band (≈9.7 
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GHz) in CW mode at ambient temperature with 2 mW power, 0.1 mT modulation 

amplitude (unless mentioned differently in the caption) and 100 kHz modulation 

frequency. Reductions were carried out with an Autolab PGSTAT 302 N. Wire working 

electrodes were used for all in-situ experiments. A leak-free reference electrode (W3 

69-00) was used (Harvard Apparatus), which is equivalent to a Ag/AgCl 3 M KCl 

reference. The RE was positioned at the entrance of the flat part to ensure optimal 

potential control. The Pt rod counter electrode CE was put in the reservoir on top of the 

flat part. The tip was also put as close to the entrance of the flat part to reduce the cell 

potential. 

All solutions were purged with Ar for several minutes before measurement, and the 

atmosphere above the solution was purged continuously with Ar during the 

measurement to avoid the influence of O2.  
 

10.2.3  DFT computations and EPR simulations 
 

The EPR spectra were simulated using the EasySpin-5.1.11 module  [19] running in 

Matlab 2020a. Spin-unrestricted (UKS) DFT computations were performed with the 

ORCA package  [20–23]. In order to mimic the solvent effect, a dielectric surrounding 

with the dielectric constant of the respective solvents according to the COSMO model 

was used  [24]. For the geometry optimizations, the Becke-Perdew density functional 

(BP86)  [25,26] and the split-valence plus polarization (SVP) basis sets  [27] were used 

for all atoms. The energy was converged to 1 × 10− 8 Hartree (Eh), and the convergence 

tolerances in the geometry optimization were 3 × 10− 4 Eh/Bohr for the gradient and          

5 × 10− 6 Eh for the total energy. For benchmarking, single-point calculations with the 

B3LYP/EPR-II, functional/basis sets  [28,29] were used to predict the EPR spectral 

parameters from the optimized geometries.  

 

10.3  Results and discussion 
 

According to the previous work of Neukermans et al. [18] the electroreduction of 1BN 

and 2BN follows a concerted mechanism on Ag and a stepwise mechanism on Au and 

Cu electrode materials. In principle, the only radical intermediate species that can be 

formed are the 1- and 2-bromonaphthalene radical anions (1BN●- and 2BN●-) and 

deprotonated naphthalene radicals (1N● and 2N●) for the stepwise pathway. The latter 

should be the only species formed under concerted conditions. A side reaction 

(hydrogen atom transfer (HAT)) with the solvent could occur, forming a deprotonated 

acetonitrile radical (S●). A poor potential control could result in the formation of a 

naphthalene radical anion (N●-). The observed EPR parameters of N●- have been 

reported. The reported isotropic g-value (giso = 2.00270) and hyperfine coupling of |AH1| 

= 16.53 MHz (4) and |AH2|  = 5.016 MHz (4)  [30,31] lead to the simulated CW-spectrum 

shown in Figure 10.2a. The numbers in parentheses show the number of the equivalent 

nuclei. The DFT-computed EPR values (giso = 2.00265, AH1 = -17.02 MHz (4), AH2= -

5.47 MHz (4)) are in a good agreement with the literature (the corresponding simulated 

EPR spectrum is shown in Figure 10.2b). The DFT-optimised geometry and the 
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corresponding spin density distribution of N●- are shown in Figure 10.2.d. The spin 

density is distributed over the aromatic rings.  

 

 
 

Figure 10.2 The simulated EPR spectrum of the naphthalene radical anion using EPR parameters 
from a) the literature [30,31] and b) the DFT calculations. A linewidth of 0.015 mT and a MW 
frequency of 9.66 GHz was chosen. c) Chemical structure of naphthalene radical anion. d) DFT-
computed molecular structure of the naphthalene radical anion with the distribution of the spin 
density. Red and blue are positive and negative spin densities, respectively.  

In a next step, the DFT calculations were performed on candidates for the radical 

intermediates that can potentially be trapped by SEC-EPR, focussing on their EPR 

parameters and spin density. The same level of theory of DFT as for N●- is used for these 

radical intermediate candidates. Figure 10.3 shows the CW-EPR spectra of 1BN●- 

(blue), 1N● (red), 2BN●- (magenta), and 2N● (black) using the DFT-computed EPR 

parameters shown in Table 10.1 and their molecular structures with their spin density 

distribution. The isotropic g-values are close to what literature and DFT give for N●-. 

The somewhat higher giso of 1BN●- and 2BN●- may result from the presence of Br in the 

structure. The spectra are different in the splitting pattern due to the different hyperfine 

couplings. The spin density distribution is also different for these radical intermediates. 

In the case of deprotonated naphthalene radicals (1N● and 2N●), the spin density is 

mainly localised in the vicinity of the C atom from the dissociated C-X bond. Hence 

largest hyperfine couplings belong to the closest protons to that C atom (AH ~57.67 MHz 

for 1N● and AH ~ 57.78 MHz and 46.00 MHz for 2N●). For 1BN●- and 2BN●- the spin 

density is mainly on the aromatic rings with a  smaller hyperfine coupling. 

For 1BN●-, the hyperfine coupling of 79,81Br (I = 3/2) nuclei is an order of magnitude 

smaller than for 2BN●-, but both remain significant. 
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Figure 10.3 The simulated EPR spectra of 1BN●- (blue), 1N●  (red), 2BN●- (magenta) and 2N● 
(black ) in ACN using the DFT-computed EPR parameters. The corresponding chemical structures 
are shown on the right side of each spectrum, as well as the DFT-optimised geometries with the 
spin density distributions. A linewidth of 0.015 mT was chosen, and a ME frequency of 9.66 GHz. 

 
Table 10.1 The DFT-computed EPR parameters of possible naphthalene radical intermediates in 
electroreduction of 1BN and 2BN. Only the isotropic g and largest hyperfine values are given. 
For Br, only the hyperfine values for the 79Br isotope are mentioned  

Sample giso A79Br/MHz AH/MHz 

1BN●- 2.0030 -0.181 -18.32, -16.07,-15.46, -8.08, -6.25, -4.70, -3.46 

1N● 2.0023 - 57.67, 17.19, 9.65, 6.9 

2BN●- 2.0028 -2.22 -19.52,-19.01, -15.65, -14.78, -6.11, -4.87, -4.57 

2N● 2.0023 - 57.98, 46.00, 17.16 

 

In-situ SEC-EPR experiments were performed to identify the radical intermediates and 

compare them with the above DFT calculations to verify earlier models for C-X 

electroreduction [18].  

The CVs taken when using Ag, Au and Cu wire WEs in the EPR cell for 1BN reductions 

are shown in Figure 10.4 (left) as an indication of the difficulty of the determination of 

the peak potentials. The peaks were shifted compared to the potentials of bulk 

experiments in ref [18] and were less pronounced. Overpotentials of the onset were in 

the same order in ref [18] Au > Cu > Ag. The electroreduction experiments were 

performed for 2BN at -2.4 V on Cu and Au electrodes and at -1.85 V on Ag electrode, 

and for 1BN at -2.4 V for Au electrode and -1.85 V for Cu electrode and -1.60 V for Ag 

electrode. 2BN reduction was performed in the glovebox and the outside glovebox but 

with Ar bubbling. No difference in the CW-EPR spectrum could be observed between 

the two samples. 1BN solutions were only prepared by Ar bubbling. For both 1BN and 

2BN samples, the use of the three cathode materials resulted in similar CW-EPR spectra. 

The CW-EPR spectra of 1BN and 2BN reductions are shown in Figure 10.4 (right) and 

Figure 10.5, respectively. The EPR spectrum of the 1BN radical product had a clear 
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splitting in 2 peaks with a minor shoulder around 344.5 mT with a total width of 0.46 

mT, while the spectrum of the 2BN electroreduction product is wider (width ~ 0.56 mT) 

with less resolved splittings plus an extra feature around 344.5 mT. Adjusting the 

magnetic field modulation amplitude and concentration of 2BN from 0.1 mT to 0.05 

mT and from 1 mM to 26 mM revealed more substructures in the EPR spectrum (Figure 

10.5 (right)). Nevertheless, according to the literature and the above DFT calculations, 

none of the observed spectra represents the naphthalene-based radical intermediates 

expected to be created in 1BN or 2BN elecrtroreductions. Despite similar g-values, both 

experimental EPR spectra show a clear difference from the DFT calculated spectra 

(Figure 10.3). The fewer number of lines and smaller splittings (indicating smaller 

hyperfine coupling values) in the experimental EPR spectra do not match the literature 

and DFT calculations. Interestingly, similar to the DFT calculations, the spectrum of 

electroreduced 1BN is narrower than 2BN. The difference between the EPR spectra of 

1BN and 2BN electroreduction experiments indicates that the radical intermediates are 

related to the naphthalene and are not a solvent based radical. 

 

 
Figure 10.4. CV using Ag, Au and Cu wire WE in ACN (left) and in-situ EPR spectra on Ag wire WE 
with 1 mM 1BN in ACN + 0.1 M TBAP (right) at 9.659 ± 0.001 GHz. 

 

 
Figure 10.5. In-situ EPR spectra of electroreduction on Ag wire electrode with 1mM 2BN (mod. 
amp. 0.1 mT and 0.4 mW power at 9.656 ± 0.001 GHz) (left) and 26 mM 2BN (mod. amp. 0.05 
mT) (right) in ACN + 0.1 M TBAP at 9.660 ± 0.001 GHz. 

 



10.3 Results and discussion  

220  M.Samanipour 

 
Figure 10.6. The simulated EPR spectra of the naphthalene radicals using DFT computed 
parameters considering the slow-motion effect. The corresponding rotational correlation times 
(τcorr) are given in the figure legend. 

The CW spectra are not isotropic, and such anisotropy in the solutions can be a mobility 

effect due to the slow motion of the species. Since the ACN is not a viscose solvent at 

room temperature, the slow motion can be explained by considering that after the 

electron transfer, the radicals stick to the surface of the electrode and lose their free 

movement in the solution, causing anisotropy detection by EPR. By adjusting the 

rotational correlation time for isotropic Brownian rotational diffusion, we can simulate 

the slow-motion effect on the EPR spectra. Figure 10.6 shows the EPR spectra 

corresponding to the ones shown in Figure 10.2 and Figure 10.3 in the slow-motion 

regime (corresponding rotational correlation times (𝜏𝑐𝑜𝑟𝑟) are given in the legend of 

Figure 10.6). Although the broadening of the lines changes, the overall width of EPR 

spectra remains much larger than what we see in the experiment. 
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Figure 10.7 The DFT optimised geometry and DFT-computed spin density of a) 1BN in the 
distance of 2.29 Å from 1N● (system A ) and b) 1N● molecule between two 1BN molecules with 
the distance of 2.29Å from each 1BN molecule (system B) 

One of the explanations for the considerable decrease of the hyperfine couplings might 

be the stacking of 1BN or 2BN molecules on the surface or in the solution. In this case, 

the 1BN/2BN molecules get close enough to the radical so that the spin-density can also 

be delocalised over the several molecules in the stack. The redistribution of the spin 

density changes the hyperfine coupling values. In order to mimic the staking of BN 

molecules and study their effect on the spin density, DFT calculations for 1N● in close 

proximity (~ 2.29 Å) in the arbitrary z-axis direction (and 0 in the xy plane) to 1BN 

molecules were performed for two example structures: 1N● next to one 1BN molecule 

(System A in Figure 10.7.a), and a 1N● between two 1BN molecules (System B in Figure 

10.7.b). In both cases, the spin density spreads out in the stack. The calculations with a 

larger intermolecular distance (3.28 Å) did not result in spin delocalisation. The DFT-

computed EPR parameters for these structures shown in Table 10.2 do not seem small 

enough to give the EPR spectrum in Figure 10.4, although the magnitude of the largest 

proton hyperfine coupling is decreased from 57 MHz for 1N● to 20 MHz in system A, 

and 32 MHz in system B (see Table 10.1 and Table 10.2). In turn, a hyperfine coupling 

is found on the Br nuclei of the adjacent molecules.  

 
Table 10.2 The DFT-computed g-values and the hyperfine couplings of the 79Br nuclei and the 
largest hyperfine couplings of proton nuclei for systems A and B. 

Complex giso A79Br/MHz AH/MHz 

System A  1.9992 18.69 -20.01, -14.60, 7.80 

System B 2.0016 8.24 

-3.99 

-32.126, 12.20, -11.67, 10.63, -10.33, 

-9.89, 9.14, -9.08, -8.88, -8.85, 8.088 
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Systems A and B are not perfect stacking models since we only used two structures with 

only one intermolecular distance in only one direction, showing the more extensive DFT 

model requirement. Although this nonperfect model resulted in decreasing the largest 

proton hyperfine couplings and delocalisation of the spin density, the evidence is not 

enough to conclude that the narrowing is due to a stacking process. Moreover, 2.29 Å 

is extremely small compared to the reported intermolecular distances in stacks of 

aromatics. 

In a final investigation, different combinations of solvents and supporting electrolytes 

were used. The reduction reactions were first performed in DMF and DMSO with TBAP 

as a supporting electrolyte in bulk (Figure S10.1) to assess if the solvent variation had 

an influence on the electrochemical behaviour. No EPR signal was detected in the in-

situ experiments in DMF and DMSO. Varying the supporting electrolyte anion from 

perchlorate to hexafluorophosphate did also not result in any detectable EPR signal. The 

presence of perchlorate together with the ACN whilst performing these reductions 

seems to be crucial for forming and/or stabilising the radicals, of which the spectra are 

shown in Figure 10.4 and Figure 10.5. 

 

10.4  Conclusion 
 

 In-situ SEC-EPR experiments were performed to study the electroreduction of 1BN 

and 2BN using Au, Ag, and Cu wires as WE. Different WE wire materials did not 

change the EPR spectra for both samples. However, the solvent electrolyte combination 

did have a large effect. The experimental EPR spectra were unique for the combination 

of ACN with TBAP and did not occur in DMF or DMSO as a solvent and with TBAP 

or TMAPF6 as the supporting electrolyte. 

DFT calculations were used to calculate the EPR parameters of radical species that may 

be generated in the process. The experimental EPR spectra obtained for electroreduction 

of 1BN and 2BN did not match what had been expected from literature and DFT 

calculations.  

Including slow molecular motion in the EPR simulation mimicking the possible 

absorbance of radical species on the electrode surface broadens the experimental EPR 

features but does not match with the EPR data.  

Stacking of radicals with 1BN or 2BN molecules leads to a spreading of the spin density 

over more molecules and may lead to an overall reduction of the width of the EPR 

spectrum, as follows from preliminary DFT data. The stacking may be influenced by 

solvent and electrolyte, potentially explaining the the the strong dependence of these 

parameters. However, the current data is inconclusive. 

In future work, the use of spin traps may help to trap the possible reactive radical 

intermediates.  
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10.5  Supporting information 
 

 

 
Figure S10.1 CV of 5 mM 1BN and blank control in DMF (left) and DMSO (right) in bulk on a Ag 
disc electrode at 50 mV s-1 

 
Table S10.1 The coordinates (in Å) of the geometry-optimized naphthalene radical anion (N●-)  

  C      -1.657023     -0.157496     -0.008839 

  C      -0.396850     -0.838772     -0.008725 

  C       0.832880     -0.127568     -0.008714 

  C       0.832904      1.275335     -0.009166 

  C      -0.396825      1.986581     -0.009311 

  C      -1.657036      1.305292     -0.009336 

  C      -2.917167     -0.838783     -0.008452 

  C      -4.146878     -0.127584     -0.008904 

  C      -4.146881      1.275345     -0.009399 

  C      -2.917180      1.986565     -0.009783 

  H       1.786396     -0.682867     -0.008560 

  H       1.786432      1.830611     -0.009199 

  H      -0.395162      3.090542     -0.009507 

  H      -2.918782     -1.942732     -0.007921 

  H      -5.100398     -0.682875     -0.008647 

  H      -5.100410      1.830622     -0.009687 

  H      -2.918817      3.090515     -0.010309 

  H      -0.395204     -1.942732     -0.008541 

 
Table S10.2 The coordinates (in Å) of the geometry-optimized 1-bromonaphthalene radical 
anion (1BN●-) 

  C      -1.662321     -0.156357     -0.019227 

  C      -0.380437     -0.795930     -0.026307 

  C       0.854098     -0.093297     -0.022899 

  C       0.831377      1.307469     -0.011791 

  C      -0.401402      2.005246     -0.004317 

  C      -1.654312      1.310012     -0.008023 
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  C      -2.922248     -0.830397     -0.022262 

  C      -4.147187     -0.113079     -0.015125 

  C      -4.143943      1.288257     -0.004517 

  C      -2.912179      1.990581     -0.001107 

  H       1.804554     -0.647754     -0.028951 

  H       1.782701      1.865166     -0.008953 

  H      -0.412876      3.107894      0.004407 

  H      -2.928723     -1.931203     -0.030535 

  H      -5.100379     -0.667827     -0.017846 

  H      -5.094301      1.847893      0.001076 

  H      -2.905727      3.093895      0.007301 

  Br     -0.287696     -2.736570     -0.040922 

 
Table S10.3 The coordinates (in Å) of the geometry-optimized deprotonated naphthalene 
radical derived from 1-bromonaphthalene (1N●)  

  C      -1.660883     -0.185115     -0.008713 

  C      -0.393343     -0.800489     -0.008336 

  C       0.825291     -0.175230     -0.008514 

  C       0.813926      1.259950     -0.009167 

  C      -0.389625      1.954620     -0.009520 

  C      -1.647439      1.272368     -0.009332 

  C      -2.912734     -0.875767     -0.008556 

  C      -4.106605     -0.165550     -0.009008 

  C      -4.100335      1.259008     -0.009550 

  C      -2.900206      1.959515     -0.009726 

  H       1.780696     -0.725145     -0.008204 

  H       1.771813      1.804471     -0.009368 

  H      -0.389242      3.056107     -0.009974 

  H      -2.911334     -1.976432     -0.008079 

  H      -5.066297     -0.705159     -0.008910 

  H      -5.055689      1.806308     -0.009859 

  H      -2.897993      3.061541     -0.010183 

 
Table S10.4 The coordinates (in Å) of the geometry-optimized 2-bromonaphthalene radical 
anion (2BN●-) 

  C      -1.716293     -0.134580     -0.020121 

  C      -0.458816     -0.828473     -0.032953 

  C       0.749808     -0.091324     -0.038185 

  C       0.782133      1.305323     -0.031137 

  C      -0.453827      2.009103     -0.018205 

  C      -1.713174      1.326860     -0.012718 

  C      -2.972060     -0.815828     -0.014268 

  C      -4.200653     -0.104653     -0.001892 

  C      -4.199306      1.298251      0.004964 

  C      -2.971445      2.007744     -0.000367 
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  H       1.738575      1.849549     -0.035449 

  H      -0.445128      3.111963     -0.012398 

  H      -2.973478     -1.919220     -0.019786 

  H      -5.153591     -0.659990      0.002279 

  H      -5.151941      1.854290      0.014541 

  H      -2.972168      3.111237      0.005162 

  H      -0.445615     -1.928990     -0.038642 

  Br      2.422979     -1.072261     -0.055824 

 
Table S10.5 The coordinates (in Å) of the geometry-optimized deprotonated naphthalene 
radical derived from 2-bromonaphthalene (2N●) 

  C      -1.713109     -0.140180     -0.018954 

  C      -0.456305     -0.843186     -0.030370 

  C       0.684320     -0.085815     -0.034482 

  C       0.760287      1.315799     -0.028699 

  C      -0.452918      2.007462     -0.017618 

  C      -1.701883      1.308914     -0.012542 

  C      -2.966510     -0.825387     -0.013781 

  C      -4.161447     -0.115629     -0.002770 

  C      -4.154644      1.308379      0.003586 

  C      -2.951775      2.003578     -0.001221 

  H       1.720748      1.855926     -0.032586 

  H      -0.457833      3.110023     -0.012631 

  H      -2.970456     -1.926931     -0.018658 

  H      -5.121088     -0.655814      0.001122 

  H      -5.108752      1.857765      0.012331 

  H      -2.944965      3.105262      0.003668 

  H      -0.449671     -1.946167     -0.035395 

 
Table S10.6 The coordinates (in Å) of the geometry-optimized 1BN in the distance of 2.29 Å from 
1N● (system A ) 

  C      -0.534557      1.882059      2.354047 

  C      -1.779904      1.199205      2.364422 

  C      -1.706656     -0.280528      2.368237 

  C      -0.445447     -0.953860      2.510436 

  C       0.750825     -0.261098      2.352929 

  C       0.678838      1.146279      2.348997 

  C      -3.071126      1.793868      2.368451 

  C      -4.179043      1.036778      2.762610 

  C      -4.077045     -0.363214      2.987982 

  C      -2.865829     -1.012590      2.787589 

  H      -0.454892     -2.054440      2.566678 

  H       1.722596     -0.777053      2.397446 

  H       1.629262      1.710708      2.341556 

  H      -3.139096      2.891163      2.347239 
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  H      -5.154414      1.533777      2.884001 

  H      -4.957728     -0.921146      3.342096 

  H      -2.773733     -2.094326      2.978026 

  C      -0.656721      2.031616      0.070541 

  C      -1.913832      1.342312      0.081012 

  C      -1.994561     -0.076863      0.085683 

  C      -0.756414     -0.778224     -0.091356 

  C       0.449279     -0.108742      0.070504 

  C       0.528779      1.312142      0.065594 

  C      -3.121390      2.098740      0.083746 

  C      -4.329673      1.512129     -0.314721 

  C      -4.391833      0.111679     -0.485747 

  C      -3.253519     -0.665589     -0.251590 

  H      -0.765152     -1.873546     -0.200391 

  H       1.388662     -0.676152      0.007586 

  H       1.505870      1.810133      0.058210 

  H      -3.054740      3.193384      0.147266 

  H      -5.231734      2.131016     -0.435006 

  H      -5.330179     -0.372823     -0.796157 

  H      -3.302717     -1.762014     -0.348991 

  Br     -0.483175      3.921223     -0.291925 

 
Table S10.7 10.8 The coordinates (in Å) of the geometry-optimized 1N● molecule between two 
1BN molecules with the distance of 2.29Å from each 1BN molecule (system B)  

  C      -0.520496      1.877558      2.364293 

  C      -1.836032      1.161262      2.365227 

  C      -1.751635     -0.388891      2.339769 

  C      -0.455670     -1.034167      2.261066 

  C       0.768229     -0.320047      2.318560 

  C       0.726468      1.116496      2.341502 

  C      -3.185876      1.628846      2.382606 

  C      -4.311447      0.749613      2.397670 

  C      -4.184927     -0.637251      2.392959 

  C      -2.895262     -1.204979      2.363056 

  H      -0.435386     -2.132946      2.246460 

  H       1.724316     -0.859850      2.265536 

  H       1.672243      1.679844      2.342198 

  H      -3.368341      2.709584      2.370749 

  H      -5.309434      1.212047      2.422490 

  H      -5.079760     -1.276740      2.413394 

  H      -2.766622     -2.299666      2.368004 

  C      -0.579202      2.075716      0.104825 

  C      -1.813521      1.402146      0.104739 

  C      -1.869828     -0.045648      0.082214 

  C      -0.627134     -0.766223     -0.004586 

  C       0.601842     -0.072660      0.059739 
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  C       0.642370      1.329078      0.081424 

  C      -3.039257      2.153227      0.124981 

  C      -4.209431      1.569664     -0.357782 

  C      -4.228137      0.177052     -0.633021 

  C      -3.097753     -0.607076     -0.396522 

  H      -0.646452     -1.845118     -0.211853 

  H       1.540435     -0.632893     -0.052654 

  H       1.605700      1.853897      0.081366 

  H      -2.976750      3.242932      0.248843 

  H      -5.125598      2.169136     -0.472924 

  H      -5.141191     -0.293952     -1.028945 

  H      -3.129183     -1.690461     -0.593352 

  Br     -0.398567      3.975485     -0.223568 

  C      -0.362649      1.951185      4.631798 

  C      -1.589670      1.287983      4.604962 

  C      -1.672208     -0.161260      4.590164 

  C      -0.436605     -0.890878      4.691557 

  C       0.788986     -0.213300      4.631003 

  C       0.848962      1.204753      4.644599 

  C      -2.813871      2.061656      4.588936 

  C      -3.949038      1.510740      5.180064 

  C      -3.978164      0.116503      5.459540 

  C      -2.888121     -0.693395      5.144062 

  H      -0.463993     -1.981943      4.823467 

  H       1.725323     -0.782068      4.728765 

  H       1.821138      1.712838      4.665857 

  H      -2.730554      3.148453      4.456341 

  H      -4.849937      2.124501      5.336016 

  H      -4.872664     -0.334338      5.916972 

  H      -2.939875     -1.779325      5.323428 

  Br     -0.165769      3.852880      4.294003 
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This final research chapter focuses on the EPR detection of the Mo-Cu complexes 

employed as catalysts for CO2 reduction. The results of both ex-situ and quasi-in-situ 

methods will be reported. A sample-collecting method using a vacuum pump will be 

used for the ex-situ experiments. A setup for the quasi-in-situ experiment using freeze-

quenching designed in collaboration with the ELCAT group of UAntwerp will be 

introduced and validated for the SEC-EPR experiments. Both CW and pulse EPR 

techniques, as well as the DFT calculations, will be used in order to evaluate the 

paramagnetic species generated in a reaction mechanism proposed earlier.  

 

Own contribution: Involved in making the ex-situ transfer setup, performing all EPR 

experiments and data analysis and the DFT  

  

CHAPTER 11  

SEC-EPR study of the catalytic activity 

of Mo-Cu complexes in CO2 reduction 
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11.1  Introduction 
 

The importance of decreasing the emission of CO2 gas in nature was discussed in 

chapter 1. To this end, one of the strategies is converting CO2 generated in chemical 

processes into other alternative products, which can be achieved via electrocatalysis by 

CO2 reduction. The development of proper catalysts for the electroreduction of CO2 is 

a crucial step toward the sustainable production of carbon-based chemicals. Several 

efficient molecular catalysts based on non-noble metals for CO2 reduction, such as 

Mn(bpy)(CO)3BrY [1], Fe-quaterpyridine [2], Fe4N(CO)12 [3] and CoIIdiphosphine 

complexes [4], have been reported in recent years. As a member of non-noble metals, 

Mo complexes were reported to show catalytic activity for CO2 reduction [5–9].  

Mouchfiq et al. [10] reported a study on the catalytic activity of a Mo-Cu complex for 

CO2 reduction. The complex under study is [(bdt)MoVI(O)S2CuICN]2-, (bdt = 

benzenedithiolate), in which the Mo and Cu ions are connected by two sulfide ligands 

(complex 1 in Figure 11.1). Using IR-SEC combined with DFT, the authors showed that 

complex 1 is only a pre-catalyst, and the active catalyst state is formed after the 

reduction and deoxygenation of complex 1 in the presence of CO2. According to their 

proposed reaction mechanism (Figure 11.1), in the first step in the mechanism, a two-

electron reduction of complex 1 forms complex 3 by transferring the oxo group on Mo 

to a CO2 molecule. By a further one-electron reduction, complex 3 forms complex 3red, 

which is the active catalyst. The presence of a proton source was proven to be necessary 

for the formation of MoVH intermediates to react with CO2 and complete the catalytic 

cycle. They showed that adding 2,2,2-trifluoroethanol (TFE) or water can supply the 

proton source, whereby TFE provides higher efficiency. 

In some steps in the proposed reaction mechanism (Figure 11.1), the intermediates 

contain an EPR-active Mo centre. EPR experiments can thus potentially provide further 

information to understand the CO2 reduction by  Mo-Cu complexes. As mentioned in 

chapter 3, in order to detect most transition-metal centres, such as MoV centres, by EPR, 

low temperatures are required, which calls for freeze-quenching in electrochemical 

experiments. The frozen sample should be placed in a commonly used EPR tube before 

the EPR experiment. Hence ex-situ or quasi-in-situ methods should be employed. 

This chapter focuses on studying the proposed reaction mechanism for the catalytic 

activity of Mo-Cu complexes synthesised by Muchfiq et al. in Laboratoire de Chimie 

des Processus Biologiques (Collège de France) for CO2 electroreduction using both ex-

situ and quasi-in-situ SEC-EPR methods.  

For the ex-situ study, the electrochemistry procedure can be performed in bulk solution, 

and then the sample is transferred to the EPR tube and immediately frozen, as described 

in section 11.3.1.1.  

The quasi-in-situ study can take place with a proper setup in which the sample is quench-

frozen while the electrochemistry process is running inside an EPR tube. A cell designed 

in collaboration with the ELCAT group of UAntwerp was used. The setup was first 

validated for the reduction of MV and BQ in batch and in the EPR tube (similar 

approach as in chapter 9).  
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Figure 11.1 Proposed reaction mechanisms of CO2 reduction using pre-catalyst 1. Note that the 
added electron in complex 3red resides on the sp3 orbitals of the ligands. The figure is adapted 
from [10]. 
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11.2  Materials and methods 
 

11.2.1  Chemicals 
 

Electrochemical measurements were performed in acetonitrile (ACN) (Chem-Lab, 

HPLC Grade, ≥ 99.9%) and MilliQ water (18.2 MΩ cm-1) with, respectively, 0.1 M 

TBAP (Sigma-Aldrich, 99.0 %) and sodium sulphate (Acros Organics, 99.0%) as 

supporting electrolyte. BQ (Sigma-Aldrich, ≥99.5%) solutions were prepared in ACN 

and MV (Sigma-Aldrich, 98%) in water. All chemicals were used without any further 

purification. All solutions for the flow cell were purged with nitrogen before being 

introduced to the setups. The details of the preparation of the catalyst are given in  [10]. 

 

11.2.2  EPR spectrometry 
 

The EPR spectra were recorded on a Bruker 580 Elexsys spectrometer at X-band 

frequency equipped with a liquid-helium cryostat (Oxford Inc).  

All CW experiments were performed at 50K and 100 kHz field modulation frequencies. 

For the BQ, a field modulation amplitude of 0.1 mT and a MW power of 1.5 mW were 

used. The field modulation amplitude for the EPR of the Mo-Cu sample was 0.2 mT for 

quasi in-situ experiments and 0.5 mT for the ex-situ experiments. Different MW power 

values were used for different experiments, which are mentioned in the figure captions. 

HYSCORE (hyperfine sublevel correlation spectroscopy) [11] experiments were 

performed with a 


2
−  −



2
− 𝑡1 −  − 𝑡2 −



2
−  − 𝑒𝑐ℎ𝑜 pulse sequence (see section 

2.1.3.3). The pulse lengths were t/2=16 ns and t=32 ns. The times t1 and t2 were varied 

from 96 to 4896 ns with time steps of 16 ns. The HYSCORE spectra are the sum of 

spectra taken at different -values (see figure captions). The same pulse lengths were 

used for 2P and 3P ESEEM experiments. The 3P ESEEM experiments were performed 

at 50 different -values varying from 96 ns to 496 ns with the steps of 8 ns. 

Mims ENDOR using the stimulated echo pulse sequence 
𝜋

2
− 𝜏 −

𝜋

2
− 𝑇 −

𝜋

2
− 𝜏 − 𝑒𝑐ℎ𝑜 

were performed with a 15 s radio-frequency (RF) -pulse applied during time T (=17 

s). A shot repetition time of 1 ms was used. Lengths of the 
𝜋

2
-microwave pulses are16 

ns. The rf frequency was swept from 1 to 31 MHz in steps of 100kHz. An ENI A-300 

rf amplifier was used. The spectra were taken at 20 different -values varying from 96 

ns to 256 ns with the steps of 8 ns 

All the pulse experiments were performed at 25 K. 

The EPR, ENDOR and HYSCORE spectra were analysed using EasySpin v6.0.0 [12], 

a MATLAB toolbox developed for EPR simulations. All data were processed and 

simulated using the MATLAB R2020a version (The MathWorks, Inc., Natrick, MA). 

HYSCORE and 3P-ESEEM time traces were baseline-corrected with a third order-

polynomial, apodized with a Hamming window and zero-filled. After two (for 

HYSCORE) and one (for 3P ESEEM) -dimensional Fourier transformations, the 

absolute-value spectra were computed. The spectra recorded for different -values were 

added together to avoid blind-spot effects.  
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11.2.3 Electrochemistry 
 

Electrochemical experiments were conducted with a PAR VersaSTAT 3 potentiostat. 

The experiments for BQ and MV performed in bulk were done in a conventional 

undivided cell, while those performed ex-situ on the Mo-Cu complexes were done in a 

cell containing two parts separated by a membrane. 

In all experiments, glassy carbon (GC) is used as WE, as it was also used in the 

electrochemical characterisation by Mouchfiq et al. [10]. GC has the advantage of being 

relatively chemically inert. For the ex-situ experiment, an (Ag/AgCl) and for the quasi-

in-situ experiments, a Pt wire is used as the RE, and a Pt wire is used as the CE for both 

experiments.  

 

11.2.4  Computational methods  
 

Spin-unrestricted density functional theory (DFT) calculations were performed using 

the ORCA package [13–16]. To mimic the solvent effect for all samples, the COSMO 

model was used [17]. For the geometry optimizations of the Mo-Cu complexes under 

study, the Becke-Perdew density functional (BP86) [18–20] was used. The Ahlrichs 

split-valence plus polarization (SVP) basis set was used for all atoms except copper, 

molybdenum, and sulfur [21]. The Ahlrich (2df,2pd) polarization functions were 

obtained from the TurboMole basis set library as implemented in ORCA. For the 

copper, molybdenum and sulfur atoms, the doubly polarized triple-zeta (TZVPP) 

(Ahlrichs, unpublished) basis set was used. The energy was converged to 1 × 10− 8 

Hartree (Eh), and the tolerances of convergence in the geometry optimization were 3 × 

10− 4 Eh/Bohr for the gradient and 5×10− 6 Eh for the total energy. The coordinates of the 

optimized structures are given in the Supplementary Information. For the single-point 

calculations of the EPR parameters of the Mo-Cu complexes the combination B3LYP 

as functional and the 6-31+G** basis set [22,23] was used. For the copper, atom the 

triply polarized Core Properties basis set (CP(PPP)) and for the Molybdenum and sulfur 

atoms doubly polarized triple-zeta (TZVPP) (Ahlrichs, unpublished) basis set were used 

as implemented in ORCA.  
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11.3 Results and Setups 
 

The CV experiments were performed to reproduce the results of Mouchfiq et al. [10]. 

Figure 11.2 shows the CV of 2 mM of complex 1 in ACN and 0.1 M TBAP under Ar in 

the presence (red) and absence (black) of CO2. Similar to [10], there is a second 

reduction wave in the presence of CO2 (Figure 11.2 (red)), indicating the appearance of 

the catalytic activity at E ~ -2 V. The active catalyst (complex 3red) is generated at the 

first charge-transfer potential at E ~ -1.5 V. In the absence of CO2 gas there is no 

catalytic wave in the CV.  

 

 
Figure 11.2. The CV experiment of 2 mM od complex 1 in ACN under Ar in the presence (red) and 
the absence (black ) of CO2.  

 

11.3.1 Ex-situ SEC-EPR experiments  
 

11.3.1.1 Setup and sample preparation 

 

A classical electrochemical H-cell where the WE and CE compartments were separated 

by a membrane was used. The CA experiments were performed at -2.1 V. The solvent 

was purged by Ar gas and transferred to the glove box. All samples were prepared and 

transferred to the electrochemical cell in an MBraun glovebox with an internal Ar 

atmosphere with O2 and H2O content of less than 1 ppm. The cell was sealed before 

being taken from the glovebox for electrolysis. In the case of the CO2 experiments, the 

solutions were flushed by CO2 before the electrolysis.  

A setup shown in Figure 11.3 was used in order to insert and freeze-quench the solution 

in the EPR tube. In this setup, a vacuum pump connected to the EPR tube via valve 1 

evacuates the EPR tube (valve 1 is open and valve 2 is closed). After sufficient 

evacuation time, we close valve 1 and put the bottom part of the EPR tube in the liquid 

nitrogen, and then we open valve 2, which connects the EPR tube to the WE 
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compartment of the electrochemical cell. Due to the lower pressure, the solution rapidly 

moves from the cell to the bottom of the EPR tube and immediately becomes frozen.  

 

 
Figure 11.3. a) Schematic of the transferring setup, used for the ex-situ experiment. The red 
arrows show the direction of the flow. A view of the real system is shown in the supplementary 
information (Figure S11.1), and b) Different parts of the real two-compartment H-cell.  

 

11.3.1.2 SEC-EPR experiments 

 

Figure 11.4 shows the current response over time for CA experiments of 2 mM of 

complex 1 in ACN under CO2 in the presence and absence of 2,2,2-trifluoroethanol 

(TFE) at -2.1 V. In both cases, the current increases over time, showing the occurrence 

of a charge transfer in the electrochemistry process. The sample was collected after 2 

hours of electrolysis.  
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Figure 11.4.  The current response over time of the CA experiment for 2mM of complex 1 in 
ACN in the presence of CO2 a) without and b) with 2,2,2-trifluoroethanol (TFE). 

 

Figure 11.5 shows the CW-EPR spectra of 2 mM complex 1 in ACN under Ar taken at 

50K. There is a small signal in the samples before electrolysis under Ar (Figure 11.5a) 

and CO2 (Figure 11.5b). These signals are typical for MoV paramagnetic centres [24,25], 

indicating that a small portion of complex 1 reduces to a paramagnetic state even before 

electrolysis.  

 

 
Figure 11.5. The CW EPR spectra of the 2 mM of Complex 1 in ACN under different conditions. 
(Left) without electrolysis a) under Ar gas and b) under CO2 (Right) after 2 h electrolysing at -2.1 
V under CO2 c) without TFE and e) with TFE. (d) shows an amplification of the low-field region of 
the spectrum (c). All the CW-EPR experiments were performed at 50 K with 0.015 mW (a,b) and 
0.075 mW (c,e) MW power. 

 

Figure 11.5c shows the CW-EPR spectra for the Mo-Cu complex under CO2 without 

TFE after electrolysis. The spectrum with 𝒈 = [2.050 2.050 2.235] and  𝑨 =
[100  60 620] MHz are typical for Cu(II) centres [26,27] (see also chapter 4). The 

presence of Cu(II) species are not expected as intermediates in the proposed mechanism 

(Figure 11.1). EPR quantification (Figure S11.2 and Table S11.1) shows that the 

concentration of the Cu(II) complex is only 14% (0.28 mM) of the initial complex 

concentration. In the presence of TFE as an extra proton source, no Cu(II) centre 
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complexes are detected (Figure 11.5 e). The formation of Cu(II) complexes can be 

explained considering that the absence of enough proton sources makes the catalytic 

cycle stop, and a small portion of the Mo-Cu complex decomposes and creates Cu(II) 

complexes during the electrolysis. In both samples with CO2 in the presence and absence 

of TFE, no Mo(V) signal was detected after more than 2 hours of electrolysing (Figure 

11.5.c and e). It shows that either the proposed mechanism is incorrect or due to the 

high reactivity of the intermediates, they react too fast and reach the EPR-silent states 

before transferring and quench-freezing of the sample in the EPR tube.  

These results show the importance of the quasi-in-situ experiments for fast sampling 

and quench-freezing. Hence in the next section, I will introduce a setup to do the 

electrolysis inside the EPR tube. 

 

11.3.2 Quasi-in-situ experiment 
 

The importance of a quasi-in-situ method for the SEC-EPR experiment was discussed 

in the previous section. Hence, an electrochemical cell was designed in collaboration 

with the ELCAT group (University of Antwerp) [28] to perform electrochemistry in an 

EPR tube and quench-freeze the solution simultaneously. This design is also based on a 

glassy carbon (GC) electrode, which should be removed before freezing. When frozen, 

the GC  could break. Moreover, the GC electrode also gives an EPR signal. Apart from 

the advantages of using GC electrodes that were mentioned before, this setup requires a 

small amount of the sample (~100 µl). 

 

11.3.2.1  Setup 

 

The outer diameter of the used X-band tube was 4 mm, and the inner diameter was 3 

mm. The GC electrode was purchased from ALS and had a diameter of 1.6 mm (GC 

surface) with a total diameter of 3 mm (embedded in Polyether Ether Ketone (PEEK)). 

A polyfluoroalkane (PFA) insulated Pt wire was led to the tip of the GC electrode with 

the PFA stripped from the tip as a pseudo reference electrode. The same type of wire 

was used as a counter electrode and wound around the PEEK body of the electrode. The 

insulated wire had a diameter of 200 µm and kept the lead of the reference electrode in 

place, 127 µm without insulation. The assembled electrode measured 2.6 mm on the 

widest point, leaving 0.4 mm solution between the counter electrode and the tube wall.  

The GC electrode was connected through a brass rod which was hollow at the end 

connection and fitted tightly around the electrode connection. The Pt wires were led out 

of the tube and fixated with tape at the top. Figure 11.6 a and c.shows the assembled 

electrode in an EPR tube. More information about the cell design is given in [28]. 

Visual inspection for electroreduction of BQ solutions performed in the EPR tube 

indicated that the BQ radical anion has a lifetime long enough to spread through the 

solution, turning it darker yellow. The reduction of MV2+ to the MV radical cation only 

resulted in a blue solution layer at the surface of the GC electrode (Figure 11.6c). It 

indicates the shorter lifetime of the radical. 

 

 



11.3 Results and Setups  

240  M.Samanipour 

 
Figure 11.6. a) Two side views of the GC electrode in an EPR tube and zoom of the electrode 
surface (not to scale). The numbers indicated are dimensions in mm; b) real image of different 
parts of the used electrochemical cell, and c) Appearance of the electrode/EPR tube assembly 
with BQ radical anion (left) and MV radical cation generation (right). Figures adapted from  [28]. 

 

The sample preparation and the electrochemical process of Mo-Cu experiments were 

performed in a glovebox manually flushed with N2 gas in order to avoid the presence of 

oxygen. The glovebox was connected to a nitrogen gas source, and N2 was continuously 

flowing through the glovebox during the sample preparation. In order to control the 

pressure inside the glovebox, an outlet was embedded as an exit for the extra gas (Figure 

11.7). 

The sample was collected during the electrolysis inside the glovebox. To this end, the 

sample was inserted into a custom EPR tube holder (the yellow object in Figure 11.7), 

and a lego setup held the tube holder itself. For sample collection, the tube holder was 

lowered down slowly (± 0.5 mm s-1) while the electrochemical setup was staying still. 

The movement was established remotely by using an electrical motor with an adjustable 

resistor for power control and gears to transfer the movement to the EPR tube holder 

(Figure 11.7). The counter electrode started to be increasingly exposed to the 

atmosphere, and the tube was then ‘dropped’ in liquid nitrogen (the white box in Figure 

11.7) during electrolysis to flash freeze the formed paramagnetic species. This 

‘dropping’ was done by increasing the speed of the downward movement, still gently 

sliding the tube in the liquid nitrogen to prevent it from breaking.  
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Figure 11.7. Four views of the lego setup in the glovebox, used for quasi-in-situ experiments. The 
EPR tube is inserted into the tube holder (the yellow object), and then the tube holder is moved 
downwards by the gears and electrical motor into the white box located below the lego setup, 
which is filled with liquid nitrogen in order to freeze quenching. The electrical motor was 
controlled remotely from outside of the glovebox.  

 

11.3.2.2 SEC-EPR validation 

 

Similar to the previous chapters, reduction of MV and BQ were used for the validation 

of the cell. Figure 11.8 shows the CVs for both test cases in the EPR tube and bulk 

solution. In both cases, the tube experiments behaved similarly to the bulk experiments. 

Most of the differences in the CVs can be caused by the cell geometry. 

To prepare the EPR sample, the electrolysis was performed at peak potential with the 

electrode positioned at around 1 mm from the bottom of the tube. While the electrolysis 

was running, the tube was slowly moving downward, so the majority of the solution 

first located at the CE moved to the WE (since the electrochemical cell stays still). This 
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convection helped to refresh the solution and ensured that the reduced species from the 

working electrode were not able to diffuse to the counter electrode to be reoxidised.  

The electrolysis of BQ at peak potential and subsequent freezing resulted in the EPR 

signal presented in Figure 11.9. The EPR spectrum shows a single line at X-band MW 

frequency. Earlier studies with high-field EPR revealed indeed a very small g-

anisotropy for the BQ radical ( g = [2.00654 2.00526 2.00223]) in a frozen isopropyl 

alcohol solution [29]). This anisotropy is not resolved at the X-band, where only a single 

line at g ~ 2.0052 with a linewidth of [0.5 (Gaussian), 0.8 (Lorentzian)] mT is found. 

The heterogeneous line broadening is caused by the hyperfine interaction with the 4 

protons of the radical ( A = [ -9.9   -1.5   -8.7 ] MHz [30]). 

 

 
Figure 11.8. CV of 5 mM BQ (left) and 5 mM MV (right) on GC vs Ag wire at 50 mV s-1 in bulk and 
in the EPR tube. 

 

 

 
Figure 11.9. EPR Spectrum and simulation for BQ radical anion in ACN at 50 K. The radical was 
formed electrochemically in a quasi-in-situ experiment. 
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11.3.2.3 SEC-EPR on Mo-Cu complexes 

 

After testing and validating the setup for the MV and BQ samples, it was employed to 

study the Mo-Cu complexes. The electrochemistry and quench-freezing were performed 

in the glovebox flushed with N2 gas. The solutions and EPR tubes were flushed with 

CO2 from balloons inside the glovebox. The CA experiments were performed at -1.6 V 

and -2.1V in the presence of CO2 (Figure 11.10). In both cases, the current response 

proves that charge transfer happens. The current, however, is relatively unstable. This 

may be due to moving the electrode upwards during the electrolysis.  

 

. 
Figure 11.10 The CA experiment of 2mM of complex 1 in ACN at a) -1.6 V and b) -2.1 V  

 

Complex 1 in ACN kept under N2 was bubbled by CO2, and CW-EPR spectra were 

recorded before and after the electrochemistry process (Figure 11.11). No EPR signal 

due to a MoV centre is resolved in the presence of CO2 prior to electrolysis (Figure 11.11 

magenta), although this was the case in the ex-situ experiments (Figure 11.5). 

By electrolysing under CO2 at -1.6 V, the CW-EPR spectrum (Figure 11.11 blue) shows 

the presence of two paramagnetic species. The simulated spectrum consists of two 

different spin systems with parameters known for MoV. The 𝑔-values of both species 

indicate that the unpaired electron is mainly localised on the Mo ion [24,25] (see Table 

11.1, Figure 11.11, Figure S11.3 and Figure S11.4). The first EPR component (complex 

A) shows a resolved hyperfine interaction with 95,97Mo (I = 5/2, with the natural 

abundances of 16% for 95Mo and 10% for 97Mo) at B = 355 mT, whereas complex B 

only shows weakly resolved features of a rhombic structure with a smaller g-anisotropy 

(g = [1.9771  1.9888  2.0050]) (see Table 11.1, Figures S2 and Figure S11.4). The g-

values of complexes A and B resemble the ones reported before for other MoV centres 

(see Table 11.1). The Mo hyperfine values are not resolved for complex B due to its low 

contribution to the EPR spectra (Table S11.2).  
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Figure 11.11 Normalised CW-EPR spectra of 2mM complex 1 in ACN under CO2 without 
electrolysis (magenta), with electrolysis at -1.6 V (blue) and -2.1 V (black), as well as the 
simulated spectra (red dash line). A MW power of 0.015 mW was used for all experiments. 

 

As mentioned before, the presence of a proton source is necessary to complete the 

catalytic cycle. Here we did not add TFE to the samples. However, since the sample 

preparation did not happen in a perfect water-free situation in this glovebox, water may 

be present as the proton source. The presence of water can also explain how complex 4 

receives two electrons to complete the cycles in the earlier proposed mechanism (Figure 

11.12).  

 

 
Figure 11.12 The reaction of complex 4 in the presence of water 
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Table 11.1. The EPR parameters obtained from simulation (Figure 11.11) in comparison with 
EPR data of MoV complexes. Note that the experiment does not allow to determine the absolute 
sign of the hyperfine values  

Complex 𝑔-values 
𝐴Mo-values 

/MHz 

𝐴H/𝐴Cu-values/ 

MHz 
ref 

Complex A 

𝑔𝑥 = 1.97350 

𝑔𝑦 = 1.98290 

𝑔𝑧 = 2.0196 

𝐴𝑥 = 27 

𝐴𝑦 = 26 

𝐴𝑧 = 128 

𝐴𝑖𝑠𝑜 = 60.33 

- tw 

Complex B 

𝑔𝑥 = 1.9771 

𝑔𝑦 = 1.9888 

𝑔𝑧 = 2.0050 

Not resolved  - tw 

 
Complex C1 

𝑔𝑥 = 1.949 

𝑔𝑦 = 1.9550 

𝑔𝑧 = 2.0250 

𝐴𝑥 = 57.3 

𝐴𝑦 = 54.7 

𝐴𝑧 = 133 

𝐴𝑖𝑠𝑜 = 82.66 

-  [24,32] 

 
Complex C2 

𝑔𝑥 = 1.944 

𝑔𝑦 = 1.9590 

𝑔𝑧 = 2.0279 

Not reported- -  [24,33] 

 
Complex C3 

𝑔𝑥 = 1.965 

𝑔𝑦 = 1.969 

𝑔𝑧 = 1.989 

𝐴𝑥 = 77.0 

𝐴𝑦 = 74.0 

𝐴𝑧 = 184.0 

𝐴𝑖𝑠𝑜 = 111.66 

H𝐴𝑥 = 38.5 
H𝐴𝑦 = 38.3 
H𝐴𝑧 = 36.2 

 [24,32,34] 

 
Complex C4 

𝑔𝑥 = 1.955 

𝑔𝑦 = 1.967 

𝑔𝑧 = 1.972 

𝐴𝑥 = 81.24 

𝐴𝑦 = 78.0 

𝐴𝑧 = 196.0 

𝐴𝑖𝑠𝑜 =  118.33 

H𝐴𝑥 = 42.6 
H𝐴𝑦 = 44.4 
H𝐴𝑧 = 44.7 

 [24,35] 

 
Complex C5 

𝑔𝑥 = 1.9549 

𝑔𝑦 = 1.9604 

𝑔𝑧 = 2.0010 

𝐴𝑖𝑠𝑜 = 158.89 

Cu𝐴𝑥 = 117 
Cu𝐴𝑦 = 164 
Cu𝐴𝑧 = 132 

 [24,36,37] 

 
Complex C6 

𝑔𝑥 = 1.9850 

𝑔𝑦 = 1.9910 

𝑔𝑧 = 2.0080 

- -  [31] 

 
Complex C7 

𝑔𝑥 = 1.995 

𝑔𝑦 = 2.001 

𝑔𝑧 = 2.024 

   [38] 

(MoVS4)3- 
𝑔ǁ = 1.953 

𝑔⏊ = 1.973 

𝐴ǁ = 139.95 

𝐴⏊ = 82.84 
  [39] 

Complex C8 

𝑔ǁ = 1.86 

𝑔⏊ = 1.98 

𝐴ǁ = NR 

𝐴⏊ = 80 
  [40] 

tw: This work; SCN: thiocyanate; NR: Not reported 
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In order to gain more insight into the nature of complex A and complex B, DFT 

computations of complexes 4 and 4-MoVH, mentioned in Figure 11.1, are performed 

(Table S11.3). 

In order to validate the DFT calculations, the EPR parameters of complex C3 (Table 

11.1) were also computed (Table S11.3). Comparison of the DFT-computed values with 

the experimental values shows an overestimation of giso and g-anisotropy and an 

underestimation of the isotropic Mo hyperfine interaction and related anisotropy. 

Although the computed isotropic 1H hyperfine coupling of -OH matches that observed 

experimentally, its anisotropy is overestimated. The deviation from the experimental 

values results from a too low level of theory, notably excluding the relativistic effect, 

which will be needed to model Mo and S atoms.  

Hence, at best, we can deduce some info based on comparing trends in the experimental 

and theoretical data. Of the MoV centres identified in Figure 11.1 (4 and 4-MoV-H), 

mainly the computed data of complex 4 seem to align with those of complex A. 

Complex B has a smaller g anisotropy than complex A, which opposes the theoretical 

trend when comparing complexes 4 and 4-MoV-H. 

 

 

 
Figure 11.13 a) 3P-ESEEM and b) Mims ENDOR experiments at the field positions 345mT (black) 
and 350.9 mT (red) at 10 K, and c) the field sweep echo detected spectrum of the Mo-Cu complex 
electrolysed at -1.6 V. The red arrows in c indicate the field positions that ESEEM and ENDOR 
experiments were performed. 

 

In order to get more information about the nuclei localised further from the unpaired 

electron (Mo ion), pulse EPR techniques were performed on the frozen solution of the 

Mo-Cu complex electrolysed at -1.6 V. Figure 11.13 a and b show the 3P-ESEEM and 

ENDOR spectra, respectively, at the magnetic field positions shown by the red arrows 

on the field sweep echo-detected EPR (FSEcho) (Figure 11.13.c). In 3P-ESEEM 

spectra, the dominant signal peak is observed around the 1H Larmor frequency, 𝜈𝐻. 

Similarly, a narrow signal around 𝜈𝐻 is found in the Mims ENDOR spectra (Figure 
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11.13), exhibting maximum hyperfine coupling of 3 MHz. If this hyperfine coupling is 

dipolar in nature, this agrees with minimal H-Mo distance of 3.7 Å. This is in line with 

the distance of the Mo ion to the ligand protons. The single point DFT computations on 

the geometry optimized molecular structures calculate the largest values for the 

hyperfine tensor AH = [1.90  4.18  1.79] MHz for complex 4 with a minimal H-Mo 

distance of 5.1 Å (see Figure S11.5), and AH = [0.59  -1.33  -1.08] MHz for complex 4-

MoVH with minimal H-Mo distance of 5.3 Å (see Figure S 11.6).  

The HYSCORE spectrum (Figure 11.14) confirms the presence of small 1H hyperfine 

couplings (width of the ridge is ~ 3 MHz).  

All pulsed EPR experiments only show the presence of weakly coupled 1H nuclei. 

According to the structure of the intermediates proposed in the reaction mechanism, the 

Cu nuclei are relatively close to the Mo centre. The DFT calculations show hyperfine 

tensors of ACu = [-5.96  -4.20  -18.24] MHz for complex 4, and ACu  = [-3.46  -18.22  -

10.98] for complex 4-MoVH (see Table S11.3). These hyperfine couplings are in the 

detectable range of ESEEM or ENDOR. Although we cannot discard that due to a large 

quadrupole coupling of the Cu nuclei, the cross-peaks appear beyond the frequency 

window that is detectable by HYSCORE. Also, the line broadening in CW-EPR spectra 

could be due to the unresolved fine structures from the Cu hyperfine coupling. However, 

the noise makes it hard to recognise such small sub-structures on the main peaks. Hence, 

there are still further experiments needed to have a complete set of results. 

Moreover, some possible flaws should be considered in terms of sample preparation. 

Firstly, air may have leaked into the glovebox in which the experiments are performed. 

The second reason that should be considered is the small space in the EPR tube and the 

limited distance between CE and WE, which causes the diffusion of the oxidised 

products created on CE to the WE part. Finally, the effect of the H2O on the reaction 

mechanism may be more than the reaction proposed in Figure 11.12. Potentially MoV=O 

instead of MoV complexes are formed. The EPR data of complex A align very well with 

the experimental data of other MoV=O complexes (Table 11.1). 

 

 
Figure 11.14  The HYSCORE experiment of the Mo-Cu complex electrolysed at -1.6 V at the field 
positions 350.9 mT at 10 K. The spectrum is the sum of the three spectra recorded at 𝜏 = 120, 
156 and 192 ns.  
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11.4 Conclusion 
 

This chapter highlights the use of SEC-EPR in the detection of transition metal 

paramagnetic centres to provide evidence for the proposed mechanism of the CO2 

reduction via Mo-Cu complexes. Both ex-situ and quasi-in-situ methods were 

employed. The ex-situ sampling with the vacuum pump was not fast enough to trap the 

intermediates with the freeze-quenching. 

A setup for quasi-in-situ SEC-EPR was developed and validated to do the 

electrochemistry and quench freezing in the EPR tube. The CW and pulse EPR 

experiments were performed for the quasi-in-situ setup. Although the experiments prove 

the presence of MoV paramagnetic centres, there is still some ambiguity. Hence, some 

improvements need to be made to gain more reliable results. The improvements contain 

adjusting the geometry of the cell in order to better isolation of CE from WE, Using a 

more efficient glovebox to prevent oxygen leakage and the presence of water. 

Furthermore, experiments in the presence of TFE should be performed. Finally, also 

Davies ENDOR should be performed to probe the presence of Cu hyperfine couplings 

in the 10-20 MHz range. The DFT computations should also be extended, both 

improving the level of theory and the inclusion of other models, such as MoV=O 

complexes. 
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11.5  Supporting information 
 

 
Figure S11.1 The view of the transferring system, used for the ex-situ experiments. 
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The amount of Cu(II) species detected in Figure 11.5 (c) was determined by using the 

below calibration curve for a Cu(II)-bisacetylacetonate complex (Cu(acac)2). 

 

 
Figure S11.2 The double integral (DI) value of the intensity of the CW-EPR spectrum of the 
Cu(acac)2 in DMSO vs the concentration of Cu(acac)2. Three experimental data points depicted 
with solid black triangles were used for the linear fit. The DI values were calculated from the 
corresponding simulated CW-EPR spectra for different concentrations of Cu(acac)2 solution. The 
procedure involved the simulation of the spectra and subsequent double integration of the 
simulated spectrum to avoid noise effect. 

 
Table S11.1 the DI values and corresponding concentration of the Cu(II) complexes 

Double integral (a. u.) Cu(II) complex 

concentration (mM) 

Cu(II)complex  

1.60 0.10 Cu(acac)2 

3.08 0.20 Cu(acac)2 

13.80 1.00 Cu(acac)2 

4.09 0.28 Mo-Cu 
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Figure S11.3 shows the individual normalised simulated spectra of complexes A and B 

Figure 11.11. The concentration of all MoV centre species differs at the different 

potential values that electrolysis was performed, as well as the concentration of 

Complexes A and B. The total EPR spectrum is the sum of these individual spectra with 

respect to the percentage of each species (Figure S11.4). Table S11.2 shows the 

percentage of complexes A and B for the samples that are electrolysed at different 

potential values. 

 

 
Figure S11.3 The normalised simulated CW-EPR spectra of complex A (red ) and complex B 
(black). (Blue) Blow up of the spectrum in red in the low-field range  

 

 
Figure S11.4 The experimental (black ) and simulated (red) CW EPR spectra of Mo-Cu 
complexes electrolysed at a) -1.6 V and b) -2.1 V under CO2 at 50 K.  

 
Table S11.2 The percentage of the complexes A and B for the samples electrolysed under CO2 at 
potential values -1.6 and -2.1 V.  

Potential (V) Complex A percentage (%) Complex B percentage (%) 

-1.6 90 10 

-2.1 91 9 
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This section shows the results of the DFT calculations in detail for the 4 and 4-MoVH 

complexes. 

 
Table S11.3 DFT calculated EPR values from the geometry optimised structures of complexes 4,      
4-MoVH and complex C3 in comparison with the experimental values. The 1H hyperfine values 
exceeding  5 MHz (in absolute value) are mentioned. The z-axis is along the Mo-O axis in complex 
C3 and C4 (Mo-H in complex 4-MoVH)  

Complex 𝑔-values 𝐴Mo /MHz 𝐴H / MHz 𝐴Cu /.MHz ref 

4

 

𝑔𝑥 = 1.9767 

𝑔𝑦 = 1.9892 

𝑔𝑧 = 2.0107 

𝐴𝑥 = -4.71 

𝐴𝑦 = -75.37 

𝐴𝑧 = -97.78 

𝐴𝑖𝑠𝑜=-57.29 

- 

𝐴𝑥 = 4.20 

𝐴𝑦 = -5.96 

𝐴𝑧 = 18.24 

𝐴𝑖𝑠𝑜 =  5.49 

 

4-MoVH 

 

𝑔𝑥 = 1.7549 

𝑔𝑦 = 1.8927 

𝑔𝑧 = 2.0125 

𝐴𝑥 = 10.98 

𝐴𝑦 = 27.201 

𝐴𝑧 = 101.91 

𝐴𝑖𝑠𝑜= 46.69 

𝐴𝑥 = -19.04 

𝐴𝑦 = -49.18 

𝐴𝑧 = -59.93 

𝐴𝑖𝑠𝑜 =-42.72 

𝐴𝑥 = 3.46 

𝐴𝑦 = -7.00 

𝐴𝑧 = -18.22 

𝐴𝑖𝑠𝑜 = -7..25 

 

Complex C3 

computed 

 

𝑔𝑥 = 1.9256 

𝑔𝑦 = 1.9760 

𝑔𝑧 = 2.047 

𝐴𝑥 = 12.02 

𝐴𝑦 = 25.30 

𝐴𝑧 = 104.12 

𝐴𝑖𝑠𝑜= 47.15 

H/OH 

𝐴𝑥 = 35.44 

𝐴𝑦 = 36.23 

𝐴𝑧 = 51.15 

𝐴𝑖𝑠𝑜 = 40.94 

 

H/SH 

𝐴𝑥 = 22.78 

𝐴𝑦 = 23.39 

𝐴𝑧 = 31.19 

𝐴𝑖𝑠𝑜 = 25.78 

 

 

- 

 

 
Complex C3 

experimental 

𝑔𝑥 = 1.965 

𝑔𝑦 = 1.969 

𝑔𝑧 = 1.989 

𝐴𝑥 = 77.0 

𝐴𝑦 = 74.0 

𝐴𝑧 = 184.0 

𝐴𝑖𝑠𝑜 = 

111.66 

H𝐴𝑥 = 38.5 
H𝐴𝑦 = 38.3 
H𝐴𝑧 = 36.2 

- 
 [24,32,

34] 

 
Complex C4 

experimental 

𝑔𝑥 = 1.955 

𝑔𝑦 = 1.967 

𝑔𝑧 = 1.972 

𝐴𝑥 = 81.24 

𝐴𝑦 = 78.0 

𝐴𝑧 = 196.0 

𝐴𝑖𝑠𝑜=118.33 

H𝐴𝑥 = 42.6 
H𝐴𝑦 = 44.4 
H𝐴𝑧 = 44.7 

-  [24,35] 

Complex A 

experimental 

𝑔𝑥= 1.97350 

𝑔𝑦= 1.98290 

𝑔𝑧 = 2.0196 

𝐴𝑥 = 27 

𝐴𝑦 = 26 

𝐴𝑧 = 128 

𝐴𝑖𝑠𝑜 = 60.33 

- - tw 

Complex B 

experimental 

𝑔𝑥 = 1.9771 

𝑔𝑦 = 1.9888 

𝑔𝑧 = 2.0050 

Not resolved  -  tw 
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Complex 4 

 

 
Figure S11.5 Geometry-optimized configuration of complex 4. The coordinates of the atoms 

are reported in Table S 11.4, and the minimal H-Mo atom distance for ligand protons, shown 
in red. 

 
Table S 11.4 The coordinates (in Å) of the geometry-optimized 4  complex 

 

  C       0.423592     -4.418804      0.063232 

  C       1.447560     -5.362620     -0.062972 

  C       2.785720     -4.949024     -0.069283 

  C       3.099605     -3.591735      0.050893 

  C       2.077236     -2.637942      0.179460 

  C       0.730481     -3.054135      0.185451 

  S      -0.590684     -1.862267      0.349858 

  S       2.496783     -0.908253      0.337053 

  Mo    0.445909      0.256647      0.382181 

  S       0.060578      1.481970     -1.404970 

  S       0.095637      1.420519      2.216920 

  Cu    -0.352761      2.863825      0.433616 

  C      -0.907600      4.696121      0.459511 

  N      -1.246915      5.814672      0.470409 

  H      -0.622215     -4.737900      0.066785 

  H       1.197645     -6.422608     -0.157254 

  H       3.589344     -5.683348     -0.168716 

  H       4.143083     -3.265117      0.044824 
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Complex 4-MoVH  

 

 

 
Figure S 11.6 Geometry-optimized configuration of complex 4-MoVH. The coordinates of the 
atoms are reported in Table S11.5, and the minimal H-Mo atom distance for ligand protons, 
shown in red 

 
Table S11.5 The coordinates (in Å) of the geometry-optimized 4-MoVH complex 

 

  C       0.901377     -4.121651      1.387930 

  C       2.150759     -4.723740      1.616627 

  C       3.331201     -3.970007      1.461831 

  C       3.253922     -2.619645      1.079378 

  C       2.001993     -1.997628      0.848778 

  C       0.806938     -2.760620      1.005799 

  S      -0.770033     -2.016879      0.703428 

  S       1.915988     -0.302559      0.348938 

  Mo   -0.471347      0.425979      0.281184 

  S      -2.709121      0.385776     -0.132759 

  S       0.388585      2.359598     -0.555439 

  Cu    -1.873046      2.392285     -0.797205 

  C      -2.875075      3.798688     -1.556321 

  N      -3.503816      4.680710     -2.032115 

  H      -0.024937     -4.707429      1.505034 

  H       2.201342     -5.782875      1.915557 

  H       4.314930     -4.433356      1.638644 

  H       4.174390     -2.026313      0.954395 

  H      -0.565050      0.919666      1.907316 
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Complex C3 

 

 

 
Figure S11.7 Geometry-optimized configuration of complex C3. The coordinates of the atoms 
are reported in Table S11.6 

 
Table S11.6 The coordinates (in Å) of the geometry-optimized complex C3 

  C       0.676947     -4.169533     -0.099024 

  C      -0.513360     -4.859019     -0.343137 

  C      -1.677016     -4.150322     -0.672925 

  C      -1.642606     -2.756068     -0.755243 

  C      -0.448339     -2.051648     -0.513441 

  C       0.725934     -2.765214     -0.185294 

  S       2.248081     -1.912629      0.147495 

  S      -0.436086     -0.278741     -0.586283 

  Mo    1.892414      0.438532     -0.441016 

  S       3.714200      0.776293      1.164335 

  H       1.586645     -4.719456      0.158489 

  H      -0.531412     -5.950397     -0.277463 

  H      -2.612355     -4.682613     -0.866441 

  H      -2.548545     -2.198803     -1.010051 

  O       1.115585      2.127166      0.148086 

  H       3.620627      2.129477      1.181891 

  H       0.152301      2.238856      0.143640 

  O       2.497985      0.643120     -2.010619 
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12 Conclusions and future perspective 

 

This chapter summarises some of the important conclusions and gives an outlook to 

future research. 

  

CHAPTER 12  

Conclusions and future perspective 
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12.1  Conclusions 
 

This thesis shows the strength and versatility of the combination of electrochemistry 

and EPR. Electrochemistry enables us to make the desired chemical products in a green 

and environmentally friendly way. The ability of EPR to study paramagnetic species is 

exploited to detect and identify reaction intermediates and thus to unravel the reaction 

mechanisms of electrochemical reactions while in turn helps to optimise 

electrochemical experiment parameters, such as potential control, choice of electrodes, 

and even the atmosphere under which the reaction occurs. All these factors help in 

decreasing energy costs.  

 

Despite the advantages that are provided by bringing the world of EPR and 

electrochemistry together, combining them has so many challenges and requires enough 

knowledge about physics and (electro)chemistry for data analysis and setting up the 

experiments. However, with careful experimental design, many of the challenges and 

sources of error can be overcome or avoided to yield precise information. 

 

The setup design has to meet several requirements to be suitable for in-situ SEC-EPR 

experiments. The challenges related to the experimental setups and an overview of 

contemporary designs were discussed in review chapter 3. They formed the basics of 

the newly designed setups that were introduced and used in chapters 5, 9, and 11.  

Materials that are used in the electrochemical cell should not contain paramagnetic 

species that influence the EPR spectrum at the experiment condition. In case their 

presence is unavoidable, a blank EPR spectrum should be subtracted from each sample’s 

EPR spectra. If the background signal is at field positions that do not interfere with the 

signals from the sample, it can be neglected. Microwave absorbance by the cell body 

decreases the Q-factor of the EPR cavity resulting in poor EPR signals, so selecting 

materials with minimum microwave absorbance is crucial. The choice of electrode 

materials such as ITO for the experiments in flat-cell setups and as the material for the 

body of the flow cell in chapter 9, as well as the removal of GC electrode before the 

EPR measurements in chapter 11, were based on these considerations. 

Another point that one should be concerned about is the space limitation due to the small 

size of the EPR cavities. Finding the best electrode positions in the SEC-EPR cell is 

crucial to gain the best electrochemical response and EPR experiment efficiency. 

 

Many reaction intermediates in an electrochemical process are radical species known 

for their high reactivity rate, and they can react very quickly before they can be detected 

with EPR. Hence spin-trapping is one of the main techniques used in this thesis for 

stabilising the reactive radical species to be detectable by EPR, which was introduced 

in Part II and used in Part III. 

 

Spin traps also contain pitfalls and non-innocent side reactions rather than radical 

detection. In Part II (chapter 4), the non-innocent role of DMPO as a spin trap in copper-

catalysed reactions was studied using CW EPR and hyperfine spectroscopy techniques 

with corroborating DFT computations. An aerobic oxidation reaction of                                         

2-benzylpyridine N-oxide was used as a test case. It was shown that DMPO(-derived) 
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molecules ligate equatorially to the Cu(II) ion even in the presence of a competing 

nitrogen base such as pyridine. DMPO showed less competitivity for replacing acac due 

to its negative charge and bidentate binding mode in [Cu(acac)2]. Overall, chapter 4 

showed the importance of validating the spin trapping method in the presence of 

transition metals before using them. This method of validation should be extended to 

other spin traps and other transition metal ions. 

 

Part III of this thesis contains the applications of SEC-EPR methods for the analysis of 

electrochemical reactions by using the spin-trap EPR methods. In this part, four different 

case studies with different applications were investigated. Using in-situ SEC-EPR, the 

reaction mechanism for electrochemical cyclisation of allyl 2-bromobenzyl ether to 4-

methylisochromain (a benzopyran-derivative) as a widely used agent in the 

pharmaceutical industry was confirmed by detecting and identifying the PBN-trapped 

intermediates and DFT in chapter 5. The same approach with using DMPO as the spin 

trap was employed to confirm the reaction mechanisms of the electrochemical self-

condensation of acetone to DAA in the presence and absence of O2 in chapter 6. DAA 

is known for its application in the industry. It was shown that acetone follows different 

reaction mechanisms under each atmospheric condition towards DAA. Moreover, the 

presence of O2 caused a significant reduction in overpotential at which the radical 

intermediates in the acetone reduction are formed. Using DMPO as a spin trap, ex-situ 

SEC-EPR helped to unravel the reaction mechanism of an electrochemical sensor for 

on-site detection of ecstasy pills and powders in chapter 7. Finally, chapter 8 showed an 

approach using ex-situ experiments to identify and (semi)quantify the oxygen radical 

species in oxygen reduction reactions from solution using DMPO and DEPMPO spin 

traps. Overall, part III showed the diversity of applications of spin trap SEC-EPR.  

 

The last part of my thesis (Part IV) focuses on direct SEC-EPR methods without using 

spin traps. In chapter 9, different novel cells for SEC-EPR experiments were validated. 

In chapter 10, as part of an ongoing work, the electroreduction of the carbon-halogen 

bond of 1- and 2-bromonaphthalene was investigated with EPR and DFT were 

performed. More experiments and analysis is required in future. 

 

The final chapter focuses on understanding the catalytic activity of Mo-Cu complexes 

for CO2 reduction with low-temperature EPR experiments. A vacuum setup for sample 

collection and quench freezing was designed and used to perform ex-situ experiments. 

Since the sample collection was not fast enough, a quasi-in-situ setup was designed and 

validated. In this setup, an electrochemical cell is embedded inside an EPR tube that is 

rapidly frozen during the electrochemical experiment. EPR of this sample and 

corresponding DFT calculations proved the presence of Mo(V) centres. Improvements 

in both electrochemistry setups and EPR experiments are still required to remove the 

ambiguities on data interpretation.  

 

This thesis used the help of different EPR spectroscopy techniques to detect, identify 

and quantify the molecular structures of the paramagnetic intermediates in 

electrochemical reactions.  CW EPR has been used as the primary technique in all 

works. Moreover, pulse EPR methods such as ENDOR and ESEEM revealed 

comprehensive information about the vicinity of the unpaired electron in some of the 
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studied cases. However, EPR spectroscopy shows its best when it is combined with 

other complementary techniques. Hence DFT calculations were used throughout this 

thesis to provide evidence for the EPR observations and identify the molecular 

structures. 

 

In this thesis, we used different types of spectroelectrochemical approaches, such as ex-

situ, in-situ and quasi-in-situ, depending on the experiment and the reaction and EPR 

experiments requirements. In order to choose which kinds of approach is preferable, 

different criteria should be considered. The nature of the intermediate that needs to be 

analysed determines whether an EPR measurement should be done at room temperature 

or low temperature. The fast electronic relaxation times of transition metal complexes 

mean that often low temperature are needed to detect species. This restricts the potential 

choice to the setups mentioned in chapter 11. Next, the intrinsic lifetimes of the 

intermediates play a very important role. This lifetime should exceed the EPR detection 

time, otherwise, spin-trapping is needed, restricting the options to the approaches 

discussed in Part III of this thesis.  

The other point for choosing a setup is the number of paramagnetic species that need to 

be generated to be detectable by EPR, which should be considered for choosing the 

shape of the electrodes, such as wire electrodes (e.g. Pt wire in chapter 6), metallic 

surfaces (e.g. Ag surface in chapter 6), or large transparent surfaces. In some cases, it is 

not even feasible to generate enough spin systems inside the flat cell; therefore, the need 

for a large electrode surface leads to the use of ex-situ setups (e.g. use of rotating disk 

electrode in chapter 8). Generally, the most suitable setup is the one that provides a 

sufficient number of radicals to perform an in-situ experiment without decreasing the 

efficiency of EPR experiments (e.g. minimum decreasing of Q-factor). Practically this 

comes down to having a steady supply of analyte towards the working electrodes while 

minimising the cell volume and interfering materials.  

 

In the case of choosing in-situ methods, in order to perform an efficient in-situ SEC-

EPR experiment, the electrochemical behaviour of the cell is crucial. First, it should be 

considered that different electrode materials should be chosen for different reactions, 

which should be checked with preliminary bulk experiments. Moreover, each setup has 

a unique electrochemical response due to the shape of the electrode and cell geometry 

using the same electrode materials. The cell is suitable as long as the electrochemical 

phenomena can be distinguished in the CV experiment. Furthermore, The electrode 

surface should be reproducible to enable us to gain a similar electrochemical behaviour 

when repeating the experiment. Taking into account all these considerations that are 

mentioned above, every electrochemical reaction needs specific adaptations to the 

electrode or cell. The first choice can be wire electrodes since they are very 

straightforward to construct and availability of different materials as wires which are 

thin enough to fit in the flat cell. Their drawbacks, such as not being reproducibly 

polishable and preventing electrocatalyst deposition, often make them just suitable to 

get an idea of the measurability of a specific intermediate by EPR. An improvement is 

exchanging the wire electrode with substrate-deposited electrodes in which the 

electrode material is deposited on a substrate. These electrodes show a better 

electrochemical response in the flat cell due to their reproducible flat surface.  
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Overall, this thesis showed the strength and diversity of applications of SEC-EPR. 

Different novel cells were introduced that can be used for many case studies. The 

application of spin traps and the pitfall of using them can be considered for similar 

studies. However, this approach still has much potential that can be employed in the 

future. I hope this thesis and our approach can help other scientists to develop their 

research. 

 

12.2  Future perspective 
 

After investigating the advantages, pitfalls, and challenges of the SEC-EPR methods 

and showing some applications, the method and SEC-EPR cells that were employed are 

ready to be used in a more systematic way for a broader range of applications. Many 

exciting materials and reactions can be investigated by selecting the most suitable setup 

and techniques. The first step will be to extend the investigations on the C-X 

electroreduction and CO2 reduction started in this work.  

 

The use of spin trap EPR experiments and their drawbacks was discussed in this thesis. 

It can be extended by focusing on other spin traps to find the most suitable spin trap-

transition metal combination for various reactions. 

 

All the setups that have been introduced or employed in this thesis have been developed 

for X-band experiments. The next important step can be to develop a setup to perform 

EPR measurements at the higher MW frequencies, such as Q-band and W-band. The 

significantly smaller resonators for these spectrometers increase the challenges caused 

by the space limitation. Furthermore, employing the rapid scan EPR technique due to a 

shorter detection time increases the chance of unravelling the information from short-

lived intermediates. 

 

Moreover, we need to improve the quench-freezing technique in combination with the 

quasi-in-situ and ex-situ SEC-EPR for low-temperature experiments. This will be 

beneficial to study the intermediates containing transition-metal ions. Miniaturisation is 

another promising area for the SEC-EPR approach. The EPR on a chip technology may 

enable us to think about the in-situ EPR measurements without concerns about space 

limitations in the typical EPR resonators.  
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