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Abstract 

Among all types of discovered crystals, those formed by organic molecules show the greatest 

diversity, which results from the intrinsic complexity of the organic molecules and the weak 

interactions between them. Even for a given compound, different crystal structures can exist. This 

feature is referred to as polymorphism in the modern crystallographic context and those different 

crystal forms are called polymorphs. In reality, the crystallization of organic molecules is often 

performed at the surface of a substrate, giving rise to heterogeneous crystallization. Except for the 

well-known catalyzing effects, the existence of substrates brings more possibilities to the 

polymorphic behaviors of organic molecules, promoting the formation of new polymorphs that are 

only stable in the vicinity of the substrates. For this reason, these new polymorphic forms are often 

described as substrate-induced polymorphs (SIPs). It is of great importance to understand the 

formation of SIPs for organic molecules as it has been reported that SIPs can show superior 

properties with respect to their bulk form counterparts.   

Up to now, most studies focus on the identifying and characterizing the presence of SIPs, which 

relies mainly on X-ray diffraction techniques. However, a detailed explanation about the origin of 

SIPs is still missing. In this work, we have combined several powerful experimental 

characterization techniques, including X-ray diffraction, transmission electron microscopy (TEM) 

and scanning tunneling microscopy (STM) in order to reach an integrated view over the formation 

of SIPs. These experimental studies are strongly supported by computational chemistry 

simulations, such as density functional theory and molecular dynamics. A big advantage of using 

atomistic simulations is that it enables the possibility to predict a priori the crystal structures of 

SIPs and to establish a posteriori the general rules for the formation of SIPs. 

In practice, this thesis employs state-of-art atomistic simulation approaches in order to bridge 

substrate-induced polymorphism with a conceptually-connected research area: the self-assembly 

of molecular networks (SAMNs), also called 2D crystallization. Unlike SIPs, which extend at least 

several molecular layers, SAMNs are composed of a single layer of molecules with ordered 

packing. Our simulations have enabled a more comprehensive understanding about the role of 

substrate during the formation of SIPs and we elucidate how the positional and orientational order 

of molecules propagates from the substrate to the upper 2D and even 3D crystal layers. In this way, 

a fundamental understanding of the substrate-induced crystallization is gained by connecting 2D 

and 3D crystallization using substrate-induced approaches. 
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1.1. Substrate-induced polymorphism: an intriguing field in crystal engineering 

Crystals are arrays of atoms, ions or molecules that are arranged in a periodic, three-dimensional 

fashion [1]. The existence of crystals is quite extensive in both nature and our society, from 

minerals which constitute rocks, gem stones to man-made products such as iron bars, 

pharmaceuticals and cooking salts. Among all types of crystals, those formed by organic molecules 

show the largest diversity of crystal structures. This is attributed to the intrinsic complexity of the 

organic molecules and the relatively weak interactions (van der Waals, hydrogen bonds) that exist 

between them in the solid state.  As a result, the molecules of a given compound are likely to pack 

in many different ways, forming crystalline solids with very similar stability [2, 3]. In the modern 

crystallographic context, this feature is referred to as polymorphism, which represents the ability 

of a certain compound to crystallize into different forms [4]. These crystal forms are then called 

polymorphs. Despite decades of research, the crystallization of organic molecules remains 

mysterious in many aspects and studying their polymorphism is of prime importance as it is related 

to many physical properties of materials, such as solubility, mechanical and electronic properties 

[5-7], with major impact in different areas, e.g. pharmaceutics [8, 9], electronics [5, 10] and liquid 

crystalline materials [11]. 

In reality, crystallization often occurs from the surface of substrates, which gives rise to 

heterogeneous crystallization [12]. The substrates thus play a pivotal role during the crystallization 

process. A well-known aspect is that the substrates significantly lower the activation energy 

barriers for the nucleation and therefore accelerate the crystallization [13-15]. In addition to those 

well-documented catalytic properties, it is observed in recent studies that the substrates can affect 

the crystallization process in a different way by promoting the formation of new polymorphic 

forms or by stabilizing polymorphs that are not stable in bulk materials [16-18]. These new 

polymorphs stay stable only in the vicinity of the substrates and show different crystal structures 

from the bulk phases. Divergence from the bulk properties is therefore expected because of the 

determining effects of crystal structures on the material properties. Several terms have been used 

to describe those new polymorphs, such as substrate-mediated phases, thin film phases and 

substrate-induced polymorphs [5]. In this dissertation, we will use the term substrate-induced 

polymorphs (SIPs). 

Earlier studies of SIPs mainly focused on organic semiconductor (OSC) materials. Several reasons 
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account for this preference. First, for the fabrication of organic electronic devices, molecules are 

always deposited onto a substrate in the form of thin films. Because charge injection and transport 

processes take place very close to interfaces in those materials, the crystal structures of those films 

and the possible formation of SIPs need to be determined explicitly in order to have a complete 

understanding about the performance of the devices. Second, the molecular structures of OSC 

compounds are relatively simple and rigid such that the intermolecular interaction pattern is 

expected to be less complex, making the analysis of their SIPs more straightforward. The best-

known example for SIPs of OSC materials is pentacene [5, 19] with some of its SIPs even showing 

improved charge transport mobility as compared to the bulk forms [19, 20]. SIPs have also been 

observed in other OSC materials. Figure 1.1 collects molecules for which SIPs have been reported 

in previous studies. Nowadays, with a broader diversity of applications of OSC devices, it is thus 

of great value to have a comprehensive understanding about the substrate-induced polymorphism 

for this class of molecules. 

 

Figure 1.1 Examples of molecules for which SIPs have been observed experimentally [5] 

Although most efforts were made to study the SIPs of OSC materials, it certainly does not mean 

that the SIPs exist only for this group of molecules. Recently, substrate-induced polymorphism 
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has become an increasingly important topic in the field of pharmaceutics. Metastable polymorphs 

of paracetamol [21, 22], with potentially better compression properties, were successfully 

stabilized through the on-surface crystallization. Three polymorphs of paracetamol are compared 

in Figure 1. 2. The herringbone packing of this molecule in the commercially-available form I 

leads to fewer slipping planes and therefore weaker plasticity, which is not ideal for the 

manufacture of paracetamol tablets where plastic deformations are needed. 

 

Figure 1. 2 Three polymorphs of paracetamol: (left) The most stable bulk polymorph. (center and right) Meta-stable 

polymorphs stabilized on the substrate with potentially improved compression properties [22]. 

Similar observations were also found for piracetam [23], where the selective control of polymorphs 

was achieved by employing silica substrates during the crystallization. A SIP of another 

pharmaceutical compound, phenytoin, has been reported to have an improved solubility compared 

with its bulk forms [24]. These examples demonstrate unequivocally the great benefits of 

understanding substrate-induced polymorphism in a pharmaceutical context since polymorphs of 

drug molecules with enhanced properties can be prepared in this manner. Another example 

showing the superior properties of SIPs is from deltamethrin, a widely-used contact insecticide. 

Its newly discovered SIP shows more efficient lethality against mosquitoes compared with the 

current available crystal form. This is considered as an enormous contribution to the control of 

malaria [25].  These observations of SIPs in different classes of organic molecules suggest that 

substrate-induced polymorphism is not restricted to a specific group of compounds but is rather a 

general phenomenon for organic compounds, which makes it interesting for a wide range of 

subjects in the scientific community.  

To summarize, since the early studies of substrate-induced polymorphism in OSC materials, SIPs 

of versatile organic molecules have drawn increasing attention, given the tremendous importance 
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of polymorphism in physics, chemistry and pharmaceutical sciences. Meanwhile, experiments 

show that the formation of SIPs is highly sensitive to many factors, for example, the deposition 

condition and the nature of substrates. Such sensitivity makes it a very delicate task to reach a 

profound understanding about substrate-induced polymorphism. These challenges make substrate-

induced polymorphism one of the most intriguing aspects in the field of crystal engineering.  

1.2. From Self-Assembled Molecular Networks to Substrate-Induced Polymorphs  

Another line of research, although conceptually connected to SIPs, is the self-assembled molecular 

networks (SAMNs) of organic molecules on substrates, also known as 2D crystallization. These 

two research areas are correlated because SAMNs can be seen as the thinnest possible SIPs, which 

is composed of a single layer of molecules adsorbed on surfaces. In contrast, SIPs typically extend 

vertically over at least several molecular layers. One common observation for SAMNs is that their 

molecular packing is often slightly or even dramatically different from that of bulk crystals [26]. 

Therefore, SAMNs may be considered as a potential starting point for the formation of new 

polymorphs. In other words, acting as the bridging layer between the substrate and the thin film 

crystals, the effects of molecular organization within SAMNs on the crystal growth that follows 

should not be neglected. Although extensive studies have been carried out in the field of SAMNs 

and SIPs respectively, the understanding and systematic approach to study the connection between 

them are lacking. The correlation between substrate, SAMNs and SIPs is still unclear. 

1.3. The 2Dto3D project 

This thesis is part of the 2Dto3D project, which is a multidisciplinary, multi-site project involving 

several laboratories from UMONS, UANTWERPEN, ULB, KU Leuven, TU Graz and the Max-

Planck Institute for polymer Research (MPI). The general aim of this project is to gain a 

fundamental understanding of crystallization phenomena, by connecting 2D and 3D crystallization 

using substrate-directed approaches. This project covers all related aspects in order to develop a 

systematic approach to the investigation and structural characterization of the 2D to 3D growth of 

molecular crystalline films. The 2D to 3D crystallization of the synthesized molecules is carried 

out on conductive nanostructured carbon surfaces. It is expected that these surfaces provide 

ultimate control in directing the 2D and subsequent 3D crystallization process. These surfaces are 

also considered as excellent platforms to bring insights into the transition between 2D and 3D 

crystallization when combined with various structural characterization techniques. 
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Complementary to experimental characterizations, molecular modelling based on computational 

chemistry is employed in close interaction with all experimental work performed in this project. 

In this way, the project aims to elucidate how the positional and orientational order of molecules 

propagates from the substrate to the upper 2D or 3D crystal layers. 

Different tasks of the project are organized among the partners as follows: 

- Design and synthesis of molecular systems (ULB, MPI): Promising compounds for the 

2Dto3D project are synthesized or purified, including several OSCs and pharmaceutical 

molecules.  

- 2D crystallization and scanning probe microscopy (KUL): 2D crystallization of the 

selected compounds is performed on surfaces, with their structures being probed by various 

scanning microscopy techniques. 

- Substrate-induced crystallization and thin film X-ray diffraction measurements (TU Graz): 

Thin films of organic molecules are produced and their crystal structures are solved using 

thin film X-ray diffraction techniques, from which new polymorphs can be discovered. 

- Transmission electron microscopy (TEM) characterization (UANTWERPEN): Electron 

microscopy measurements are performed aiming to have a more integrated view over the 

crystal structures of SIPs. The use of TEM allows a direct observation of SIPs in real space 

at atomic-level resolution, which is an excellent complementary approach to the X-ray 

diffraction techniques that work only in reciprocal space. 

- Molecular modelling of (supra)molecular systems (UMONS): Multiscale computational 

chemistry modelling is carried out to study the 2D to 3D crystallization process. This 

enables a better interpretation of the experimental results and brings deeper insights in the 

energetic aspects about the whole crystallization process. Furthermore, efforts are also 

made to predict the crystal structures of SIPs a priori using atomistic simulations.  

1.4. Objectives and layout of the thesis 

In the previous sections, a general introduction about the substrate-induced polymorphism of 

organic molecules is given. The importance to have a systematic investigation on this topic is 

related to the well-known correlation between crystal structures and material properties. The 

conceptual connection between SAMNs (2D crystallization) and SIPs has also been discussed. 

Taking these aspects into account, the scope of this thesis is set to marry these two concepts, which 
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are currently disconnected research areas and to gain more fundamental understanding about 

substrate-induced polymorphism. As a joint thesis between UMONS and UANTWERPEN, one 

major part of this work is the atomistic simulations of 2D and substrate-induced crystallization for 

selected organic molecules. The simulation results enable a more comprehensive understanding 

about the role of the substrate during crystallization. With this approach, the connection between 

two crystallization processes can be built successfully. More importantly, this simulation work 

also aims to predict crystal structures of SIPs without any prior experimental knowledge. We need 

to emphasize that these modelling activities interact regularly with experimental efforts undertaken 

by other partners in the 2Dto3D project consortium. Additionally, this study also covers radiation 

damage for beam-sensitive materials, including organic compounds. This is a long-standing topic 

in the TEM community since these materials are prone to be damaged by high-energy electrons 

used in the TEM. The characterization of organic crystals using TEM is therefore a challenging 

task. A quantitative approach is developed in our study to investigate radiation damage of organic 

crystals. 

The dissertation is organized as follows: 

In chapter 2 we give a more elaborate description about the chemistry lying behind the SAMNs 

and SIPs. The working principles of the experimental techniques that are used for the structural 

characterization of SAMNs and SIPs, including scanning tunneling microscopy (STM), grazing-

incidence X-ray diffraction and TEM, are also explained.  

Chapter 3 highlights the key role that computer simulations play within the current research 

community. Mostly, simulations are combined with experimental work and enable a solid 

elucidation of the experimental observations, promoting a more systematic understanding of 

materials that are being investigated. We present the main simulation techniques used in this work, 

namely Molecular Mechanics/Dynamics (MM/MD) and Density Functional Theory (DFT). First, 

we give a short review about the history of these simulation methods and their past use for the 

study of SAMNs and SIPs. After that, their principles and theoretical background are described in 

a more detailed way.  

Chapter 4, 5 and 6 constitute the “Result and Discussion” part of this thesis. 

In chapter 4, a joint STM/modelling approach is used to unravel the nature of the self-assemblies 

for a selected derivative of tetrathiafulvalene, a major OSC building block. Our study goes beyond 



9 

 

the traditional SAMNs which contain only a single layer of molecules adsorbed on surfaces. 

Instead, we focus on the multi-layer self-assemblies of this molecule. With the help of atomistic 

simulations, effects of substrates on the molecular adsorption conformation and long-range order 

of self-assemblies are understood in a detailed manner. This study is also considered as a 

steppingstone to move from the SAMNs (2D crystallization) towards the SIPs (3D thin film 

crystallization), which is the topic of chapter 5. 

Chapter 5 aims to establish the connection between SAMNs and SIPs in a more explicit way. First, 

the formation and structural features of SAMNs are investigated for lead phthalocyanine (PbPc), 

which is another OSC compound. This study is further extended to explore the growth of PbPc 

thin crystalline films from the SAMNs using both molecular modelling and experimental 

characterization techniques. In this way, the first SIP of PbPc is successfully identified and the 

templating effects of the SAMNs on the subsequent growth of SIP are demonstrated. 

Chapter 6 deals with radiation damage of TEM for beam sensitive materials. Using PbPc as an 

example, a quantitative approach is developed in this chapter which provides deeper insights about 

the radiation damage behavior of organic crystals in TEM. Furthermore, the methodology we 

developed also allows us to quantitatively compare the performance of different protection 

strategies. The framework built in this study is helpful for future applications of TEM in probing 

the structures of beam sensitive materials in general. 

Finally, Chapter 7 summarizes the major findings of this thesis and proposes some prospects for 

further studies. 
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Following the general introduction to substrate-induced polymorphism of organic molecules in 

chapter 1, we discuss here, in a more comprehensive way, the chemistry fundamentals behind each 

aspect that are covered in this thesis. In the first part of this chapter, we give more detailed 

descriptions about the Self-Assembled Molecular Networks (SAMNs), in which 2D crystallization 

processes are at work, and Substrate-Induced Polymorphs (SIPs), in which crystal growth extends 

in the third dimension. The tools used for their structural characterization are presented in the 

second part of this chapter, which includes STM, thin film X-ray diffraction and TEM. 

2.1. Chemistry fundamentals of Self-Assembled Molecular Networks, polymorph 

selections and Substrate-Induced Polymorphs  

2.1.1. Self-Assembled Molecular Networks 

Supramolecular chemistry, a subject aiming to understand the importance of non-covalent forces 

that hold molecules together in materials and their effects on material properties, is flourishing in 

recent years [1]. By assembling molecules into well-defined molecular adlayers on substrates, 

SAMNs represent a special topic in supramolecular chemistry. There are two typical environments 

for the preparation of SAMNs: in ultra-high vacuum (UHV) or at the solution/substrate interface. 

Similar to the traditional supramolecular chemistry studied in solution [2] or solid phases [3], 

SAMNs on solid substrates are also based on molecular recognition. Molecules recognize other 

molecules or ions via non-covalent intermolecular interactions, leading to the formation of ordered 

SAMNs on the substrates. Various interactions are responsible for such association of molecules, 

including hydrogen bonds [4-7], van der Waals (vdW) forces [8, 9], electrostatic [10, 11], π-π [12, 

13] and dipolar [14, 15] interactions. Among them, hydrogen bonds and vdW forces are most often 

at work to govern the structures of SAMNs. Representative examples of self-assemblies controlled 

by these two interactions are shown in Figure 2. 1 and Figure 2. 2, respectively.   
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Figure 2. 1 (a) STM image of SAMNs of tetrathienoanthracene derivative (3-TTATA) and the inset shows the enlarged 

overlapping molecular model. (b) Molecular structures of 3-TTATA arranged in the same way as revealed in the STM 

image. Hydrogen bonds between carboxylic groups of neighboring molecules are highlighted [6].  

Here, 3-TTATA molecules interact with their neighbors via the hydrogen bonds formed between 

the carboxylic groups (highlighted in both the inset of panel a and panel b). The large, defect-free 

and highly-ordered assembly indicates that the molecules are assembled in an energetically-

favorable way. The collective strength from the hydrogen bonds is clearly sufficient to prevent 

such porous assembly from collapsing. 
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Figure 2. 2 (a) STM image of a multi-component SAMN constituted by coronene (COR), isophthalic acid (ISA) and a DBA 

derivative with four decyloxy chains (DBA-(4)-OC10). (b) Molecular structure of ISA, COR and the DBA derivative [16]. 

In Figure 2. 2 (a), the STM image is overlapped with a molecular model, where the ISA is shown 

by violet triangles, COR is represented by an orange disk and the decyloxy chains of DBA-(4)-

OC10 are highlighted by the red lines. Clearly, the interdigitation of decyloxy chains, which relies 

on vdW forces, is a key ingredient to form this complex molecular assembly. The fact that this 

assembly extends more than tens of square nanometers and stays stable during the STM imaging 

demonstrates the ability of vdW forces to assemble molecules into supramolecular structures.  

These non-covalent interactions are weaker than the covalent bonds, but as illustrated here, they 

can still be the driving force to construct large-scale SAMNs (up to thousands of square 

nanometers [17]) due to their high numbers and the consequent collective strength [1]. Meanwhile, 

the relative weakness and the diversity of these non-covalent interactions make it possible to 

manipulate the architecture of the SAMNs by varying the functional groups of molecules or the 

processing conditions, such as temperature [18, 19], the presence of electric field [20, 21] or the 

choice of solvent [22, 23] provided the SAMNs are formed at solution/substrate interfaces. Over 

the past couple of decades, SAMNs have been studied extensively and unprecedented control over 

their structures has been achieved [1, 24-28], which contributes enormously to the development of 

functional surfaces [29].  

When studying SAMNs of organic molecules, the special role of solid substrates should be 
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emphasized. The presence of the substrate provides additional interfacial interactions, namely 

molecule-substrate and solvent-substrate (in case of SAMNs prepared at the solution/substrate 

interface) interactions that must be taken into account. Although this clearly increases the 

complexity for the investigation of SAMNs, it also offers another way to control the structure and 

properties of SAMNs: by altering the nature of the substrates [30, 31]. More importantly, with the 

integration of substrates, molecules are able to assemble themselves into a higher degree of 

coherence in terms of orientation and packing organization. This is of great value as it paves a 

possible way to integrate the SAMNs into real devices that rely on complex molecular 

architectures, ranging from thin-film field-effect transistors, sensors to molecular switches [32].  

2.1.2. From polymorph selection to substrate-induced polymorphism 

2.1.2.1. Role of thermodynamics and kinetics in polymorph selection: a short background  

Similar to SAMNs, the traditional crystallization of organic molecules is also dominated by the 

molecular recognition via non-covalent intermolecular interactions (e.g. hydrogen bonds, van der 

waals, π-π stacking and electrostatic interactions) [33]. By maximizing these interactions and 

fulfilling close packing considerations [3], organic molecules get self-organized and pack into 

crystals. Owing to the inherent complexity of organic molecules, it is sometimes possible to satisfy 

the close packing considerations in multiple ways, while the favorable intra- and intermolecular 

interactions are maximized. This is one explanation accounting for the appearance of multiple 

polymorphs for a given organic compound. A simple way for the polymorph selection is based on 

their thermodynamic stability. At a given temperature T and constant pressure, the relative 

thermodynamic stability of different polymorphs can be evaluated by the difference of their Gibbs 

free energy G: 

𝐺 = 𝐻 − 𝑇𝑆 (2.1)                                                                                                                                                                                                                                                           

where H represents the enthalpy term, which is related to the intermolecular interactions and 

associated lattice energy and the entropy term S is related to the disorder and lattice vibrations of 

the system. The crystallization of organic molecules can be classified into two types of 

polymorphic systems:  

1) Monotropic systems, where a single polymorph is always the most thermodynamically 

stable below the melting temperature. 
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2) Enantiotropic systems, in which the relative stability of different polymorphs is a function 

of temperature. 

Figure 2. 3 is a schematic G - T diagram for a single component system that exists in both 

amorphous and crystalline states. Intersection points in this diagram represent the co-existence of 

different phases and the temperature where the phase transitions occur; for example, the 

intersection points at crystalline and liquid states correspond to the melting (crystallization) 

temperatures (e.g. Tm,c), while a solid-phase transition temperature is the crossing between two 

crystalline states (e.g. Tt, A-B). The monotropic and enantiotropic systems are also defined by this 

diagram. If the system only has two polymorphs: form A and C, then it is a monotropic system 

where one form is more stable than the other one within the whole temperature range below the 

melting points. The enantiotropic system is represented by a system that is capable to crystallize 

into forms A or B, as there is a solid-transition point below the melting temperature (Tt, A-B) where 

the relative stability of these two polymorphs gets reversed.  

 

Figure 2. 3 Schematic G –T diagram for a fictitious single component system that consists of crystalline and amorphous 

phase transitions. Monotropic system (form A and C), enantiotropic system (form A and B) with transition temperature Tt, 

glass transition temperature Tg and melting points Tm are shown in the diagram [33]. 

This suggests a possible way for the polymorph selection in an enantiotropic system, which is done 

by simply controlling the temperature so that the desired polymorph exhibits better thermodynamic 

stability than others. However, the typical energy difference between different polymorphs for a 
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given compound is often less than 2 kJ/mol [34, 35], making it very difficult to separate different 

polymorphs based on their relative thermodynamic stabilities. Combined with the large diversity 

of polymorphs for organic molecules, it becomes a challenging task to have a successful 

polymorph selection with this methodology.  

Besides thermodynamics, kinetics also plays a crucial role in determining which polymorph will 

form. Normal crystallization from solution follows the Ostwald’s rule of stages [36]: during the 

crystallization, metastable forms could nucleate first, before transforming to more 

thermodynamically stable forms. Figure 2. 4 is a schematic Gibbs free energy-reaction progress 

diagram that explains the kinetic effects during the crystallization process.  

 

Figure 2. 4 Schematic diagram for a hypothetical crystallization process from the initial state Gi to two polymorphs A or B. 

GA and GB: free energy of the two polymorphic forms showing that form A is more stable. 𝑮𝑨
∗  and 𝑮𝑩

∗  activation energy 

barrier during the crystallization from the initial state to polymorph A and B [33]. 

The initial state 𝐺𝑖 , typically a melt or solution for the crystallization, can transform into 

polymorph A or B. Form A shows a lower Gibbs free energy (GA) and is therefore more stable 

than form B. For the transformation reaction from 𝐺𝑖 to A or B, an energy barrier (𝐺𝐴
∗ 𝑎𝑛𝑑 𝐺𝐵

∗ ) 

resulting from, e.g. molecular diffusion, molecular re-orientation and molecular packing in the 

crystallization process,  needs to be overcome. In this case, although form A has a better stability 

and transformation to form A experiences a larger decrease in free energy (𝐺𝐴 − 𝐺𝑖 larger than 

𝐺𝐵 − 𝐺𝑖), form B still nucleates at a faster rate and emerges first during the crystallization. The 
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reason behind this crystallization sequence is that, at an early stage, the nucleation rate is inversely 

correlated to the height of the energy barrier. Therefore, the less stable form B, with lower energy 

barrier, crystallizes first. The kinetics described here provides another possibility for the selective 

crystallization, where metastable polymorphs are trapped. This can be achieved by manipulating 

experimental parameters that affect the molecular recognition during the crystallization process, 

by which the activation energy barriers are tuned correspondingly. There have been experimental 

observations where the metastable polymorphs are stabilized successfully via this protocol,  by 

employing different types of solvents [37] or using templating in solution [38]. 

2.1.2.2. Substrate-induced polymorphism: knowns and unknowns 

As discussed in section 2.1.2.1, both thermodynamics and kinetics have significant impacts on the 

formation of different polymorphs.  The polymorph selection is thus an intricate interplay between 

them. For most crystallizations that occur on a substrate, this process is further complicated as a 

result of additional effects from the substrate. Besides molecular recognition, interactions between 

(solvent) molecules and the substrate have to be taken into account as well. The influence of the 

substrate has been demonstrated by experimental observations of SIPs for a wide range of organic 

molecules (as mentioned in Chapter 1). Moreover, even for the same compound, it is possible to 

have different SIPs when the nature of the substrate changes. A typical example for this situation 

is the polymorphic behavior of pentacene, which shows different SIPs when deposited on 

graphene, metals [39-41], amorphous silica [42-44], NaCl [45] or polyimide nanogratings [46].  

 

Figure 2. 5 Molecular model for two bulk phases of pentacene (a) and (b) with their molecular packing based on [47] and 

[48]; SIP of pentacene on the silica substrate (c). The models are oriented in a manner enabling a direct comparison of (001) 

d-spacings in different polymorphs [49].  
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The packing motifs of pentacene molecules in bulk phases and the SIP on the silica substrate are 

compared in Figure 2. 5. For pentacene, the (001) interplanar spacing has been used as the 

characteristic length to distinguish different polymorphs. Clearly, pentacene molecules adopt 

different orientations and larger (001) d-spacing in the SIP on the silica substrate. This interplanar 

distance also varies in other SIPs of pentacene, as summarized in Table 2. 1.  

Table 2. 1 Comparison of (001) d-spacing for different SIPs of pentacene.  

SIP of Pentacene (001) d-spacing / Å 

On silica [42] 15.4 

On NaCl [45] and Kapton [50] 15.1 

On polyimide nanogratings [46] 13.5 

Pentacene is only one of the representative examples showing the intriguing substrate-induced 

polymorphic behaviors of organic molecules. As discussed above, SIPs have been observed 

experimentally for a large variety of materials, ranging from rigid core aromatics like pentacene, 

through pharmaceuticals, to flexible disordered liquid crystals [51]. However, most of those 

studies focus on identifying and characterizing the presence of SIPs without explaining their 

origins. 

Based on these observations, different inferences have been proposed to explain the formation of 

SIPs. From the experimental perspective, one assumption is that the SIP formation is determined 

by the deposition method used for the thin film preparation, as, for instance, vapor deposition 

suppresses all contributions from the solvent molecules. Therefore, a significant difference in the 

structure of films is expected. Yet contradictory results are also reported where the same SIP was 

produced by both vapor deposition and solution casting techniques [52]. To clarify the role of the 

deposition technique in the formation of SIPs, a large amount of experimental work is needed since 

the deposition process is sensitive to numerous experimental parameters. This makes a systematic 

study on the effects of the deposition method hardly feasible in practice. 

The origin of SIPs is also considered to be related with the wetting layer of molecules formed at 

the interface with the substrate. This is an interfacial molecular layer in direct contact with the 

substrate, on top of which subsequent molecular layers grow. An example of this wetting layer in 

thin films of DNTT is shown in Figure 2. 6. 
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Figure 2. 6 (a) Molecular structure of DNTT. (b) Schematic molecular model showing the wetting layer in thin films of 

DNTT. In this case, subsequent crystal growth is not affected by the structure of the wetting layer. Panel b adapted from 

[53] 

The existence of this wetting layer has been reported in thin films of different organic molecules, 

for example, 2,7-dioctyl-BTBT (C8-BTBT) [54], and α,α’-alkyl-disubstituted terthiophenes [52, 

55] (see 6a and 6b in Figure 1.1). Interestingly, in the thin films of 6a, a wetting layer is only found 

in regions where the SIP is present but not where the bulk forms are present. This clearly suggests 

a potential correlation between the wetting layer and formation of SIPs. Similarly, when deposited 

on the substrate, the growth mode of C60 differs depending on whether the molecules are deposited 

directly onto the substrate or onto a C60 layer [56]. Here, the first layer of C60 molecules can be 

seen as the “wetting layer” and governs the subsequent growth of the film.  

Following these observations, efforts have been made to bridge the origin of SIPs and the 

underneath wetting layer (monolayer) whose structure highly depends on the substrate. The crucial 

role of the monolayer structure in the formation of SIPs has been highlighted for different organic 

molecules [55, 57, 58]. Nevertheless, this is not a generally applicable rule as, for some organic 

molecules, the correspondence between the formation of SIPs and structural features of the 

monolayer underneath does not exist [53]. In spite of the discrepancy in determining the 

connection between SIPs and monolayers, those experimental studies are still of great value as 

they provide a very promising background to understand the origin of SIPs.  

Traditionally, the crystal structures of SIPs are determined by X-ray diffraction techniques, which 

enables accurate measurements of their crystallographic parameters. However, these diffraction 

measurements are not able to give a precise description of the molecular orientation or molecular 

ordering within the monolayer, due to the minute amount of materials present and the associated 

weak signals. Because of this limitation, the molecular orientation in the underneath wetting layer 
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(monolayer) was often merely inferred qualitatively to be flat-lying (parallel to the substrate) or 

upright-standing (perpendicular to the substrate) in previous X-ray diffraction studies on SIPs [58-

60]. This uncertainty makes it difficult to draw solid conclusions about the role of the monolayer 

in the formation of SIPs. Moreover, even though effects from the monolayer structure on the 

formation of SIPs can be observed experimentally, the detailed interaction mechanism between 

the bottom monolayer and the molecular layers grown on top is still not clear, for example, how 

the monolayer is directing the subsequent crystal growth. This type of information is inaccessible 

to any individual experimental characterization techniques. To overcome these impediments and 

make a step further towards understanding the origin of SIPs, advanced surface characterization 

techniques (STM as discussed in section 2.2.1) and molecular modelling techniques have been 

integrated in this work as a complementary to traditional structural characterization techniques, 

such as X-ray diffraction and TEM. Through this combination, we hope to gain a systematic 

understanding about the formation of monolayer (2D crystallization) and the subsequent growth 

of SIPs extending in the third dimension. 

2.2. Experimental characterization of Self-Assembled Molecular Networks and 

Substrate-Induced Polymorphs 

In this section, we give a more thorough introduction to the experimental techniques that have 

been employed in this work to study the SAMNs and SIPs of organic molecules.  

2.2.1. Working principles of Scanning Tunneling Microscopy 

The rapid expansion of scientific research related to SAMNs has been strongly favored by the 

technological advancement in scanning probe microscopy, in particular STM which is one of the 

most used scanning probe techniques; it allows a direct observation of molecular structures 

adsorbed on conductive solid surfaces. The working principle of STM is depicted in Figure 2. 7 

and discussed in the following paragraph. 
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Figure 2. 7 Schematic representation of the working principle of STM at the solution/substrate interface 

A sharp STM probe raster scans across the surface and a piezoelectric tube is used to guarantee 

the precise positioning of the probe with respect to the substrate. The typical working distance 

between the solid surfaces and the probe is only a few angstroms. Therefore, atomically-flat 

substrates are essential for using STM. When applying an external bias voltage Vbias, a tunneling 

current is generated between the probe and the surface, which is the output signal of the STM. 

Since the tunneling current varies exponentially with the tip-sample separation on the angstrom 

scale, the STM is a most accurate tool to map the surface topographic features. Moreover, this 

tunneling current gets modified by the nanoscale features underneath the probe, thus providing 

information about the surface-adsorbed molecular assemblies at each scanning point. There are 

two different working modes for the STM: constant current (CC) mode and constant height mode 

(CH). In CC mode, the z position of the probe is continuously adjusted so that a predefined 

tunneling current is maintained. In this mode, the STM image is generated by recording the change 

of the probe position along z direction during the scan. A topographic representation of the 

molecular assembly system is then formed. In contrast, the z position of the probe remains constant 

when operating in the CH mode. Images are formed by measuring the tunneling current at each 

scanning point. More detailed descriptions about the STM, such as the instrumentation and image 

processing can be found in [61].  

Modern STM gives access to the analysis of SAMNs at sub-molecular level resolution and the 

images can be interpreted in terms of a direct visualization of molecular orbitals. Nowadays, it has 

become an irreplaceable tool for the structural characterization of SAMNs on surfaces. However, 
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one major limitation for STM is that it is very difficult to use it for the structural characterization 

of multilayer structures or thin films. In these circumstances, larger thickness forces the STM tip 

to be placed further away from the substrate during the scan in order to avoid potential disturbances 

to the multilayer structures. This leads to a drastic decrease of the tunneling current because of its 

exponential dependence on the tip-substrate distance. Such rapid decay can deteriorate the image 

resolution, therefore significantly complicating the interpretation of the experimental images [62-

64]. Considering that SIPs generally extend at least several molecular layers from the substrate, 

STM is not the ideal tool to study their crystal structures. In this work, STM is mainly used to 

understand the structural features of SAMNs. Then, combined with X-ray diffraction, TEM, and 

atomistic modelling, a more comprehensive understanding is obtained about the formation of SIPs. 

2.2.2. X-ray diffraction techniques for thin films 

Experimentally, traditional X-ray diffraction methods, such as single-crystal X-ray diffraction and 

powder X-ray diffraction, are not applicable to determine the crystal structure of unknown SIPs 

since they exist only within thin films. When crystallized on substrates, organic molecules form 

thin films that contain numerous crystallites. These crystallites often share the same fiber axis 

normal to the substrate surface and have a common crystallographic plane parallel to the surface. 

In other words, the thin films are often highly-textured with a preferred orientation along the 

surface normal. The distribution of the azimuthal (in-plane) orientation for these crystallites is 

more complicated.  Their in-plane orientations are completely random when an isotropic substrate 

is used [65]. When the crystallization is performed on anisotropic substrates, more complex texture 

behaviors are observed. In addition to the fiber texture along the surface normal, crystallites can 

also show extra in-plane preferred orientation, which is controlled by the anisotropic properties of 

the substrate. One typical example is the epitaxially-grown organic thin films whose preferred 

azimuthal orientation originates from the substrate underneath [66-68]. The crystal structure of 

these organic thin films can be determined by grazing-incidence X-ray diffraction (GIXD), which 

directly maps the reciprocal lattice of the crystallized thin films. However, it must be noted that 

the distribution of the reciprocal lattice points is highly associated with the presence of azimuthal 

orientation in the thin films.  

Different types of reciprocal lattice point distributions are compared in Figure 2. 8. In the case of 

crystallites having random in-plane orientations, the reciprocal lattice points constitute continuous 
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concentric rings (Figure 2. 8(a)). Each ring corresponds to the same set of crystallographic planes 

that exist in all crystallites. The degeneration of reciprocal lattice points into continuous rings is 

due to the randomness of the crystallite orientation, which is similar to what happens in traditional 

polycrystalline diffraction. With the increase of in-plane alignment, the distribution of reciprocal 

points becomes non-uniform (Figure 2. 8(b)) and finally turns into individual reciprocal points 

(Figure 2. 8(c)). The understanding of these distributions is very important for the practical use of 

GIXD in real experiments, which will be discussed in the next section.  

 

Figure 2. 8 Distribution of reciprocal lattice points for thin films with fiber-textured crystallites having (a) completely 

random in-plane orientation, (b) partial in-plane texture and (c) well-defined in-plane texture. Coordinates x, y, z are in the 

reciprocal space. Example reciprocal lattice vectors are represented by blue arrows. Adapted from [69]. 

Since the first development of GIXD in the 1970s [70], it has become almost a standard 

experimental tool to determine the crystal structure of organic thin films [71, 72]. The experimental 

geometry of GIXD is schematically illustrated in Figure 2. 9 (a).    
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Figure 2. 9 (a) Geometry of GIXD experiments. (b) Example 2D reciprocal space map measured in GIXD experiments. 

Adapted from [73, 74]. 

Here, k0 represents the wavevector of the incident X-ray beam while k is the wavevector of the 

scattered beam. The scattering vector q is then defined as q = k0 – k. Based on the Laue equation, 

diffraction only occurs when q is equal to a reciprocal lattice vector g. For fiber-textured thin films 

(fiber axis normal to the surface) with random in-plane orientation, reciprocal lattice points of 

randomly-oriented thin film crystallites form continuous concentric rings (Figure 2. 8 (a)). Here, 

one static GIXD measurement at a single sample orientation, which is a section through the 

reciprocal space, is adequate to have all necessary diffraction information for structure analysis 

(Figure 2. 9 (b)). This section is equivalent to a 2D reciprocal map and often plotted as a function 

of qxy and qz which are the in-plane and out-of-plane components of the scattering vector q. These 

components are calculated according to the diffraction geometry measured directly from the 

experiments, using the following equations [74]:  

𝑞𝑥𝑦 =  
2𝜋

𝜆𝑥
(𝑐𝑜𝑠2𝛼𝑓 + 𝑐𝑜𝑠2𝛼𝑖 − 2𝑐𝑜𝑠𝛼𝑓𝑐𝑜𝑠𝛼𝑖𝑐𝑜𝑠𝜃𝑓)1 2⁄ (2.2) 

𝑞𝑧 =  
2𝜋

𝜆𝑥
(sin 𝛼𝑓 + sin 𝛼𝑖) (2.3) 

with 𝜆𝑥 the wavelength of the X-ray beam,  𝛼𝑖 and 𝛼𝑓 the incident and exit angles of the incoming 

and scattered beam respectively (with respect to the surface of the substrate), while 𝜃𝑓 is the in-

plane scattering angle. These equations enable a conversion from the detector space (real space) 

to the reciprocal space and all diffraction data are then represented by the reciprocal space 

coordinates. One obvious advantage for this conversion is that, for a given sample, GIXD 

measurements performed with different experimental setups become directly comparable, even 

with the absence of detailed knowledge for each experimental setup.  
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GIXD measurements for fiber-textured thin films comprising crystallites with preferred in-plane 

orientation are slightly more complicated. In this case, the reciprocal lattice points of crystallites 

do not form concentric rings, hence only one static GIXD measurement at a single sample 

orientation cannot provide all information needed for the analysis. This issue is solved by rotating 

the sample around the surface normal (𝜑𝑠𝑎𝑚𝑝𝑙𝑒 in Figure 2. 9 (a)) over 360° and GIXD patterns 

are recorded consecutively. Figure 2. 10 shows an example of two GIXD patterns that are taken at 

different 𝜑𝑠𝑎𝑚𝑝𝑙𝑒 angles. 

 

Figure 2. 10 Trajectory (red concentric lines) of reciprocal lattice points (highlighted by white circles) during the rotation 

of the sample around the surface normal.  Two GIXD measurements at different 𝝋𝒔𝒂𝒎𝒑𝒍𝒆 angles are also shown. Adapted 

from [69]. 

After acquisition of the GIXD measurements at all 𝜑𝑠𝑎𝑚𝑝𝑙𝑒 angles, the full diffraction information 

is obtained by summing and averaging the recorded patterns. The intensity of each diffraction peak 

can then be extracted. After that, the peak positions and intensities are further compared to the 

expected values based on the theoretical crystal structures, through which the polymorph 

identification in organic thin films is achieved. More importantly, it is also possible to determine 

lattice parameters for unknown polymorphs via the indexation of the experimental GIXD pattern. 

This feature makes GIXD the most important and widely-used method to study substrate-induced 

polymorphism since the crystal structures of SIPs are often not known a priori and are different 

from the available bulk polymorphs. Indexing experimental GIXD patterns to solve lattice 
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parameters for unknown polymorphs is a very challenging mathematical task. Its details are not 

shown here but can be found in [69, 73, 75]. 

2.2.3. Transmission electron microscopy: a powerful complementary technique for 

structural characterization of SIPs in real space 

GIXD can give an accurate solution for the lattice parameters of unknown SIPs because of its 

extraordinary resolution in reciprocal space. However, it has practically no resolution in real space 

and this prevents us to know how the organic molecules are packed in the determined lattice. The 

crystal structure solution for new SIPs of organic molecules cannot therefore depend solely on X-

ray diffraction techniques. Additional real-space imaging techniques which enable direct 

observations of atomic arrangements within the crystal lattice are also needed. Modern TEM is a 

perfect tool for this purpose and has been employed as a powerful complementary technique to X-

ray diffraction techniques in this project. A combination of these two techniques provides a 

possibility for full crystal structure solutions of previously-unknown SIPs.  

2.2.3.1. Why do we need Transmission electron microscopy? 

The typical size of the organic crystal lattice is often tens of Angstroms for large molecules. In 

order to directly visualize the atomic arrangements and thus have more explicit information about 

the molecular packing within the crystal lattice, a microscope with resolution down to nanometer 

level is required. The resolution of a microscope is defined as the minimum distance at which 

neighboring objects can still be resolved as separate entities. Based on Abbe’s law, the resolution 

δ is limited by the wavelength of the radiation source through the following equation [76]:  

δ =  
0.61𝜆

𝑁𝐴
(2.4) 

where λ is the wavelength of the radiation source, NA is the numerical aperture of the objective 

lens, which depends on the refractive index of the viewing medium and semi-angle of collection 

of the lens. In practice, the wavelength of visible light is between 400-700 nm, while the maximum 

value of NA is 0.95 for a dry lens and 1.4 for an oil immersion lens. The resolution of a visible-

light microscope is then limited to approximately 300 nm, which is far beyond the size of organic 

crystal lattices. Therefore, other types of microscopes using different radiation sources must be 

considered.  
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This resolution limit is successfully overcome by employing TEM, where accelerated electrons 

are used as radiation source and deflected by electromagnetic lenses. It was shown by Louis de 

Broglie that the wavelength of electrons is related to their energy by: 

λ =  
ℎ

(2𝑚0𝐸 (1 +
𝐸

2𝑚0𝑐2))

1
2

(2.5)
 

with h being Planck’s constant, m0 the rest mass of electrons, E the energy of electrons and c the 

speed of light. In TEM, the electrons are accelerated by a high acceleration voltage V and the 

corresponding energy is given by: 

E = eV (2.6) 

The typical value for V used in a conventional TEM ranges from 60 to 300 kV. Based on equation 

2.5, the corresponding wavelength of the electrons is only 2-4 pm. Compared with visible light, 

this is almost 100 000 times shorter and thus makes imaging at the atomic level possible. The 

practical resolution is, however, restricted by the aberrations of the electromagnetic lenses used in 

the electron microscope, which cannot be simply avoided by combining convex and concave 

lenses in a similar manner as in visible-light microscopes [77]. Two aberrations that show 

substantial effects on the TEM performance are the spherical and the chromatic aberration. 

Spherical aberration is caused by different behaviors of the lens for the off-axis rays. Rays that are 

further from the optical axis of the lens are refracted stronger, which is illustrated in Figure 2. 

11(a). The chromatic aberration is due to the fact that rays with different wavelengths are focused 

differently by the lens. An example is given in Figure 2. 11(b). As a result of these aberrations, a 

point in the original object is imaged as a disk of finite size. Nowadays, it is possible to correct the 

spherical aberrations by using multipole magnetic poles (e.g. quadrupoles, hexapoles or 

octupoles.), while the chromatic aberration can also be partially removed using a monochromator. 

In this way, state-of-art aberration-corrected TEM reaches a resolution which enables a direct 

observation of atomic arrangements of SIPs [78]. 
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Figure 2. 11 Schematic illustrations of lens aberrations which occur in both light and electromagnetic lenses: (a) Spherical 

aberration. (b) Chromatic aberrations: violet rays with shorter wavelength are refracted more than red rays. FV and FR 

are the focus points for violet and red rays, respectively. Adapted from [79]. 

2.2.3.2. Interactions between electrons and sample  

Various signals are generated from the interactions between the electrons and the sample.  

Electrons are low-mass, negatively-charged particles. When interacting with the sample, they can 

be deflected easily while passing through the negative electron cloud or approaching the positive 

nucleus of atoms. These deflections are caused by Coulomb interactions and electrons are scattered 

elastically without energy loss.  

Incident electrons undergo a small angular deviation when they interact with the electron cloud of 

the sample atoms. Stronger scattering of electrons, with larger scattering angles, occurs as the 

electrons get closer to the nucleus of the atoms. Depending on the shape of the incident electron 

beam (parallel or convergent) and the selective collection of scattered electrons, different TEM 

imaging modes are available. For instance, electrons scattered at low angles (typically smaller than 

10 mrad) are collected to form bright-field TEM images or diffraction patterns. Electrons with 

larger scattering angles (> 50 mrad) are used for high-angle annular dark-field imaging in the 

scanning transmission electron microscope (HAADF STEM) [76]. These two types of imaging 

modes are mainly used in the current work and discussed further in the following sections. 

In addition to the elastic scattering of electrons, inelastic scattering can also occur when the 

incoming electrons interact with the sample. In this case, the energy of the incoming electrons is 

transferred to the atoms of the sample, generating other signals, such as X-rays, secondary 

electrons, phonons or Auger electrons. These signals are collected by specific TEM detectors and 

are very useful for the chemical analysis of the sample.  
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2.2.3.3. Conventional TEM: the instrument 

To show the three major parts of the TEM, we consider a conventional TEM, where a parallel 

electron beam is used for imaging. This consists of the illumination system, the objective lens/stage 

and the imaging system. A much-simplified schematic build-up of a TEM is shown in Figure 2. 

12.  

 

Figure 2. 12 Schematic build-up for a conventional TEM using a parallel electron beam. Note that this is a very simplified 

figure showing the most important parts of a TEM. In reality, more magnetic lenses, coils are used to guarantee the image 

quality. Adapted from [80]. 

In the illumination system, a thermionic gun or field emission gun is used to generate an electron 

beam. The latter is more widely-used since it gives more monochromatic electrons. The 

illumination system also contains several condenser lenses to focus electrons onto the sample. An 

additional condenser aperture can be inserted to filter out the high-angle electrons thus reducing 

the spherical aberration. Through the control of the condenser lens system, a parallel or convergent 

electron beam can be used for imaging. Finally, the beam tilt, the shift coil together with the 

scanning and stigmator coils complete the whole illumination system.  

The objective lens/stage system is the heart of the TEM where all electron-sample interactions take 

place. The sample is mounted inside a holder and irradiated by the incident electron beam. After 

the interaction, electrons emerging from the sample are dispersed by the objective lens to form the 
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diffraction pattern at its back-focal plane (BFP). At this plane, it is possible to apply an objective 

aperture to reduce the lens aberrations and select diffraction spots depending on desired imaging 

mode (bright or dark field imaging). Another aperture, the selected area aperture, is placed at the 

image plane of the objective lens. By inserting this aperture, information (e.g. a diffraction pattern) 

from a specific-selected region of the sample can be extracted. To summarize, the most valuable 

information about the sample is extracted by the objective lens of the TEM. Electrons coming out 

from the sample are focused at its BFP to form the diffraction pattern. After that, a magnified 

image is formed as the electrons pass toward the image plane of the objective lens.  

The last part of the TEM, i.e., the imaging system, is composed of an intermediate lens and 

projector lenses, which are used to finally form a further magnified image of the sample in either 

real space or reciprocal space (diffraction pattern). The former is obtained when the image plane 

of the objective lens is placed at the object plane of the intermediate lens while the diffraction 

pattern is recorded if the BFP of the objective lens is located at the object plane of the intermediate 

lens. A fluorescent screen or a charged-couple device (CCD) are then used to record the acquired 

images.  

2.2.3.4. Scanning transmission electron microscope (STEM): the instrument 

In addition to the conventional TEM where a parallel electron beam is used, STEM employs a 

highly-convergent electron beam (a fine electron probe) for the imaging. Figure 2. 13 shows a 

simplified schematic illustration of the STEM.  



33 

 

 

Figure 2. 13 Simplified schematic illustration of the STEM configuration. Adapted from [81]. 

During the measurement, the probe scans across the sample in a raster manner (the scan coil for 

moving the probe beam is omitted in Figure 2. 13). A STEM image is here generated pixel by 

pixel. For each pixel, corresponding to a specific probe position, the intensity is determined by the 

number of electrons scattered to the target detectors. In STEM, detectors are designed with 

different inner and outer angles so that electrons scattered into different angles can be selectively 

collected depending on the purpose of the experiments. Three types of annular detectors are shown 

in Figure 2. 13: the bright field (BF) detector, the annular dark-field (ADF) detector and the high-

angle annular dark-field (HAADF) detector, which typically collects electrons with scattering 

angles smaller than 10 mrad, from 10 to 50 mrad and larger than 50 mrad, respectively. For the 

HAADF regime, Bragg-scattered electrons are not collected [76] because of their small scattering 

angles and in this way the diffraction contrast is minimized. The scattering in this regime is 

dominated by the Rutherford scattering [76]. As a result, the HAADF images exhibit Z-contrast 

as the intensity here is proportional to  𝑍𝑛, where Z is the atomic number of the elements inside 

the sample and n is close to 2 [82, 83]. This feature provides a direct way to distinguish different 
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elements from the HAADF STEM images and therefore provides more information about the 

chemical composition of the sample.  

Taking advantages of these features, HAADF STEM imaging has been used successfully in recent 

years to perform elemental analysis at atomic resolution level [84-87], in addition to traditional 

applications where the goal is to show the structure at interfaces between regions with different Z. 

An example of this compositional analysis is shown in Figure 2. 14. Here, HAADF STEM is used 

to image a multilayer structure of La0.7Sr0.3MnO3(LSMO) - SrTiO3(STO). Atomic columns with 

different intensities can be directly located and distinguished from the experimental HAADF 

image (panel a). Based on a quantitative analysis of the images using statistical parameter 

estimation, it is possible to assign atomic column types in the bulk region of LSMO and STO, 

respectively (panel b). The composition of columns at the interface (represented by ‘X’ in the 

legend) could be determined by quantitatively interpreting the scattered intensities of the atomic 

columns [85].  

 

Figure 2. 14 (a) HADF STEM image of the La0.7Sr0.3MnO3-SrTiO3 multilayer structure along the [001] zone axis. (b) 

Overlay showing the estimated atomic column positions and the corresponding atomic column types. Adapted from [85] 
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Nevertheless, beam damage resulting from the bombardment of high-energy electrons on the 

crystals is a practical obstacle for using TEM to determine the crystal structures of organic crystals 

(for both bulk phases or SIPs). Organic crystals are formed by non-covalent interactions between 

molecules and this makes them particularly prone to be damaged in the TEM. In this thesis, the 

beam damage of organic crystals in TEM is studied in a quantitative way, which is discussed more 

detailed in Chapter 6. 

To conclude, in this chapter we briefly reviewed the chemistry fundamentals behind the SAMNs 

and SIPs of organic molecules and the working principles of their associated experimental 

characterization techniques, from STM for the SAMNs to GIXD and TEM for SIPs. Previous 

experimental studies on SAMNs and SIPs have generated a solid knowledge basis. However, in 

order to bridge these two research areas and to further understand the formation of SIPs of organic 

molecules, not only these characterization techniques need to be combined, but atomistic 

modelling must also be involved since it can provide information that is not accessible from the 

experimental work. In the next chapter, we introduce the two main computational-chemistry based 

modelling approaches that have been used in this work.  
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K.S. Mali, and S. De Feyter, Reversible Local and Global Switching in 

Multicomponent Supramolecular Networks: Controlled Guest Release and 

Capture at the Solution/Solid Interface. ACS nano, 2015. 9: p. 11608-11617. 

22. Takami, T., U. Mazur, and K. Hipps, Solvent-Induced Variations in Surface 

Structure of a 2, 9, 16, 23-Tetra-Tert-Butyl-Phthalocyanine on Graphite. The 

Journal of Physical Chemistry C, 2009. 113: p. 17479-17483. 

23. Sirtl, T., W. Song, G. Eder, S. Neogi, M. Schmittel, W.M. Heckl, and M. 

Lackinger, Solvent-Dependent Stabilization of Metastable Monolayer 

Polymorphs at the Liquid–Solid Interface. ACS nano, 2013. 7: p. 6711-6718. 



38 

 

24. Adisoejoso, J., K. Tahara, S. Okuhata, S. Lei, Y. Tobe, and S. De Feyter, Two‐

Dimensional Crystal Engineering: A Four‐Component Architecture at a 

Liquid–Solid Interface. Angew. Chem. Int. Ed., 2009. 48: p. 7353-7357. 

25. Tahara, K., S. Furukawa, H. Uji-i, T. Uchino, T. Ichikawa, J. Zhang, W. 

Mamdouh, M. Sonoda, F.C. De Schryver, and S. De Feyter, Two-Dimensional 

Porous Molecular Networks of Dehydrobenzo [12] Annulene Derivatives Via 

Alkyl Chain Interdigitation. J. Am. Chem. Soc., 2006. 128: p. 16613-16625. 

26. Elemans, J.A., S. Lei, and S. De Feyter, Molecular and Supramolecular 

Networks on Surfaces: From Two‐Dimensional Crystal Engineering to 

Reactivity. Angew. Chem. Int. Ed., 2009. 48: p. 7298-7332. 

27. Kim, M.K., Y. Xue, T. Pašková, and M.B. Zimmt, Monolayer Patterning 

Using Ketone Dipoles. Phys. Chem. Chem. Phys., 2013. 15: p. 12466-12474. 

28. Steeno, R., A. Minoia, M.C. Gimenez-Lopez, M.O. Blunt, N.R. Champness, 

R. Lazzaroni, K.S. Mali, and S. De Feyter, Molecular Dopant Determines the 

Structure of a Physisorbed Self-Assembled Molecular Network. Chem. 

Commun., 2021. 57: p. 1454-1457. 

29. Mali, K.S., J. Adisoejoso, E. Ghijsens, I. De Cat, and S. De Feyter, Exploring 

the Complexity of Supramolecular Interactions for Patterning at the Liquid–

Solid Interface. Acc. Chem. Res., 2012. 45: p. 1309-1320. 

30. MacLeod, J., J. Lipton-Duffin, D. Cui, S. De Feyter, and F. Rosei, Substrate 

Effects in the Supramolecular Assembly of 1, 3, 5-Benzene Tricarboxylic Acid 

on Graphite and Graphene. Langmuir, 2015. 31: p. 7016-7024. 
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One major part of the work in this thesis focuses on the computational-chemistry based atomistic 

modelling of the Self-Assembled Molecular Networks (SAMNs) and Substrate-Induced 

Polymorphs (SIPs). Despite the fact that various experimental techniques, such as STM, GIXD 

and (S)TEM, have made enormous contributions in understanding the crystallization of organic 

molecules from 2D to 3D, atomistic modelling still plays an indispensable role in the studies of 

SAMNs and SIPs. Some important aspects of the formation and stability of those assemblies are 

not covered in pure experimental investigations but can be studied efficiently by modelling, such 

as the detailed description of the molecular structures and intermolecular interactions in both 

SAMNs and SIPs. More importantly, atomistic modelling actually opens new prospects in this 

field, e.g. the possibility to predict a priori the crystal structure of SIPs and to establish a posteriori 

the general rules for the formation of SIPs and its connection to the SAMNs. These insights are 

crucial in order to reach a fundamental understanding of the 2D to 3D crystallization.  

Atomistic simulations for exploring the properties of condensed matter date back to 1950’s. At 

that time, Monte Carlo (MC) and molecular dynamics (MD) simulations were first used by 

Metropolis et al. [1] and Alder et al. [2]. Since then, with the fast developments in hardware and 

software engineering, atomistic modelling has become much less time-consuming and more cost-

efficient. This boosts the application of atomistic modelling in various scientific fields where it is 

employed as a tool for the analysis, interpretation or even prediction of experimental results, 

especially when the material behavior is too complicated for the empirical analytical models [3]. 

In computational-chemistry based molecular mechanics and dynamics (MM/MD) simulations, 

intermolecular interactions are described in an explicit way and the nature of the materials are 

investigated at the atomistic level. This paves a new path to understand the macroscopic 

experimental observations from the experimentally invisible microscopic molecular behavior. 

Practically, the abundant availability of reliable softwares to perform MM/MD simulations (e.g. 

NAMD [4], LAMMPS [5], Gromacs [6], Amber [7], etc.), together with auxiliary programs for 

visualizing and processing their outputs, have made MD simulations a routine protocol in research 

and interact closely with all kinds of experimental efforts. 

MM/MD simulations have proved to be very efficient to study the SAMNs of organic molecules 

[8-11]  because they provide efficient and accurate descriptions for the energetic features of the 

assembly process and they have the capacity to handle large-size systems (up to tens of thousands 

atoms). This is particularly suitable for the physisorbed SAMNs studied in this work. Physisorption 
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means that the molecules do not form any chemical bond with the substrate during the assembling 

process. Instead they interact with the substrate through weaker van der Waals (vdW) and 

electrostatic interactions. The SAMNs are then formed by the mutual recognition between 

numerous molecules on the surface. Up to now, MM/MD simulations are often used to acquire 

more insight about the structural features of the SAMNs that are probed by STM. Models for 

SAMNs are built and compared with experiments in terms of lattice parameters, molecular 

conformations and molecular packing motifs [8, 12-14]. These extra insights allow to have an 

integrated view over the whole assembly process and in turn contribute to purposeful design of 

SAMNs in experiments. For SIPs, MM/MD simulations play an important role in finding their 

complete crystal structure solutions. As discussed in chapter 2, the lattice parameters of SIPs can 

be accurately determined by indexing their GIXD patterns. However, it is not possible to know 

how molecules are packed within the lattice from the GIXD experiments due to the lack of 

resolution in the real space. This issue is solved by using MM/MD simulations to model the 

intermolecular interactions within the lattice, from which the correct molecular packing is 

determined. Such a protocol has been successfully implemented to determine the crystal structures 

of SIPs for different organic molecules [15, 16]. 

The accuracy of MM/MD simulations is highly dependent on the parameters used for describing 

the intra- and intermolecular interactions. These parameters typically come from ab-initio 

atomistic simulations, which are based on the quantum mechanical formalism, or the fitting of 

experimental data. In many studies, ab-initio calculations are even used to optimize the interaction 

parameters of the MM/MD simulations such that the desired properties can be successfully 

reproduced [17-21]. Although the ab-initio formalism is not a practically feasible way to 

investigate the structural features of SAMNs as it is limited to small-size systems (up to a couple 

of hundreds of atoms), it certainly does not mean that ab-initio calculations should be neglected. 

Actually, they can provide extra information for a more comprehensive interpretation of the 

experimental data. For instance, the surface electronic density obtained from the ab-initio 

calculations can be directly related to the contrast of experimental STM images. Such a correlation 

has been exploited in various SAMNs studies [22-25]. 

For the simulation work in this thesis, both MM/MD and ab-initio calculations are performed. All 

MM/MD calculations are carried out in the Forcite module of the BIOVIA Materials Studio 2018 

package [26]. Materials Studio is a multifunctional modelling platform that combines structure 
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building, visualization and a large set of tools for output analysis; while ab-initio calculations are 

carried out in the density functional theory (DFT) formalism using different available DFT codes. 

In the next section, we first introduce the principles of MM/MD simulations and emphasize the 

core notion in these simulations, namely the force field. The principle of DFT calculations and 

associated key concepts are detailed in the subsequent section. 

3.1. Molecular Mechanics and Molecular Dynamics simulations 

3.1.1.  The force field 

The performance of MM and MD simulations is completely dependent on the accuracy of the 

description of the intra- and intermolecular interactions. The description of these interactions, 

which is the core of MM/MD simulations, is based on the force field. In MM/MD simulations, 

molecules are treated as collections of hard balls (atoms) held together by springs (chemical 

bonds). The potential energy of a system is then evaluated by a combination of several analytical 

bonded and non-bonded terms, which account for the intra- and intermolecular interactions, 

respectively. Bonded terms are used to describe energy changes associated with the deformation 

of bonds, such as bending, stretching, inversion or rotation around bonds, while non-bonded terms 

define energy changes that are not related to the chemical bonds but to other long-range 

interactions, for example, the vdW, electrostatic or hydrogen bonding interactions. The force field 

is actually a combination of these analytical terms and a set of parameters entering into these terms, 

devoted for specific applications.  

Over the past decades, many force fields have been developed for MM/MD simulations with 

different levels of accuracy and complexity: the first-generation force fields e.g. CHARMM [27] 

and AMBER [7]; the more advanced, highly-parameterized force fields such as PCFF [28] and 

COMPASS [29] etc. Different force fields have different functional terms as well as associated 

parameters. Therefore, the applicability of force fields over the periodic table is variable: some 

force fields are only accurate for a narrow range of elements while others can provide acceptable 

accuracy for most of the elements. A general analytical expression for a force field is given by: 

𝐸𝑡𝑜𝑡 =  𝐸𝑏𝑜𝑛𝑑𝑒𝑑 +  𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 = [𝐸𝑆𝑡𝑟𝑒𝑡𝑐ℎ𝑖𝑛𝑔 +  𝐸𝐵𝑒𝑛𝑑𝑖𝑛𝑔 +  𝐸𝑇𝑜𝑟𝑠𝑖𝑜𝑛 +  𝐸𝐼𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛] + 

[𝐸𝑣𝑑𝑊 + 𝐸𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 + 𝐸𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛−𝑏𝑜𝑛𝑑𝑖𝑛𝑔]      (3. 1)  
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Four types of bond deformation included in the bonded terms are schematically shown in Figure 

3. 1.  

 

Figure 3. 1 Bond deformations in the force field related to the intramolecular energy. All angles (θ, φ, ω) are measured in 

radians. 

In this work, we perform MM/MD simulations using the Dreiding [30] and Universal [31] force 

fields that are implemented in Materials Studio. Both have been used widely for modelling the 

crystal packing and self-assembly of organic molecules [32-36]. 

For the Dreiding force field, the analytical expressions for the bonded terms are defined as follows 

[26]: 

 The harmonic bond stretching potential (EStretching): 

     𝐸𝑆𝑡𝑟𝑒𝑡𝑐ℎ𝑖𝑛𝑔 =  
𝐾0

2
(𝑅 − 𝑅0)2     (3. 2) 

where R is the inter-atomic distance, R0 is the equilibrium bond length and K0 is the 

associated force constant of the harmonic potential. 

 The harmonic bending potential (Ebending) between bond ji and jk (j, i and k are atomic 

indices as illustrated in the Figure 3. 1) 

     𝐸𝐵𝑒𝑛𝑑𝑖𝑛𝑔 =  
𝐾0

2
(𝜃 − 𝜃0)2         (3. 3)      

where θ is the interatomic angle, θ0 is the equilibrium angle and K0 is the force constant 

for the bond bending potential. 

 The torsion interaction for bonds ij and kl connected by a common bond jk is defined in a 

Cosine-Fourier expansion form:  

    𝐸𝑇𝑜𝑟𝑠𝑖𝑜𝑛 =  
1

2
∑ 𝐵𝑗(1 − 𝑑𝑗𝑐𝑜𝑠[𝑛𝑗𝜑])𝑗     (3. 4) 

where Bj is the rotation barrier, φ is the dihedral torsion angle, while dj and nj are associated 

parameters for the Fourier series. 
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 The Umbrella potential for the inversion term: 

    𝐸𝐼𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 =  
𝐶

2
(𝑐𝑜𝑠 𝜔 − 𝑐𝑜𝑠 𝜔0)2     (3. 5)      

where C is the force constant and ω0 is the equilibrium angle between the il bond and its 

projection on the ijk plane (see Figure 3. 1). 

 

The Universal force field employs the same expression for the bond stretching, torsion and 

inversion potential. For the bond bending potential, the expression is adapted to: 

 𝐸𝐵𝑒𝑛𝑑𝑖𝑛𝑔 =  
𝐾0

2
(

[cos 𝜃−cos 𝜃0]2

[sin 𝜃0]2
) (3. 6) 

Similar to the Dreiding force field, K0 is the force constant, θ is the interatomic angle and θ0 

represents the equilibrium angle. 

For non-bonded terms, both Dreiding and Universal force fields employ the 12-6 Lennard-Jones 

(LJ) potential [37] for the interatomic vdW interactions, whose analytical form is given by:   

    𝐸𝑣𝑑𝑊 =  𝐷0 [(
𝑅0

𝑅
)

12

− 2 (
𝑅0

𝑅
)

6

]     (3. 7)     

Here, R is the interatomic distance, R0 is the equilibrium distance and D0 corresponds to the 

equilibrium well depth.  

The expression for the electrostatic interactions in the Dreiding and Universal force fields are 

defined by classical Coloumbic terms (equation 3.8 and 3.9 respectively) 

     𝐸𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐
𝐷𝑟𝑒𝑖𝑑𝑖𝑛𝑔

=  𝐶
𝑞𝑖𝑞𝑗𝑅0

𝜀𝑅2     (3. 8) 

     𝐸𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐
𝑈𝑛𝑖𝑣𝑒𝑟𝑠𝑎𝑙 =  𝐶

𝑞𝑖𝑞𝑗

𝜀𝑅
     (3. 9)    

In these expressions, C is a constant for the unit conversion, qi and qj are the atomic charges in 

electron units, R is the interatomic distance (in Angstrom), ε is the dielectric constant and R0 is 

fixed to 1Å. In our forcefield simulations, the atomic charges are adapted from the ESP 

(electrostatic potential derived) charges calculated at the DFT level. Within DFT calculations, the 

ESP charges are generated by condensing the electron density and nuclear charges into partial 

atomic charges that reproduce the quantum-calculated electrostatic potential around the molecules. 

This scheme is widely used and considered as an optimal way to handle the interatomic 
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electrostatic interactions [38, 39]. Compared with vdW interactions described by the LJ potential, 

the calculation of electrostatic interactions is more expensive as it decays in a much slower way 

with respect to the interatomic distances. In other words, electrostatic interaction shows a long-

range character and still contributes significantly to the potential energy even at large separations 

of atoms. A traditional way to handle the computational cost of these two non-bonded interactions 

is to set a cut-off distance above which the interatomic vdW and electrostatic interactions are not 

considered. However, for calculations performed using periodic boundary conditions (more details 

given in section 3.1.3.3. Periodic boundary conditions) or where the electrostatic interaction is 

significant, the use of a cut-off distance can lead to computational errors [40] and artificial 

fluctuations of electrostatic energy. To overcome this limitation, the Ewald summation method 

[41] has been used for the vdW and electrostatic interactions in all our force field simulations, 

which can make the convergence of their associated energies more efficient. 

A unique advantage for the Dreiding force field is that the hydrogen-bonding interaction is 

described by a separate term in an explicit way:  

   𝐸𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛−𝑏𝑜𝑛𝑑𝑖𝑛𝑔 =  𝐷0[5 (
𝑅0

𝑅
)

12

− 6(
𝑅0

𝑅
)10]𝑐𝑜𝑠 4𝜑   (3. 10) 

This expression has a similar form as the vdW potential. The directionality of the hydrogen bonds 

is considered by the extra Cosine term. D0, R0 and R have the same physical meaning as in equation 

3.7 while φ is the bond angle between the hydrogen donor, the hydrogen atom and the hydrogen 

acceptor. 

3.1.2. Molecular Mechanics calculations 

Force fields provide us a way to evaluate the potential energy of a system as a function of its 

geometry (atomic positions). This is then exploited in the molecular mechanics calculations in 

order to optimize the geometry of a desired system. Through the energy, the forces exerted on 

atoms are determined by: 

      𝑓𝑖 = − 
𝜕𝑈

𝜕𝑟𝑖
      (3. 11) 

where U is the potential energy and ri represents the atomic positions. In a classical molecular 

mechanics calculation, an optimized geometry is then found as the potential energy minimum 

nearest to the initial structure on the basis of minimizing the atomic forces.  As an example, the 
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geometry optimization of a H2O molecule with respect to the length of one O-H bond is illustrated 

in Figure 3. 2. Here, one O-H bond is stretched on purpose from the equilibrium distance in the 

initial structure g1. During the optimization process, the bond length is adapted iteratively until 

the structure reaches the potential energy minimum located at g2.  

 

Figure 3. 2 Example of a geometry optimization procedure: the H2O molecule with a stretched O-H bond (g1) is optimized 

to the equilibrium structure g2 located at a potential energy valley. 

 

3.1.3. Molecular Dynamics (MD) simulations 

3.1.3.1. General principles 

One limitation for the MM simulations is that they only bring structures to the nearest local 

potential minimum from the initial structure. Once a local minimum is detected, the simulation 

stops. However, this becomes less accurate when the optimized structure of a complex system with 

many local potential minima needs to be determined. In other words, MM simulations are prone 

to be trapped in the local potential energy valleys. This is not the case for the MD simulations 

which allow the exploration of multiple potential energy valleys and generate different possible 

structures. In a MD simulation, the trajectories and velocities of individual atoms are calculated 

by iteratively applying classical Newtonian mechanics motion equations: 
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𝑓𝑖 = − 
𝜕𝑈

𝜕𝑟𝑖
 

     − 
𝜕𝑈

𝜕𝑟𝑖
=  𝑚𝑖

𝜕2𝑟𝑖

𝜕𝑡2       (3. 12) 

where U is the potential energy, ri and fi are the coordinates of and force exerted on the atom i. 

With given initial coordinates (normally from a database or previous MM simulations), the atomic 

forces and associated acceleration are calculated from the potential energy U. The initial velocities 

of atoms are generated from a temperature-dependent Gaussian distribution. Combining the initial 

coordinates, atomic forces (acceleration) and initial velocities, atomic trajectories can be calculated 

as a function of time. Practically, this is done by iterative integration of the equations of motion 

over a small time step ∆𝑡. There are many algorithms for this integration; the Verlet algorithm [42] 

is the most widely used and is also employed in the MD simulations performed in this work. The 

atomic coordinates, accelerations and velocities after a time step ∆𝑡  from the moment t are 

calculated as follows: 

    𝒓(𝑡 + ∆𝑡) = 𝒓(𝑡) + ∆𝑡𝒗(𝑡) +
∆𝑡2𝒂(𝑡)

2
    (3. 13)    

     𝒂(𝑡 + ∆𝑡) =  
𝒇(𝑡+∆𝑡)

𝑚
      (3. 14)    

    𝒗(𝑡 + ∆𝑡) = 𝒗(𝑡) +
1

2
∆𝑡[𝒂(𝑡) + 𝒂(𝑡 + ∆𝑡)]   (3. 15)   

This procedure is iterated until the MD simulations run over the desired time span from which we 

get the trajectories of the atomic system. 

 

3.1.3.2. Statistical ensembles 

The equations of motion implemented in the Verlet algorithm provide a way to calculate the atomic 

trajectories using MD simulations. However, in order to mimic a realistic environment as much as 

possible, external conditions of the MD simulations, for example the pressure and temperature, 

have to be controlled. This is achieved by using different types of statistical ensembles such as 

NVT, NPT, NVE, where different physical quantities are held constant. In the microcanonical 

ensemble (NVE), the number of particles N, volume V and the total energy of the system E are 

constant. NVT (canonical) and NPT (isobaric) ensembles share some common features. First, the 
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number of particles N is fixed. Then both NVT and NPT ensemble allow the system to exchange 

thermal energy with an external thermal source (called thermostat in MD simulations) so the 

temperature T is kept constant during the simulations. The difference is that in NVT ensemble, the 

volume V of the system is kept constant, while in the NPT ensemble, the volume is allowed to 

change but the pressure of the system is controlled at a constant value by coupling the system to a 

pressure bath (barostat). Because of this feature, the NPT ensemble enables the system to converge 

to a well-defined density value.  

The MD simulations carried out in this work are performed in the NVT or NPT ensemble. For the 

NVT ensemble, the Nose-Hoover-Langevin (NHL) thermostat [43] is used as it allows a more 

efficient convergence to the required temperature. The pressure control in NPT simulations is 

achieved by the Parrinello-Rahman barostat [44, 45]. In this case, both the volume and shape of 

the simulation cell are allowed to change. Compared with other barostats, such as the Andersen 

[46] and Berendsen [47] barostat where only the volume is allowed to change, the Parrinello-

Rahman barostat introduces a more natural relaxation of the molecular systems without any 

geometry constrains. 

 

3.1.3.3. Periodic boundary conditions 

All MD simulations performed in this work employ periodic boundary conditions (PBC). The PBC 

approach is an infinite replication of the simulation cell in all Cartesian directions, along which 

the atoms get translated. All periodic lattices have identical motifs; for every particle leaving the 

main simulation cell, an identical particle enters from the opposite side of the simulation cell. One 

big advantage of using PBC in the simulations is that the edge effects such as the presence of 

vacuum or a solid wall are avoided [48], making simulations of periodic crystal systems more 

realistic. This is also very useful and efficient for the simulations of molecular adsorption (e.g. 

SAMNs on surfaces) as the infinite surface can be represented by a much smaller but periodic 

simulation cell, which clearly decreases the total computational cost. Note that in that case, the 

simulation box comprises a vacuum or solvent slab above the molecular adsorbate to better 

represent the real situation, which also avoids the artificial interactions between the surfaces in the 

periodic cells. In our MM/MD simulations, the geometry of the substrate is frozen as the 

physisorption of molecules is not expected to affect the substrate structure. 
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Figure 3. 3 shows an example of the use of PBC in modelling the adsorption of PbPc molecules 

on the graphite surface. Here, each periodic simulation cell is bounded by the white square and 

molecules in each cell move in exactly the same way. In such manner, the molecules can be seen 

as moving on an infinite surface but for the simulation, just one cell is already enough.  

 

Figure 3. 3 Modelling the adsorption of a lead-phthalocyanine molecule on the graphite surface with PBC. Only 9 periodic 

cells are shown but the system actually extends to infinity. 

 

3.2. Density functional theory (DFT) 

The MM and MD simulations are efficient approaches to study the structural and energetic features 

of the SAMNs and SIPs for organic molecules. However, as discussed above, the accuracy of these 

simulations is completely dependent on the parameters employed by the force field to describe the 

intra- and intermolecular interactions. One classical way to generate these parameters is to perform 

ab-initio calculations based on the quantum mechanical formalism on small model systems. 



55 

 

Besides, the explicit description of the electronic structure in the ab-initio calculations provides 

extra valuable information that is not accessible through the MM/MD simulations, e.g. the 

electronic densities and orbitals, which are extremely useful as they can be compared directly to 

the experimental STM images. These advantages make the combination of ab-initio and MM/MD 

simulations a robust strategy to perform computational studies on the 2D to 3D crystallization of 

organic molecules. In this work, all ab-initio calculations are carried out within the DFT 

framework and the principles of DFT calculations are detailed in the following sections.  

 

3.2.1. Schrödinger equations 

The core equation we need to solve for the description of the electronic states of a system is the 

Schrödinger equation: 

   �̂�Ψ(𝒓1, … 𝒓𝑛, 𝑹1, … 𝑹𝑁) = 𝐸Ψ(𝒓𝟏, … 𝒓𝑛, 𝑹𝟏, … 𝑹𝑁)   (3. 16) 

where Ψ is the full wavefunction of the system, which depends on the positions of n electrons and 

N atomic nuclei. �̂� is the Hamiltonian operator written in atomic units as: 

  �̂� =  − ∑
1

2
𝛻𝑖

2𝑛
𝑖=1 − ∑

1

2𝑀𝐼
𝛻𝐼

2𝑁
𝐼=1 − ∑

𝑍𝐼

|𝒓𝑖−𝑹𝐼|
+ ∑

1

|𝒓𝑖−𝒓𝒋|
+ ∑

𝑍𝐼𝑍𝐽

|𝑹𝐼−𝑹𝐽|𝐼<𝐽𝑖<𝑗𝑖,𝐼   (3. 17)     

In this Hamiltonian operator, the first two terms represent the kinetic energy of the electrons and 

atomic nuclei, respectively. The third, fourth and fifth term corresponds to the electron-nuclear, 

electron-electron and nuclei-nuclei interaction potential, respectively. However, with this form of 

Hamiltonian operator, it is too complicated to solve the wavefunction from equation 3.16. The first 

approximation used for the simplification is the famous Born-Oppenheimer approximation [49]. 

It is based on the fact that the atomic nuclei are much heavier than the electrons, which makes it 

reasonable to decouple the movements of the electrons from the nuclei and suppose the electrons 

move near nuclei located at fixed positions. This simplification is important in two aspects: the 

kinetic operator for the atomic nuclei in equation 3. 17 can be neglected and the nuclear-nuclear 

interaction potential (last term in equation 3. 17) is reduced to a constant. In this way, the total 

Hamiltonian is simplified to the electronic Hamiltonian, which depends only on the positions of 

the electrons:  



56 

 

(3. 18) 

The electronic wavefunctions are then to be solved from the following equation: 

    𝐻𝑒𝑙𝑒�̂�𝜑(𝒓, 𝑹) = 𝐸𝑒𝑙𝑒𝑐𝜑(𝒓, 𝑹)     (3. 19) 

where 𝑹 represents the given positions of the atomic nuclei. 

For a set of atomic nuclei at given positions, the electron configuration with the lowest energy is 

defined as the ground state of the electrons. Finding the ground state of the electrons is a key task 

in ab-initio calculations as it is directly related to many molecular and materials properties, such 

as the density of states, the spatial and energetic distribution of the molecular orbitals and the 

chemical reactivity. In practice, the positions of the atomic nuclei under which the ground state of 

the electrons is to be determined, can be acquired using different ways, for instance, a previously-

run MM/MD simulation, a crystal structure database or an iterative adaption of the starting 

geometry until certain convergence criteria are satisfied. The last approach is similar to the 

geometry optimization performed using MM.  

 

3.2.2. Electron Density 

In the previous section, we gave a short introduction to the Schrödinger equation from which the 

electron wavefunction of a system can be solved. There are several circumstances where the 

Schrödinger equation can be solved exactly, such as the particle in a box or harmonic oscillator 

[50]. However, the scenario we are interested in, where multiple electrons interact with multiple 

atomic nuclei, is much more complicated. A complete Schrödinger equation in this case is a 

combination of eq 3.18 and 3.19: 

  [− ∑
1

2
𝛻𝑖

2𝑛
𝑖=1 − ∑

𝑍𝐼

|𝒓𝑖−𝑹𝐼|
+ ∑

1

|𝒓𝑖−𝒓𝒋|
 𝑖<𝑗𝑖,𝐼 ] φ(𝒓1, … 𝒓𝑛) = Eφ(𝒓1, … 𝒓𝑛) (3. 20)    

In the first term on the left side of the equation, we have operators for the kinetic energy of the 

electrons, the electron-nuclei interaction potential and the interaction potential between electrons, 

respectively. The full wavefunction φ is a function of the spatial coordinates of each electron and 
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E is the ground state energy of the system. The full electron wavefunction φ can be approximated 

as a product of individual electron wavefunctions as: 

    φ =  𝜑1(𝒓)𝜑2(𝒓), … , 𝜑𝑛(𝒓)      (3. 21)       

and this form of approximation is known as the Hartree product. In real systems (e.g. molecules 

or crystals), the number of electrons is considerably large. For each electron, its individual 

wavefunction is a 3-dimensional function and this makes the dimension of the full electron 

wavefunction equal to 3n. Taking a single H2O molecule as an example, its full wavefunction is a 

30-dimensional function (3 dimensions for each of the 10 electrons). Such high dimension makes 

it impossible to find a full wavefunction solution to the Schrödinger equation directly. 

Another hindrance to solve the Schrödinger equation comes from the electron-electron interaction 

potential in the Hamiltonian (see eq. 3.20). The form of this contribution means that each 

individual electron wavefunction 𝜑𝑖(𝑟) can only be found with simultaneous considerations of the 

individual electron wavefunctions for all other electrons. From this perspective, the Schrödinger 

equation is a typical many-body problem that cannot be solved exactly. 

We have seen that finding a full wavefunction solution directly to the Schrödinger equation is an 

untractable task. One thing to notice is that the electron wavefunctions are not measurable 

observables. Instead, what can be measured is the probability of n electrons existing at a specific 

set of coordinates, 𝒓1, 𝒓2, … 𝒓𝑛. This probability is directly related to the electron wavefunctions, 

which equals to 𝜑∗(𝒓1, 𝒓2, … 𝒓𝑛)𝜑(𝒓1, 𝒓2, … 𝒓𝑛)  with the asterisk representing a complex 

conjugate. Moreover, the electrons are not distinguishable, meaning the actual quantity of interest 

is the probability that n electrons (in any order) have coordinates 𝒓1, 𝒓2, … 𝒓𝑛. A quantity closely 

related to this is the density of electrons at a particular position ρ(r), which can be written as a 

function of individual electron wavefunctions: 

ρ(𝐫) = ∑ 𝜑𝑖
∗(𝒓)𝜑𝑖(𝒓)𝑖       (3. 22) 

and the probability Ρ of finding an arbitrary electron at position r is simply equal to: 

Ρ =  ρ(𝐫)𝑑𝒓      (3. 23) 

In equation 3. 22, the summation goes over all individual electron wavefunctions occupied by the 

electrons. Each term inside the summation represents the probability to find an electron in 

wavefunction 𝜑𝑖 located at the position r. The concept of electron density is the core of DFT as it 
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illustrates that the electron density ρ(𝐫), which is a function of only three variables (x, y, and z), 

contains valuable information that is related to the full wavefunction solution of the Schrödinger 

equation, which is a function of 3n coordinates. In the next section, we will discuss two of the most 

important theorems that connect the electron density to the problem of finding a solution for the 

Schrödinger equation and build the fundamentals for the practical use of DFT.  

 

3.2.3. Hohenberg-Kohn theorems 

In mid-1960s, Hohenberg and Kohn put forward two essential theorems [51] that actually 

formulate the practical use of the electron density theory. The first theorem is expressed as follows:  

The electron density uniquely determines the Hamiltonian operator and consequently the 

wavefunctions and all electronic properties of the system. 

The importance of this theorem lies in the fact that it provides a new way to solve the Schrödinger 

equation by finding a solution as a function of electron density, which is a function of three spatial 

coordinates, instead of a function with 3n variables. The second Hohenberg-Kohn theorem makes 

a step further and defines an important property of the functional: 

The electron density that minimizes the energy of the overall functional is the density 

corresponding to the solution of the Schrödinger equation and to the ground state of the system. 

From the first theorem, we know that all properties of the system can be described as a functional 

of the electron density and it confirms the existence of an electron-density functional that can be 

used to solve the Schrödinger equation while the second theorem gives a clear answer to the 

question “which electron density are we looking for?”.  

Practically, it is possible to write the total electronic energy associated with the electronic 

Hamiltonian (eq. 3. 18) as a functional of the electron density: 

    E(ρ) = 𝑇[𝜌(𝒓)] + 𝑈[𝜌(𝒓)] + ∫ 𝑣𝑒𝑥𝑡(𝒓)𝜌(𝒓)𝑑𝒓    (3. 24) 

The terms on the right side are the electron kinetic energies, the Coulomb interactions between 

pairs of electrons and the Coulomb interactions between the electrons and the nuclei, respectively. 

Nevertheless, a practical problem when using this equation is that there is no available analytical 

expression to describe the kinetic energy of many electrons interacting with each other. This issue 
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is overcome by Kohn and Sham in 1960s and their solution is detailed in the following paragraph.  

 

3.2.4. Kohn-Sham equations 

As discussed above, the Hohenberg-Kohn theorems build an explicit correlation between the 

electron density and the solution to the Schrödinger equation of many-electron systems. After that, 

Kohn and Sham [52] proposed a mathematically feasible way to find the correct electron density 

that corresponds to the ground state of the system. In this approach, the real system with n 

interacting electrons is simplified to an imaginary system with n independent electrons. The full 

wavefunction of the ground state of the system is then described as the Slater determinant made of 

n/2 spatial orbitals (according to Pauli principle, each spatial orbital can accommodate two 

electrons with opposite spins) of the individual electrons.  

This simplification allows to build a set of Schrödinger equations in which each equation describes 

a single electron. This set of equations is called Kohn-Sham equations and every equation has the 

following form:  

   [−
ℏ2

2𝑚
𝛻𝑖

2 + 𝑉𝑒𝑥𝑡(𝒓) + 𝑒2 ∫
𝜌(𝒓′)

|𝒓−𝒓′|
𝑑𝑟′ + 𝑉𝑥𝑐(𝒓)] 𝜑𝑖 = 𝜖𝑖𝜑𝑖  (3. 25)       

On the left side of the equation, there are three types of potentials, 𝑉𝑒𝑥𝑡, 𝑒2 ∫
𝜌(𝒓′)

|𝒓−𝒓′|
𝑑𝒓′ and 𝑉𝑥𝑐. The 

first potential represents the interaction between the electrons and the atomic nuclei. The second 

is called the Hartree potential, which describes the Coulomb potential between electrons, and the 

last term, named exchange-correlation potential, is used to cover all differences between the real 

interacting system and the fictitious non-interacting system. 

The solutions of the Kohn-Sham equations 𝜑𝑖 are then used to calculate the electron density ρ of 

the original “true” system via equation 3. 22. However, it must be noticed here that the potentials 

used to solve the Kohn-Sham equations, like the Hartree potential and the exchange-correlation 

potential, actually depend on the electron density ρ, therefore also on the 𝜑𝑖 which are actually the 

unknown solutions of the Kohn-Sham equations. Accordingly, the Kohn-Sham equations have to 

be solved in an iterative manner, as shown in Figure 3. 4. Such iterative methodology to find the 

solution of the Kohn-Sham equations is also called the self-consistent field (SCF) method. The 

SCF procedure starts from defining an initial, trial electron density, 𝜌𝑖𝑛(r). The effective potential 
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𝑉𝑒𝑓𝑓(𝒓) is then calculated based on that initial electron density and this enables to solve the Kohn-

Sham equations, obtaining the eigenvalues 𝜖𝑖 and wavefunctions 𝜑𝑖. Following this, the updated 

electron density 𝜌𝑜𝑢𝑡 (r) is calculated. The termination of the SCF procedure is based on the 

comparison between the input and updated electron density. Once the difference between these 

two densities is smaller than a pre-defined convergence criterion, the SCF calculation is stopped 

and the electron density at current SCF cycle is exported. The calculated electron density together 

with the wavefunctions obtained from the Kohn-Sham equations can be then used to calculate 

other properties of interest. 
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Figure 3. 4 Flow chart of SCF method used for solving the Kohn-Sham equations. 

 

3.2.5. Exchange-correlation functionals 

One critical point to solve the Kohn-Sham equations is that the exchange-correlation potential 

𝑉𝑥𝑐(𝒓) has to be specified. This is not an easy task since, in most cases, the true form of the 

exchange-correlation potential is actually not known. The only situation where the exchange-

correlation potential can be derived explicitly is for the uniform electron gas (UEG) [52]. In that 
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case, the electron density is constant in space: 

     𝜌(𝒓) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡     (3. 26)    

This situation does not seem very useful because the electron density in any real molecule/material 

is certainly non-uniform. However, the UEG model provides a practical way to solve the Kohn-

Sham equations. This is done by setting the exchange-correlation potential at each position to be 

the known exchange-correlation potential of the UEG with the same electron density observed at 

that position: 

     𝑉𝑥𝑐(𝒓) = 𝑉𝑥𝑐
𝑈𝐸𝐺[𝜌(𝒓)]     (3. 27) 

Here, only the local electron density is used to approximate the exchange-correlation functional 

employed in the Kohn-Sham equations; therefore it is named as the local density approximation 

(LDA). That approximation enables to build Kohn-Sham equations completely and then find a 

solution to the Schrödinger equation.  

The LDA is not the only approximation that has been used to estimate the true form of the 

exchange-correlation functional. Another representative class of the approximation beyond LDA 

is the generalized gradient approximation (GGA), where information from both the local electron 

density and the local gradient of the electron density are used. Mathematically, it can be written 

as:  

     𝑉𝑥𝑐
𝐺𝐺𝐴(𝒓) = 𝑉𝑥𝑐[𝜌(𝒓), 𝛻𝜌(𝒓)]    (3. 28) 

Compared with LDA, the formulation of GGA is richer because there exist several ways to include 

the information from the gradient of the electron density. Two of the most representative GGA 

functionals are the Perdew-Wang functional (PW91) [53] and the Perdew-Burke-Ernzerhof 

functional (PBE) [54]. In addition to the GGA functionals in which additional information from 

the gradient of the electron density is considered, more sophisticated functionals have been 

developed, using extra physical information related to the electron density, for example, the Meta-

GGA [55-57] where the second order derivative of the electron density is also involved. 
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3.2.6. The nuts and bolts of the DFT 

Up to now, we have discussed how DFT simplifies the long-standing problem of solving the 

Schrödinger equation for a many-electron system. In practice, there are other important concepts 

that need to be understood to perform the DFT calculations. 

 3.2.6.1 Basis sets 

One important aspect to consider in any DFT calculation is which type of basis set is employed. 

The basis set is a set of mathematical functions used to represent the electron wavefunctions 

obtained from the Schrödinger equation. Generally speaking, current DFT simulation packages 

employ either spatially-localized functions or spatially-extended functions as the basis set, 

depending on the system of interest being isolated molecules or periodic crystals. For isolated 

molecules, their wavefunctions or electron densities decay to zero far from the molecule. This 

makes them very suitable to be described by spatially-localized functions. A schematic example 

of using spatially-localized functions as the basis set of wavefunctions is shown in Figure 3. 5. 

 

Figure 3. 5 Schematic diagram illustrating the usage of spatially-localized functions as the basis set, adapted from [50]. 
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where  𝑓1(𝑥) = exp(−𝑥2) 

 𝑓2(𝑥) = 𝑥2exp(−𝑥2/2) 

 𝑓3(𝑥) =
1

10
𝑥2(1 − 𝑥)2exp (−

𝑥2

4
) 

  𝑓(𝑥) =  𝑓1(𝑥) + 𝑓2(𝑥) + 𝑓3(𝑥) 

In this example, 𝑓1 , 𝑓2 , and 𝑓3  are typical spatially-localized functions whose value rapidly 

approaches zero at large values of |𝑥|. The idea behind this example is to show that the overall 

function 𝑓(𝑥) can be defined by a combination of multiple independent functions with different 

spatial extension, symmetry and other features. Here, we can say that 𝑓1, 𝑓2, and 𝑓3 form a basis 

set of the overall function 𝑓(𝑥). Similarly, the electron wavefunctions in the DFT calculations are 

also represented by a set of pre-defined functions that constitute the basis set. These electron 

wavefunctions are then combined to build the wavefunctions of the whole system, i.e. the 

molecule.  

It is also possible to define the basis set by a set of spatially-extended functions, which is more 

suitable and convenient for the study of bulk materials, such as the crystals or surfaces where the 

wavefunction is periodic and extends infinitely in space. One schematic example to show this idea 

is depicted in Figure 3.6.  

 

Figure 3. 6 Schematic diagram illustrating the usage of spatially-extended functions as the basis set, adapted from [50]. 
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where  𝑓1(𝑥) =  𝑠𝑖𝑛2(
𝜋𝑥

4
) 

 𝑓2(𝑥) =  
1

3
𝑐𝑜𝑠2(

𝜋𝑥

2
) 

 𝑓3(𝑥) =  
1

10
𝑠𝑖𝑛2(𝜋𝑥) 

 𝑓(𝑥) =  𝑓1(𝑥) + 𝑓2(𝑥) + 𝑓3(𝑥) 

The overall function is periodic where: 

𝑓(𝑥 + 4𝑛) =  𝑓(𝑥) 

with n an integer. Again, the overall function 𝑓(𝑥) is represented by three basis set functions with 

different shapes and periodicities.  

In both cases, more individual functions can be added to the basis set, which makes the description 

of the wavefunction as accurate as possible. A larger basis set with more individual functions, 

however, inevitably increases the computational cost of the DFT calculations. Therefore, it is 

always more efficient to select a basis set that has a good compromise between the computational 

cost and accuracy.  

3.2.6.2 Pseudopotentials  

For atoms with many electrons or large molecules, the DFT calculations require a very large 

number of basis functions to describe their wavefunctions with good accuracy. This problem is 

partly solved by introducing pseudopotentials that reduce the number of electrons considered in 

the calculations. In general, the electrons of atoms are divided into core electrons and valence 

electrons. The core electrons are closer and strongly bound to the nucleus; therefore they contribute 

only marginally to the interactions between atoms. In contrast, the valence electrons are 

responsible for many properties of the system, for example, the breaking and formation of 

chemical bonds between atoms. The prototype of the pseudopotential, namely the frozen core 

approximation [58-61], is based on this difference. In this approximation, only the valence 

electrons are treated explicitly in the calculations while the nucleus and core electrons are frozen 

and considered as a pseudo-ion. This approximation is further extended by the concept of 

pseudopotential, in which the frozen core is replaced by an effective ionic potential. In this way, 

the number of electrons that need to be taken into account in the calculations is decreased 

dramatically, enabling a much more efficient treatment for larger systems. 
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3.2.7. DFT and STM image simulations 

One of the major applications of the DFT calculations in this thesis is to simulate the STM images 

of molecules adsorbed on graphite and compare them to the experimental data. This enables a 

more comprehensive understanding of the experimental images and the structural features of the 

SAMNs. The STM image simulations are performed at the DFT level using the SIESTA software 

package [62] where a meaningful mapping between the experimental settings (e.g. bias voltage 

Vbias) and the computational parameters is available. More specifically, the simulated STM images 

are generated based on the Tersoff-Hamann approximation [63]. We have focused on simulating 

images at negative sample bias (tunneling electrons flow from the substrate/adsorbate to the tip of 

STM) since the corresponding experimental images are acquired under the same condition. In the 

Tersoff-Hamann approximation, an explicit computational description is given to the tunneling 

current 𝐼𝑐, which is the measured quantity in a real STM:   

     𝐼𝑐 = 𝐶 ∫ 𝜌(𝒓, 𝐸)𝑑𝐸
𝐸𝑓

𝐸𝑓+𝑒𝑈
    (3. 29)   

Here, C is a prefactor depending on the characteristics of the tip, 𝐸𝑓 is the Fermi energy of the 

sample, and 𝜌(𝒓, 𝐸) is the local density of electronic states of energy E. This equation shows that 

the tunneling current 𝐼𝑐 in STM is proportional to the integrated local density of states (iLDOS). 

An alternative way to write this equation is using the Kohn-Sham individual electron 

wavefunctions: 

     𝐼𝑐 = 𝐶 ∑ |𝜑𝑖(𝒓0)|2𝑛
𝑖=1      (3. 30)    

where 𝜑𝑖(𝒓0) is an electron wavefunction with energy 𝜖𝑖 at the position of the STM tip 𝒓0. The 

number of wavefunctions involved in the summation, n, is dependent on the condition 𝜖𝑖 − 𝐸𝑓 ≤

𝑒𝑉𝑏𝑖𝑎𝑠. In this way, by using the Tersoff-Hamann approximation, the experimental bias voltage 

𝑉𝑏𝑖𝑎𝑠 is directly linked to the eigenvalues of the electron wavefunctions calculated from the DFT 

simulations and determines the energetic range of the wavefunctions that contribute to the STM 

images [24]. This demonstrates a way to connect the experimental STM image with the 

wavefunctions of the substrate-SAMNs supersystem that describe the electronic states of the 

substrate and molecular adsorbates. It is these features that make STM image simulation a valuable 

tool to have deeper insights about the structure and electronic properties of SAMNs on substrates.   

In this chapter, we reviewed two types of computational-chemistry simulation methodologies that 
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are employed in the work of this thesis: force field simulations and DFT calculations. Both play a 

very significant role in understanding the assembly of organic molecules from 2D to 3D from the 

following perspectives: i) covering aspects that are not accessible by the experimental 

investigations; ii) providing valuable information that helps us to gain a deep insight about the 

experimental results and iii) guiding experimental work a priori based on the output of the 

modelling. In the following “result and discussion” chapters of this thesis, we show how these 

advantages are exploited in studying SAMNs and SIPs of several types of organic molecules. 
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Chapter 4  

Unravelling the nature of peculiar molecular 

self-assemblies at the solid/liquid interface: A 

theoretical study on an alkylated 

tetrathiafulvalene derivative 

 

 

 

The work presented in this chapter is mainly adapted from the upcoming publication: Catarina L. 

Delfino#, Hao Yansong#, Andrea. Minoia, Kunal S. Mali, Steven De Feyter, Yves Henri Geerts, 

Sandra Van Aert, Roberto Lazzaroni. “Unravelling the nature of peculiar molecular self-

assemblies at the solid/liquid interface: A experimental/theoretical study on an alkylated 

tetrathiafulvalene derivative”  
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As discussed in Chapter 2, the study of SAMNs of organic molecules on surfaces has flourished 

over the past decades and it is considered as one of the most important aspects of the 

supramolecular chemistry. In this chapter, we go beyond the traditional SAMNs which contain 

only a single layer of molecules adsorbed on surfaces. We investigate the multilayer self-assembly 

for a selected derivative of tetrathiafulvalene (TTF): tetrakis-octadecylthio-tetrathiafulvalene              

(TTF-(SC18)4, TODT-TTF, see Figure 4. 1) with a joint STM/molecular modeling approach. This 

molecule is an important building block for OSCs. The chapter begins with a general introduction 

over the TTF molecules and its derivatives. Following that is the description for the STM images 

of TODT-TTF self-assemblies, which shows many peculiar features. The rest of this chapter 

focuses on the modeling work we have performed in order to understand the self-assembly 

behaviors of the TODT-TTF molecule. Here, besides the fundamental interest of understanding 

the self-assembly of TTF derivatives, this study is also a steppingstone to move from SAMNs (2D 

crystallization) towards SIPs (thin film crystallization in 3D), which will be described in chapter 

5. 

 

Figure 4. 1 Molecular structure of TODT-TTF 

4.1. Tetrathiafulvalene derivatives: from self-assembled molecular networks to 

multilayer structures  

As of the first synthesis in 1970s [1], the TTF molecule and its abundant derivatives (TTFs) have 

been studied extensively and considered as very attractive materials for molecular electronics [2-

5]. For this reason, TTFs are active components in different applications, including the synthesis 

of metal-organic frameworks with improved catalytic properties [6] and the preparation of charge 

transfer complexes or superconducting salts [7-9]. Nowadays, TTFs are often synthesized in the 

form of crystalline thin films with a thickness ranging from the thinnest SAMNs to tens-of-

nanometers, which are then incorporated in semi-conducting devices as active layers [10-14]. It is 

essential to understand and control the molecular packing of TTFs in the thin films because of its 

close relation with many key properties of the materials (e.g. charge mobility) that determine the 
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performance of the semi-conducting devices. 

Many STM studies have been carried out on SAMNs of TTFs in order to determine their 

molecular-scale structures [9, 15-17]. The self-assembly behavior of TTFs is found to be governed 

by many factors, for example, the preparation methods (evaporation in UHV or deposition from 

solution in ambient conditions) [18], the type of solvents in case molecules self-assemble at the 

solution/substrate interfaces [19] and the type of functional groups on the TTF core [20]. A key 

motivation to study the self-assembly process of TTFs is that the molecular packing/crystal 

structure in the grown thin films can be potentially templated by the SAMNs, opening new 

opportunities in controlling the crystal structure of the thin films. Such correlation has been 

claimed by Fu et al., but only inferred from a simple structure comparison [21]. In practice, it 

remains challenging to understand the correlation between the SAMNs and thin films. A good 

starting point for this purpose is to investigate the multilayer molecular self-assemblies on surfaces, 

which can be considered as a bridging stage between the SAMNs and the thin films (and potentially 

the SIPs). The study on such multilayer self-assemblies can contribute to a better understanding 

over the 2D to 3D crystallization of the organic molecules.  

Structural characterization of multilayer assemblies is however not straightforward. Both STM and 

X-ray diffraction techniques (working principles discussed in chapter 2) have their own 

bottlenecks. In STM, the scanning probe is normally only a few Angstroms from the surface. 

Therefore, it can easily disturb or even destroy the assembled multilayers. In addition, the contrast 

of STM images for multilayer assemblies is more complicated, hindering a straightforward 

interpretation of the recorded images. Despite these impediments, efforts were still made to 

understand the self-assembly behavior of organic molecules beyond the monolayers using STM. 

Several studies focused on the formation of bi-layer assemblies using host-guest chemistry [22-

24]. Others have investigated the dependence of multi-layer assembly structures on the solution 

concentration [25], external electric field [23] and foreign molecules [26]. Nevertheless, all these 

studies suffer from poor STM image resolution due to the fragility of the self-assembled 

multilayers under the STM tip, making it difficult to understand the molecular adsorption 

conformations and organizations within the assembly. In parallel, thin film X-ray diffraction 

techniques face other challenges. For instance, due to the limited amount of material, the signal 

intensity collected in X-ray diffraction measurements can decrease significantly. This makes it 

difficult to determine the structure of multilayer self-assemblies by thin film X-ray diffraction. In 
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order to bridge this gap regarding the structural characterization of multilayer self-assemblies, we 

have chosen TODT-TTF as an example to study its self-assembly behavior for both monolayer 

and bi-layer. Self-assembled monolayers and bi-layers of TODT-TTF were prepared at the 

solution/HOPG interface. Then, in-situ STM was employed to probe the molecular organization 

within these assemblies. Images with sub-molecular level resolution were successfully acquired 

for both the monolayer and bi-layer assemblies. Combined with DFT and force field calculations, 

a comprehensive understanding of the molecular adsorption conformation and molecular packing 

of these assemblies is obtained. In this way, we gain an integrated view over the assembly behavior 

of TODT-TTF at the solution/HOPG interface. Despite the fact that structural features are only 

revealed up to the bi-layer assembly, this is already a step further to unravel the crystallization of 

organic molecules on surfaces from 2D to 3D and to understand the formation of SIPs. More 

importantly, our work proves the possibility of studying multilayer self-assembly using STM, 

which overcomes the traditional limitations in the STM community and paves a way to study more 

complicated assembly behavior of organic molecules on surfaces.  

4.2. Experimental STM measurements on TODT-TTF layers 

Figure 4. 2 shows the highly ordered self-assemblies of TODT-TTF that form at the 1-

phenyloctane(1-PO)/HOPG interface (self-assemblies prepared by Catarina Delfino from KU 

Leuven, see Appendix 4.1 for more experimental details). These assemblies contain defect-free 

domains that extend over several hundred squared nanometers. Some peculiar features can be seen 

directly from these STM images:  

- 1) Three different types of objects are observed: (i) single or (ii) double-blob objects in the 

monolayer assembly and (iii) uniform rectangular-shaped objects in the bi-layer assembly;  

- 2) The long-range arrangement of molecules differs between the monolayer and bi-layer 

assembly, which is evidenced by their rather different lattice parameters. For the monolayer 

assembly, the lattice parameters are: a=222Å, b=382Å and α=734° while the lattice 

parameters of the bi-layer assembly are: a=191Å, b=291Å and α=755°.   

As discussed in chapter 2, the contrast of STM images is directly related to the adsorption 

conformation of the molecules on the surfaces. It is therefore hypothesized that the TODT-

TTF molecules display different conformations in the monolayer/bi-layer assembly, which can 

then lead to different packing motifs. These intriguing features clearly show the complexity of 
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the molecular self-assembly process on the surfaces and the interest of studying this process in 

order to understand the packing behavior of molecules and the origins of SIPs. 

 

Figure 4. 2 STM images of TODT-TTF monolayer (a, b) and bi-layer (c, d) self-assembly at the 1-PO/HOPG interface. The 

unit cells are overlaid on the STM images. Imaging parameters: Iset = 0.05 nA    0.09 nA, Vbias = -0.9V. Images obtained 

by Catarina Delfino from KU Leuven. 

4.3. Force field optimization for the TODT-TTF molecule 

In order to better understand the origin of different features observed in the monolayer/bi-layer 

assemblies and determine the adsorption conformation of TODT-TTF on the HOPG substrate, 

elaborate molecular modelling studies are performed, including force field calculations and STM 

image simulations on the basis of the DFT formalism. On the one hand, force field simulations 

allow a comparison of the energetic stabilities of different adsorption conformations. It also 
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enables us to investigate the packing motifs of the molecules by modelling the self-assembly 

directly, which is too time-consuming for the DFT calculations. On the other hand, the simulated 

STM images can be directly compared to their experimental counterparts, bringing us extra 

indications for the molecular adsorption conformations. As discussed in section 3.1, the reliability 

of force field simulations relies completely on the parameters used to describe the intra- and 

intermolecular interactions. In this section, we discuss how a suitable force field is selected and 

adjusted for the TODT-TTF.  

In previous studies, F. Gao [27] and L. Wang [28] have reported that the simplest alkylated thiol-

TTF molecule, tetrakis-methylthio-tetrathiafulvalene (TMT-TTF), shows a non-planar geometry 

with a boat-like shape. This has been verified in our own DFT calculations (See Figure 4. 3). Since 

the length of alkyl side chains is not expected to affect the geometry of the TTF core, the              

TODT-TTF molecule that is used in our experiments should keep the same boat-like shape.   

 

Figure 4. 3 (a) Molecular structure of TMT-TTF. (b, c) Top and side view of the DFT-optimized TMT-TTF molecule, with 

the non-planarity represented by the torsion angle φ. In total, there are four equivalent torsion angles across the TTF core. 

Only one is shown here for better visual clarity. DFT calculations performed with the Gaussian 16 package, using B3LYP 

exchange-correlation functional and the 6-31+G(d) basis set. 

As a comparison, the geometry of TMT-TTF was also optimized by different force fields 

implemented in the BIOVIA Materials Studio software package. However, all of them predict the 

molecule to be completely planar. Such disagreement means that the force fields have to be 

modified before being used in the simulations of any alkylated thiol-TTF molecules. In this case, 

it is difficult to modify specific force field parameters directly to reproduce the correct molecular 

geometry since the non-planarity of TODT-TTF is not controlled by any individual potential. 

Instead, it is a result of several highly-coupled bending and torsion potentials across the TTF core 

(see the definition of force field potentials in section 3.1.1). Because of this situation, an alternative 

modification is used in all of the force field simulations: an additional restraint potential is applied 

on the torsion angle φ and its three equivalents. These restraints are harmonic potentials with the 

equilibrium angle at φ0 = 160° (value from the DFT-optimized structure) and a force constant of 
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k0 = 25 kcal/mol/°. The functional form of these harmonic restraints are: 

𝐸𝑟𝑒𝑠𝑡𝑟𝑎𝑖𝑛𝑡 =  
𝑘0

2
(𝜑 − 𝜑0)2 

In this way, an energy penalty is applied when the molecule planarizes and the molecular core is 

forced to preserve the boat-like shape as it is revealed by the DFT optimizations. However, it must 

be noted that using harmonic restraints on these torsions is only an empirical way to reproduce the 

correct molecular geometry. For this reason, more tests were performed to guarantee a suitable 

stiffness of these restraints. 

These tests were done by modelling the adsorption of TMT-TTF on the HOPG substrate using the 

Universal force field [29, 30] with the above-mentioned harmonic restraint applied. This force 

field has been used to model a variety of TTFs in a previous study [20]. The alkylated thiol-TTFs 

with longer alkyl chains, e.g. the TODT-TTF studied in our experiments, are not used in these tests 

since we want to avoid any disturbances from the long alkyl chains on the adsorption 

conformations. In other words, before moving to more complex situations, it needs to be ensured 

that the core stiffness of the alkylated thiol-TTF can be correctly described by the force field. The 

comparison of the adsorption geometries is summarized in Figure 4. 4. Again, we use DFT-

optimized structure as a reference for our force field simulations. 

 

Figure 4. 4 Adsorption of TMT-TTF on the HOPG substrate: (a) Input structure. (b) DFT-optimized structure and (c) 

Force field optimized structure. DFT optimizations performed with the SIESTA software package. Atomic charges of TMT-

TTF used in the force field simulations are adapted from the ESP charges calculated at the DFT level (Gaussian 16, B3LYP 

functional and the 6-31+G(d) basis set). HOPG substrate is shown underneath the adsorbed molecule. 

Here, only the “core-up” (‘capsized boat’) conformation (see Figure 4. 4 (a)) is optimized since it 
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provides the best way to assess the rigidity of the restrained molecules. With the DFT formalism, 

the molecule readily gets planar when interacting with the HOPG surface (Figure 4. 4 (b)); this is 

also the case when the optimization is performed with the modified force field (Figure 4. 4 (c)). 

This comparison shows that, with a force constant of 25 kcal/mol/°, the planarization of the 

adsorbed TMT-TTF observed in the DFT-optimized structure is successfully reproduced by the 

force field simulations, confirming the reliable description of the molecular adsorption geometry 

by the modified force field. Stiffer restraints with higher force constant k0 were also tested. 

However, the planarization of the adsorbed molecule is very limited in those cases, which indicates 

that too stiff restraints have been applied. Based on these results, the harmonic restraint described 

above (φ0 = 160°, k0 = 25 kcal/mol/°) is employed in all the following force field simulations where 

the Universal force field is used.  

 

 

 

4.4 Modelling the adsorption conformation of TODT-TTF and STM image 

simulations 

Our modelling studies start from the bi-layer assembly of TODT-TTF since it has very comparable 

lattice parameters and contrast to the STM data collected before [20]. STM images recorded in our 

experiments show uniform rectangular-shaped bright objects with periodic lamella strips 

perpendicular to them (see Figure 4. 2 (c, d)). Based on the previous study [20], it is hypothesized 

that the uniform rectangular-shaped object is from the core of the TODT-TTF while the periodic 

strips are attributed to the interdigitated alkyl chains perpendicular to the core. Figure 4. 5 (a) 

shows the adsorption of TODT-TTF on the HOPG substrate in this manner. After optimization, 

the core of the molecule clearly goes through planarization (see inset at the top-right corner of 

Figure 4. 5 (d)), which agrees with the structural model proposed before [20]. This geometry is 

then referred as the ‘core-flat’ conformation in the following text because of the planarized core. 

The simulated STM image for this ‘core-flat’ conformation is shown as another inset of Figure 4. 

5 (d), enabling a more direct comparison to the experimental image. The core of TODT-TTF in 

the simulated STM image appears as a uniform rectangular-shaped object, which closely resembles 
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the experimental STM images of the bi-layer assembly.  

Nevertheless, the STM data collected for the monolayer assembly of TODT-TTF (Figure 4. 2 (a, 

b)) look completely different. There, the STM images show a mixture of single and double-blob 

features. Such difference from the bi-layer assembly suggests the existence of different molecular 

adsorption conformations in the monolayer assembly. Due to the boat-like molecular core, there 

are two other possible ways for TODT-TTF molecules to be adsorbed on the surfaces, namely 

‘core-down’ (sailing boat) and ‘core-up’ (capsized boat). These two conformations are shown in 

Figure 4. 5 (b) and (c), respectively. In this case, the long alkyl chains of TODT-TTF are expected 

to be paired into two groups. The arguments for this arrangement are:  

-The interdigitated alkyl chains resolved in the STM images of the bi-layer assembly do not appear 

in the monolayer assembly (see Figure 4. 2), indicating the organization of alkyl chains is different.  

- The unitcell of the monolayer assembly is larger than that of the bi-layer assembly. The long 

alkyl chains are therefore not supposed to desorb from the substrate since a denser assembly with 

smaller lattice parameters would be expected if desorption took place.  

Taking these arguments into consideration, alkyl chain pairing is presumed as a reasonable 

organization for the alkyl chains adsorbed on the substrate. This hypothesis is further ascertained 

below by modelling the monolayer assembly of TODT-TTF. 



83 

 

 

Figure 4. 5 Input and force field optimized structures for the core-flat (a,d), core-down (b,e) and core-up (c,f) conformation 

of TODT-TTF. Insets in the top-right corner are the side views of the molecular core in order to better distinguish different 

adsorption conformations. Simulated STM images for each conformation are shown as an inset in panels d, e and f. When 

simulating STM imags, the alkyl chains of the adsorbed TTF-(SC18)4 molecule are chopped to six carbon atoms in order to 

reduce the computational cost. HOPG substrate is also shown underneath the adsorbed molecule. 

Figure 4. 5 (e) and (f) show the corresponding force field optimized structure for the core-down 

and core-up conformation, where the boat-like core of the TODT-TTF are preserved in both 

conformations (see the inset at the top-right corner of Figure 4. 5 (e) and (f)). STM images were 

then simulated for these two conformations based on their optimized structures. For the core-down 

conformation, the simulated STM image shows an overall bright rectangular-shaped object 

corresponding to the core of the molecule. However, unlike the core-flat conformation where the 

contrast is almost uniform, stronger responses are present at the two ends of the rectangle 
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(highlighted by green-dash circles), corresponding to the protruding sulfur atoms at the edge of 

the molecular core in the core-down conformation. The appearance of this simulated STM image 

could then be correlated to the double-blob features in the experimental monolayer assembly. On 

the contrary, the simulated STM image for the core-up conformation shows different 

characteristics, with a stronger response at the center of the molecule (shown by the green-dashed 

circle in the inset of Figure 4. 5 (f)). This is explained by the adsorption geometry of the core-up 

conformation where the most central part of the molecular core stays at a higher elevation above 

the substrate. Such contrast could then be related to the single-blob objects observed in the 

experimental monolayer assemblies. However, it has to be noted that, compared with experimental 

STM images, the single/double-blob features are less pronounced in their simulated counterparts. 

A similar discrepancy between the local contrast in experimental/simulated STM images was also 

reported in a previous study [31]. A possible reason for this is that the response of the tip in the 

experimental constant-current mode of STM is simply represented by the cross-sections of the 

integrated local DOS in the simulations. Moreover, the electronic field generated between the STM 

tip and the surface resulting from the applied bias voltage, is not considered in the STM image 

simulations. In spite of these limitations, the most typical features in the experimental STM images 

are successfully reproduced by our simulations, which indicates a proper correspondence between 

the diverse objects (single/double-blob and uniform rectangle) observed in the experiments and 

three different adsorption conformations of the TODT-TTF molecule.  

Another interesting feature of the experimental monolayer assembly is that the double-blob objects 

are much more frequent than the single-blob ones. These two types of features have been 

determined to originate from the TODT-TTF adsorbed either in the core-down (double-blob) or in 

the core-up (single-blob) conformation. The difference in their population at the surface can be 

explained by the difference in the energetic stability between them. For the force field-optimized 

structures (see Figure 4. 5 (e, f)), the potential energy for the core-down conformation is -141.8 

kcal/mol, while it is only -125.3 kcal/mol for the core-up conformation, meaning that the former 

one is more energetically preferable, consistent with the higher frequency of the double-blob 

objects in the experimental monolayer assembly. Meanwhile, the optimized core-flat conformation 

(see Figure 4. 5 (d)) shows an intermediate stability with a potential energy of -136.0 kcal/mol. 

We believe that the core-down conformation gains such superior stability from the interactions 

involving the long paired alkyl chains. One may argue that the core-up conformation is the least 
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stable one although the alkyl chains are also paired there. This can be explained by the weaker 

vdW interactions of the alkyl chains with the substrate due to the less-ordered adsorption 

geometry: first, the core of the TODT-TTF does not adsorb in a favorable way on the substrate. 

There exists a stronger competition between the tendency to planarize the molecular core and to 

preserve the original boat-like shape. Second, the arrangement of the alkyl chains near the core of 

the molecule is also less ordered in the core-up adsorption compared with the other two 

conformations.  

A final aspect, demonstrated from the experimental data and the molecular modeling, is that the 

arrangement of the alkyl chains plays a crucial role in determining the adsorption conformation of 

the TODT-TTF on the substrate. The core-flat conformation is only stable when the alkyl side 

chains are perpendicular to the molecular core, while the core-down and core-up conformations 

are preferred once the alkyl chains are paired. To validate this argument, the adsorption behavior 

of alkylated thiol-TTFs with shorter alkyl chains (TTF-(SC3)4) was studied in our force field 

simulations using the same settings as the TODT-TTF. Figure 4. 6 shows the optimized geometries 

of TTF-(SC3)4 when adsorbed on the HOPG substrate in core-flat, core-down and core-up 

conformation. Their input structures have the same geometry as the adsorption of TODT-TTF 

except that the alkyl side chains become shorter. 

 

Figure 4. 6 Force field-optimized structures for the adsorption of TTF-(SC3)4 on the HOPG substrate in core-flat (a), core-

down (b) and core-up (c) conformation. HOPG substrate is shown underneath the adsorbed molecule. 

 

Here, the core-flat conformation shows the best energetic stability rather than the core-down 

conformation, as it is for TODT-TTF. The potential energy of the core-down and core-up 
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conformations is 24.3 kcal/mol and 27.4 kcal/mol higher, respectively. Using the same input 

structures, an identical stability ranking and similar geometries are also obtained from geometry 

optimization at the DFT level, which confirms the proper description of TTF-(SC3)4 adsorption by 

the force field. It should be noted that the alkyl side chains are still paired in the core-down and 

core-up conformations of TTF-(SC3)4 although a much weaker interaction is expected due to the 

shortened length.  For this reason, a lower stability is gained from the alkyl chains for TTF-(SC3)4, 

making the relative energetic stability inversed between the core-flat and core-down conformation 

as compared to TODT-TTF. The core-up conformation still suffers from the less favored geometry 

and continues to be the least stable structure. 

Following the optimization, 100ps-long MD simulations at 298K were performed on these 

optimized structures. At the end of the MD runs, both the core-down and core-up conformation 

convert to the core-flat conformation with opened alkyl chains (see Figure 4. 7). 

 

Figure 4. 7 Adsorption geometry at the end of MD simulations for the core-down (a) and core-up (b) conformations of TTF-

(SC3)4. Top panel: top views showing the arrangement of the alkyl chains; Bottom panel: side views showing the geometry 

of the molecular core. HOPG substrate is shown underneath the adsorbed molecule. 

However, such conversion between different adsorption conformations does not happen in the 

adsorption of TODT-TTF. Combining this structural conversion and the change of relative 

energetic stability among different adsorption conformations, we can thus conclude that the 

adsorption conformation of alkylated thiol-TTFs is very sensitive to the arrangements of the alkyl 

side chains. The initial boat-like-shaped molecular core is preserved during the adsorption only 

when the molecules have long and paired alkyl chains adsorbed on the substrates. These alkyl 
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chains interact strongly between themselves and with the HOPG substrate. They therefore act as 

anchors and hinder the planarization of the molecule. This is apparently not the case for the core-

flat conformation where the alkyl chains are not paired and the planarization is easier to achieve. 

Such anchoring effects are also evidenced by the fact that, compared to TODT-TTF, the core-up 

conformation is readily planarized for TTF-(SC3)4 because of less impediments from the shorter 

alkyl chains.  

The effects of the alkyl chains on the planarization of the alkylated thiol-TTFs are further 

investigated by modelling. The optimized geometry of TTF-(SC3)4, TTF-(SC6)4, and TTF-(SC18)4 

in the core-up conformation are shown in Figure 4. 8. As expected, the planarization is more 

evident in the molecule with the shorter alkyl chains.  

 

Figure 4. 8 Force field-optimized structure for TTF-(SC3)4 (a), TTF-(SC6)4 (b) and TTF-(SC18)4 (c) in the core-up 

conformation. Insets are side views of the molecular core. The torsion angle φ associated with molecule planarization is also 

labelled. There are four equivalent torsion angles in the molecular core. Only one is shown here for better visual clarity. 

HOPG substrate is shown underneath the adsorbed molecule. 

In order to examine the effects of the alkyl side chains in a more quantitative way, the torsion angle 

φ associated with this planarization is compared. There are four equivalent torsion angles in the 

molecular core but only one is shown in Figure 4. 8. The averaged value of φ is summarized in 

Table 4.1, which confirms a clear correspondence between the length of the alkyl side chains and 

the molecular planarization: the shorter the alkyl chains, the stronger the tendency for the molecule 

to be planarized upon adsorption. 

Table 4. 1 Average value of φ for different alkylated thiol-TTFs adsorbed on the HOPG substrate in the core-up 

conformation. 
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To conclude, with the help of molecular modelling, the peculiar contrast observed in the 

monolayer/bi-layer self-assemblies of TODT-TTF are successfully explained based on different 

adsorption conformations of the molecule: the uniform rectangular, double-blob and single-blob 

features are correlated to the core-flat, core-down and core-up conformation, respectively. These 

conformations originate from the boat-like-shaped molecular core of TODT-TTF, which was not 

reported in previous studies. Our modelling results also show that the adsorption conformation is 

controlled by the arrangement of the alkyl side chains on the HOPG substrate, emphasizing the 

vital role of substrate-adsorbate interactions in the 2D crystallization of organic molecules. 

4.5. Modelling the long-range order in the self-assemblies of TODT-TTF  

In parallel to STM image simulations, long-range arrangements of TODT-TTF in monolayer and 

bi-layer assemblies were also studied by molecular modelling (In collaboration with A. Minoia, 

UMONS). This enables us to ascertain the building blocks for the monolayer/bi-layer assemblies 

and understand better the packing behaviors of TODT-TTF on the surfaces. TODT-TTF molecules 

in a core-flat conformation are packed in the same way as the experimental bi-layer assembly, 

while the other two conformations are organized according to the experimental monolayer 

assembly. After geometry optimizations, the lattice parameters of the modelled assemblies are 

compared to the experimental values, which enables a further confirmation of the building blocks 

for different experimental assemblies. 

Figure 4. 9 shows the optimized molecular model where TODT-TTF molecules in the core-flat 

conformation are packed in the same way as in the experimental bi-layer assembly. Such model 

including only one layer of molecules is sufficient to represent this packing since in the 

experimental bi-layer assembly, the molecules in the bottom and top layer share the same 

arrangement (see inset in Figure 4. 9).  
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Figure 4. 9 Force field-optimized molecular model of core-flat TODT-TTF molecules that are packed in the same way as in 

the experimental bi-layer assembly. Inset is the STM image of experimental bi-layer assembly together with its unit cell and 

lattice parameters. HOPG substrate is shown underneath the adsorbed molecule. 

In Figure 4. 9, two neighboring TODT-TTF molecules are colored in red and orange to highlight 

their interdigitated alkyl chains. Our model shows an excellent agreement with the experimental 

STM image where the interdigitation of the alkyl chains is illustrated by the thin lamellas between 

the bright rectangular objects (which are the cores of TODT-TTF molecules). As for the lattice 

parameters, the unit cell in the modelled self-assembly is shown by the white parallelogram in 

Figure 4. 9 with a = 18.1 Å, b = 31.4 Å and α = 68.2°, also matching with their experimental 

counterparts. These results indicate that the molecular arrangement within the bi-layer self-

assembly is successfully reproduced by our modelling and it is determined that the bi-layer self-

assembly is composed of TODT-TTF molecules in the core-flat conformation. This is in line with 

our STM image simulations which indicate the bright rectangular objects can be attributed to the 

TODT-TTF adsorbed on the substrate in a core-flat conformation. 

The molecular packing of the monolayer assembly is studied in a similar way. First, a structural 

model (see Figure 4. 10 (a)) is built according to the experimental lattice parameters. Here, the 

building block is TODT-TTF in the core-down conformation. This is based on the STM image 

simulations that connect those dominating double-blob objects in the monolayer assembly to the 

TODT-TTF molecule adsorbed in this conformation. 
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Figure 4. 10 Input (a) and force field-optimized (b) structure for the monolayer assemblies of TODT-TTF. The unit cell is 

overlaid on each model. For the input structure, the lattice parameters are kept the same as the experimental values, with 

a = 22   2Å, b = 38  2Å and α = 73  4°. HOPG substrate is shown underneath the adsorbed molecule. 

The force field-optimized structure is shown in Figure 4. 10 (b). It is clear that the overall 

molecular arrangement is well-preserved. A parallelogram-shaped unit cell is extracted from the 

monolayer model and its lattice parameters are very comparable to the experimental values: a = 

21 Å, b = 37 Å and α = 71°. Such an excellent agreement regarding the lattice parameters provides 

a robust proof that the experimental monolayer assembly is formed by TODT-TTF molecule in 

the core-down conformation, again consistent with the STM image simulations.  

However, one thing to be noted is that, compared with the molecular packing of the bi-layer 

assembly (see Figure 4. 9), the alkyl chains of TODT-TTF are only partly interdigitated in the 

monolayer assembly. This results in a loosely-packed structure with large void areas present 

between neighboring TODF-TTF molecules. In principle, such loose packing is energetically less-

favored and rather fragile. Nevertheless, the monolayer assembly remains stable in the 

experiments, suggesting it gains extra stability from other aspects. One possible way is to have the 

solvent molecules co-adsorbed in the void areas between TOTD-TTF molecules. It has been 

reported by Ghosh S. et al. [32] that hydrogen-bond-like interactions can exist between –CH 

donors and sulfur acceptors. This type of interaction could take place upon co-adsorption of 1-

phenyloctane (1-PO) solvent molecules within the monolayer assembly. As shown in Figure 4. 11 

(a), pairs of 1-PO molecules can be co-adsorbed between the TODT-TTF molecules and one -CH 

group on the phenyl ring (red-colored) is positioned to interact with the sulfur atoms on the core 

of the neighboring TODT-TTF molecule. This co-assembly is then optimized, leading to the 

structure shown in Figure 4. 11 (b). The molecular arrangement in the monolayer assembly is not 
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disturbed by the solvent molecules and the lattice parameters are almost unchanged, with a = 22 

Å, b = 37 Å and α = 73°. This confirms that the co-adsorption of 1-PO can certainly take place and 

could play a role in stabilizing the loosely-packed monolayer assembly. 

 

Figure 4. 11 Input and force field-optimized structures for the TODT-TTF/1-PO co-assemblies: TODT-TTF in the core-

down conformation + 1-PO (a, b). TODT-TTF in the core-down/up conformation +1-PO (c, d). Inset in panel a gives a 

better view of the molecular arrangement that favors the potential C-H ⋯ S interactions. TODT-TTF molecules in the core-

up conformation are red-colored in panel c and d. HOPG substrate is shown underneath the adsorbed molecule. 

Since single-blob objects also appear in the experimental STM images of the monolayer assembly 

and their origin has been ascribed to TODT-TTF molecules adsorbed in the core-up conformation, 

three molecules in the co-assembly are randomly picked and switched from the core-down to core-

up conformation (red-colored in Figure 4. 11 (c)). After optimization, the overall structure (Figure 

4. 11(d)) stays similar to both the original co-assembly and the modeled assembly that includes 

only TODT-TTF (Figure 4. 10 (b)). The lattice parameters of these assemblies are then compared 
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and summarized in Table 4. 2. Their consistency confirms the excellent structural compatibility 

between TODT-TTF adsorbed in core-down and core-up conformation, and therefore also the 

feasibility to form monolayer assemblies mixing these two conformations.  

Table 4. 2 Lattice parameters of the experimental and modeled monolayer assemblies 

 

4.6. Conclusions 

To summarize, the multiscale molecular modelling work we have performed provides very strong 

and consistent indications on the molecular-scale structure of the monolayer/bi-layer assemblies 

observed experimentally. Force field simulations allow us to compare explicitly the energetic 

stabilities of different adsorption conformations and to model the packing of molecules in the 

monolayer/bi-layer assemblies. Combined with STM image simulations, it is concluded that the 

experimental monolayer assemblies are a mixture of TODT-TTF molecules adsorbed in the core-

down and core-up conformations, while only the core-flat conformation is present in the bi-layer 

assemblies. Our study shows clearly the crucial role of the substrate in the 2D crystallization of 

organic molecules. 
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Appendix 

Appendix 4.1 Experimental details for the preparation of TODT-TTF self-assembled 

molecular networks and STM measurements 

A stock solution of tetrakis-octadecylthio-tetrathiafulvalene (TODT-TTF, 𝐶𝑇𝑂𝐷𝑇−𝑇𝑇𝐹 = 7.5 ×

10−4 𝑀) was prepared by dissolving appropriate amounts of the compound in 1-phenyloctane(1-

PO). The solvent 1-PO was purchased from Sigma-Aldrich (>99%) and used without further 

purification. The stock solution was diluted further with 1-PO to prepare a concentration series. 

The self-assemblies were then prepared by drop-casting a drop of solution onto a freshly cleaved 

surface of the highly oriented pyrolytic graphite (HOPG). Following that, all STM measurements 

were performed at room temperature (21–23°C), using a PicoSTM (Agilent) operating in constant-

current mode with the tip immersed in the liquid. STM tips were prepared by mechanically cutting 

a Pt/Ir wire (80%/20%, diameter 0.2 mm). The images were corrected for drift via Scanning Probe 

Image Processor (SPIP) software using the recorded graphite images for calibration, which allows 

the unit cell determination. The unit cell parameters were determined by examining several images. 

Appendix 4.2 Computational details of STM image simulations and geometry 

optimization in DFT. 

DFT calculations were performed using the 4.1 version of the SIESTA package [33]. The 

exchange-correlation was described by the PBE functional [34] within the general gradient 

approximation. Valence electrons were described by a polarized double-zeta (DZP) basis set while 

the core electrons were treated by the Trouillier-Martins pseudopotentials [35]. A reasonable mesh 

cut-off of 250 Ry was utilized with a Monkhorst-Pack grid of (1 × 1 × 1). A single point is 

sufficient for the sampling as the dimension of the smallest unit cell we used in the calculations is 

already large: around 25Å and 30Å in x and y direction respectively. Along Z direction, a distance 

of 60Å was used to avoid the artificial interactions due to periodic boundary conditions. Van der 

Waals interactions were considered in the calculations through the Grimme corrections.[36] For 

geometry optimizations, atomic positions of the adsorbed molecules were relaxed until the atomic 

forces are smaller than 0.04 eV/ Å. While, the simulated STM images were generated based on 

the force field-optimized geometries using the WSxM software [37]. 
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Chapter 5  

A bottom-up approach bridging self-

assembled molecular networks and substrate-

induced polymorphs for a prototypical 

organic semiconductor 

 

 

The work presented in this chapter is mainly adapted from the publication: Hao, Y., G. Velpula, 

M. Kaltenegger, W.R. Bodlos, F. Vibert, K.S. Mali, S. De Feyter, R. Resel, Y.H. Geerts, S. Van 

Aert, D. Beljonne and R. Lazzaroni, From 2d to 3d: Bridging Self-Assembled Monolayers to a 

Substrate-Induced Polymorph in a Molecular Semiconductor. Chem. Mater., 2022, 34(5), 2238-

2248  
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In chapter 4, we have shown how molecular modelling can be used to understand the self-assembly 

of functional organic molecules on substrates. Deep insights are gained for both the adsorption 

conformation and long-range arrangement of TODT-TTF on the HOPG substrate. Unlike previous 

studies, our work is not limited to the formation and structure of the first adsorbed monolayer but 

extends to the bi-layer assembly. This can be considered as a stepping stone for exploring the 

growth of a SIP, which is composed of a larger number of molecular layers. Following this 

strategy, we move a step further in this chapter, to study the possible formation of a SIP for another 

organic semiconductor compound: lead phthalocyanine. 

 

5.1. Lead phthalocyanine: a perfect candidate 

In order to further understand the effects of the substrate on the formation of SIPs and to have a 

clearer picture about the connection between SAMNs and SIPs, we choose a compound from a 

prototypical class of organic semiconductors: lead phthalocyanine (PbPc, Figure 5. 1) and study 

the SAMNs it forms at the interface between the solution and the HOPG substrate. Going beyond 

the 2D crystallization process, crystal growth on top of the self-assembled network in the third 

dimension is further explored from both the modelling and experimental perspective, with the aim 

to understand the formation of possible SIPs for PbPc. 

 

Figure 5. 1 Molecular structure and geometry of PbPc 

PbPc has shown many interesting physical and chemical properties, such as high chemical and 

thermal stability [1], high coloring property and photoconductivity [2], along with promising 

electrical properties for use in sensors for hazardous gases [3-5]. Besides those electronic and 

optical properties, the structural features of PbPc are also interesting in the context of this work, 

since the molecule is highly symmetric but non-planar (C4v), in contrast to many other metal 
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phthalocyanine molecules, e.g. completely planar FePc, CuPc and other transition metal 

phthalocyanines. The non-planarity of PbPc can lead to different molecular adsorption 

conformations when assembled on the substrate, which potentially directs the subsequent crystal 

growth in different manners. The peculiarity of this non-planar geometry and its effects on the 

organization of PbPc monolayer and multilayer structures are discussed below in a more detailed 

way.  

Last but not least, PbPc is also of special interest for the joint modelling/experimental strategy that 

is followed in this work. Modelling-wise, the study of the electronic structure of metal 

phthalocyanine molecules, as investigated by quantum-chemical calculations, has been well 

established [1, 6-9]. This provides instructive background for our modelling work. From the 

experimental point of view, metal phthalocyanines are one of the workhorses of STM studies in 

the field of molecular self-assembly on surfaces [10-14]. However, those STM work focus more 

on the planar transition metal phthalocyanines, instead of non-planar metal phthalocyanines such 

as PbPc, which can have more intriguing assembly/crystallization behaviors on the surfaces. 

Another advantage of using PbPc is that, compared with pure organic compounds, it makes the 

TEM imaging a bit less challenging due to the presence of the heavy lead atom in the center of the 

molecule. Heavy atoms like Pb show a stronger scattering of the electrons and benefit especially 

the HADDF-STEM that we used for the imaging of PbPc crystals because of the Z-contrast in this 

imaging mode (where Z is the atomic number, more details in section 2.2.3.4).  

SAMNs of PbPc were first reported as deposited by molecular beam epitaxy on an MoS2 substrate. 

The STM data revealed three arrangements of the assembled PbPc molecules [15]. In a more recent 

study, PbPc monolayers were deposited onto epitaxial graphene on SiC and their internal 

organization was investigated by STM under ultra-high vacuum [16]. PbPc molecules were found 

to be packed into a long-range ordered self-assembly with a square 2D unit cell (Figure 5. 2).  



101 

 

 

Figure 5. 2 STM image of PbPc self-assembly monolayer grown on graphene. The unit cell is highlighted by the green 

square.  Adapted from [16] 

One central question related to STM imaging of PbPc self-assembled monolayers is to determine 

the molecular adsorption conformation within the assembly. Due to the non-planarity of the PbPc 

molecule, different adsorption conformations are possible: in particular, the central Pb atom of the 

molecule can either point away from (Pb-up) or towards (Pb-down) the substrate (see section 5.3.2 

below). Up to now, an unambiguous determination of the PbPc molecular adsorption conformation 

within its assemblies is still missing.  

As for 3D crystals, two bulk polymorphs have been reported for PbPc: a monoclinic phase with 

P21/c space group [17] and a triclinic phase with P-1 space group [18]. The crystal structures of 

these two bulk phases are shown in Figure 5. 3.  

 

Figure 5. 3 Crystal structure of the bulk monoclinic phase of PbPc, viewing from the crystallographic c axis (a) and a axis 

(b). Crystal structure of the bulk triclinic phase of PbPc, viewing from the crystallographic c axis (c) 
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In the bulk monoclinic phase, PbPc molecules stack linearly and form molecular columns. The 

unit cell is composed of two pairs of columns with opposite molecular orientation, which are 

arranged in a square array. In Figure 5. 3(a), the pair of molecular columns with PbPc molecules 

pointing outwards is colored in red. A similar situation is also found in the bulk triclinic phase of 

PbPc. Its unit cell contains two types of PbPc dimers with different orientations. Those two types 

of dimers are colored differently in Figure 5. 3(c). Within each type of dimer, neighboring PbPc 

molecules face each other with their concave or convex side in an alternating manner. To the best 

of our knowledge, the question whether the SAMN of PbPc directs its crystal growth into the 

known bulk phases or unknown substrate-induced polymorphs within thin films has never been 

addressed. In other words, the state-of-art of PbPc studies in the field of SAMNs and SIPs make 

this molecule a perfect candidate to be investigated in the context of our 2Dto3D project.  

In this work, PbPc self-assembly was studied at KU Leuven at the solution/HOPG interface, 

instead of common high-vacuum deposition conditions. With this approach, self-assembled 

monolayers form in the presence of the solution, which is closer to the equilibrium condition as 

compared to vacuum deposition. STM is employed in-situ to determine the structural organization 

of the assembly with a resolution down to the (sub)molecular level. The adsorption conformation 

of the PbPc molecules is then determined unequivocally by comparing simulated and experimental 

STM images. In parallel to the STM measurements, force field simulations are employed in order 

to have a better understanding about the molecular packing within the assembly. The crystal 

growth of the PbPc molecule, as templated by the self-assembled monolayer, is then modelled 

using force field simulations, considering successive adsorption of up to four molecular layers. 

Complementarily, PbPc thin films were prepared by physical vapor deposition (PVD) at TU Graz 

and their crystal structure is determined by TEM (UAntwerpen) and X-ray diffraction techniques 

(TU Graz). The modelled crystal structure is then compared with the results from the TEM and X-

ray diffraction measurements in order to gain an integrated view over the 2D to 3D assembly of 

this molecular semiconductor. 
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5.2. Experimental Self-Assembled Molecular Networks of PbPc  

Figure 5. 4 shows the highly-ordered self-assembled monolayers that PbPc forms upon 

physisorption at the heptanoic acid (HA)/HOPG interface (self-assemblies prepared by 

Gangamallaiah Velpula from KU Leuven, see Appendix 5.1. Experimental details for the 

preparation of PbPc self-assembled molecular networks and STM measurementsfor more 

experimental details). The monolayer consists of defect-free domains that extend over several 

thousand square nanometers. A close inspection of the STM images reveals that each molecular 

row consists of PbPc molecules closely packed along the row axis and each molecule appears as a 

collection of 16 bright dots (see the inset in panel (b), dots highlighted by the white dashed circles). 

 

Figure 5. 4 STM images of PbPc self-assembly at the HA/HOPG interface. The graphite symmetry axes are shown in the 

lower left corner of panel c. Imaging parameters: Iset = 70 pA, Vbias = -1.29 V. STM images obtained by Gangamallaiah 

Velpula from KU Leuven. 

The STM data presented in Figure 5. 4 are somewhat unusual. The first peculiar feature of the 

acquired STM data is the appearance of the individual PbPc molecules. Specifically, the center of 

the PbPc molecules, where the lead atom is located, appears as a depression. This is in contrast to 

the STM data obtained under UHV conditions where the Pb atom appears as a bright protrusion in 

the STM images (see Figure 5. 2. [16]). Furthermore, in self-assembled networks of alkyl-

substituted lead pyrenocyanine formed at the solution-solid interface, the lead atom is observed as 

a bright protrusion as well [19]. However, a few molecules in the network of alkyl-substituted lead 

pyrenocyanine show a depression at their molecular center and this depression is ascribed to 

molecules adsorbed with a Pb-down adsorption conformation [19]. Those observations might be 

related to the prevalence of either the Pb-up or the Pb-down adsorption conformation, resulting 

from the large size of the central metal atom, which does not fit inside the isoindole cavity of the 
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phthalocyanine. Tin phthalocyanine behaves similarly:  depending on the orientation of the metal 

center, the central cavity of the molecule adsorbed on metal surfaces appeared in the STM images 

either as a protrusion (Sn above the molecular plane, Sn-up) or as a depression (Sn below the 

molecular plane, Sn-down) [20].  

5.3. Modelling Self-Assembled Molecular Networks of PbPc 

In order to identify the factors contributing to the STM contrast of the PbPc molecules in the self-

assembled network and to determine the adsorption conformation of PbPc on the graphite surface, 

detailed modelling studies are carried out. These studies include force field simulations and STM 

image simulations based on the DFT formalism. The former can determine the preferential 

adsorption conformation (Pb-up or Pb-down) from energetic criteria while the latter enables a 

direct comparison with the experimental STM images. As discussed in chapter 3.1, the reliability 

of force field simulations depends completely on the parameters used to describe the intra- and 

intermolecular interactions. In the first part of this section, we discuss how a suitable force field is 

selected and further parameterized for the PbPc molecule.  

5.3.1. Force field parameterization for PbPc 

To determine which force field is able to reproduce the basic properties of PbPc (e.g. molecular 

geometry and bulk crystal parameters) and therefore can be used in the simulations, the geometry 

of the PbPc molecule is first optimized by several Pb-included force fields available in the 

Materials Studio software package. The optimized structures are shown in Figure 5. 5. However, 

all of them show large discrepancy from the experimental molecular structure [17, 18]. The 

molecule suffers from a weakly-protruding Pb atom, abnormal Pb-N bond length and severe 

distortion in the universal-, pcff- and cvff-optimized structure, respectively. These abnormal 

molecular geometries indicate that some force field parameters are not appropriate and have to be 

adjusted before performing further simulations. 
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Figure 5. 5 Optimized molecular geometry using Pb included force fields: Universal, pcff and cvff 

In order to minimize the workload for the force field modification, the geometry of the metal-free 

phthalocyanine molecule (H2Pc) is first optimized by the three force fields tested above (Universal, 

pcff and cvff) as well as the Dreiding force field which has been widely used to model conjugated 

molecules [21-23]. The optimized structures are then compared to the known planar geometry of 

the H2Pc molecule [24] and shown in Figure 5. 6. 

 

Figure 5. 6 (a) Molecular structure of H2Pc, top and side view [24]. (b) Optimized molecular structure from Universal, pcff, 

cvff and Dreiding force fields. Only side views are shown in panel b, in order to examine how the different force fields 

reproduce the molecular planarity.  

After optimization, the planar geometry of the H2Pc molecule can be reproduced only by the 

Dreiding force field, which indicates its capability to accurately describe the global geometry of 

the phthalocyanine compounds. However, the Pb atom type is not defined in the original Dreiding 

force field. In order to perform simulations for the SAMNs and crystal growth of PbPc, a Pb-

included Dreiding forcefield is developed in this work. With this approach, we avoid modifying 

force field parameters for the C, N and H atoms, which should have been done for the other three 

force fields. 

Two sets of parameters need to be set in order to define the Pb atom type in the Dreiding forcefield. 

The first group of parameters defines the intramolecular properties. For PbPc, parameters need to 
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be defined for the description of Pb-N bond stretching, N-Pb-N bond bending and Pb-N-C bond 

bending (see Figure 5. 7).  

 

Figure 5. 7 Force field parameters to be defined for intramolecular interactions: Pb-N bond stretching (red), N-Pb-N bond 

bending (green) and Pb-N-C bond bending (orange).   

As discussed in section 3.2, one way to generate force field parameters is to rely on ab-initio 

calculations. Here, the geometry of the PbPc molecule is optimized at the DFT level using the 

Gaussian 16 [25] software package. We use the M06-2X exchange-correlation functional [26] and 

the 6-311G(d) basis set [27] for the C, N and H atoms. As for the Pb atom, the LANL2DZ basis 

set and pseudopotential [28] are employed. These settings have proved to give an accurate 

description of the molecular geometry for PbPc [1]. This DFT-optimized structure is then used as 

a reference to define the force field parameters for the three intramolecular potentials related to the 

Pb atom.  

Considering that these three potentials govern the inversion behavior of the Pb atom with respect 

to the molecular plane, the potential energy profile associated with this inversion is calculated at 

the DFT level. The force field parameters for those three potentials are then defined in order to 

match the DFT results. The inversion of the Pb atom and the associated energy profile are shown 

in Figure 5. 8. 
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Figure 5. 8 (a) Schematic representation for the inversion of the Pb atom. The isoindole plane is highlighted by the red 

square in the top view of the molecule. In this case, the Pb atom is pushed from the downside to the upside of the molecule. 

(b) Energy profile associated with the Pb inversion, calculated with DFT and the developed Pb-included Dreiding force 

field. 

The details to calculate this potential energy profile are the following: In the DFT-optimized 

molecule, the four isoindole nitrogen atoms (highlighted in cyan in Figure 5. 8(a)) are fixed and 

form the isoindole plane (red-shaded square in Figure 5. 8 (a)). Then, the Pb atom is pushed across 

the isoindole plane from the bottom to the symmetric position on the other side (see Figure 5. 8 

(b)) with a step distance of 0.15Å. After each step, the molecule gets optimized with the Pb atom 

being fixed at the current position. The relative energy with respect to the fully optimized molecule 

is then plotted as a function of the distance between the Pb atom and the isoindole plane (Figure 

5. 8(c)). The energy penalty associated with this inversion is 96 kcal/mol, which agrees well with 

previous studies [29].  As for the force field parameters of the three potentials mentioned above, 

their values are determined on the basis of accurately reproducing the inversion energy profile 

calculated at the DFT level and summarized in Table 5. 1.  
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Table 5. 1 Values for three Pb-related potentials in the Pb-included Dreiding force field (the functional form of the bond 

stretching and bending potentials can be found in section 3.1.1) 

 

Using these parameters, the inversion energy profile calculated at the DFT level is well-reproduced 

by the force field calculations (see Figure 5. 8 (c)). Despite larger deviations when the Pb atom is 

located close to the isoindole plane, the energy profiles calculated with the two methods are in 

excellent agreement in the two regions close to the equilibrium positions. These fitting regions, 

which correspond to small molecular deformations, are the most relevant as the relatively weak 

non-bonded interactions that dominate in the physisorption of PbPc onto the HOPG substrate and 

in the PbPc crystals are not expected to change the molecular geometry to a large extent. In other 

words, the Pb atom is not likely to deviate far from its equilibrium position. Finally, the geometry 

of the PbPc molecule is optimized by our Pb-included Dreiding forcefield and the resulting 

structure shows very good agreement with its DFT-optimized counterpart. The results are 

summarized in Table 5. 2. 

Table 5. 2 Comparison of several geometrical parameters between the DFT- and Pb-included Dreiding force field- 

optimized structures. Each parameter is shown schematically in the molecule left to the table. The isoindole plane is 

represented by a red-shaded square.  

 

As for the parameters describing the intermolecular interactions, the vdW parameters for the Pb 

atom are adapted from the Universal force field: a 12-6 Lennard-Jones potential is used with D0 = 

0.663 kcal/mol and R0 = 4.297 Å. The atomic charges describing the Coloumbic interactions in 

the force field simulations are adapted from the ESP charges calculated at the DFT level   
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(Gaussian 16, same exchange-correlation functional and basis set as for the geometry 

optimization).  

The performance of our force field for describing the intermolecular interactions is then evaluated 

by MD simulations carried out on the two bulk phases of PbPc. To do that, 4x4x4 supercell models 

are built for those two phases (Figure 5. 9) and a 500ps-long MD simulation in the NPT ensemble 

is performed for each of them.  

 

Figure 5. 9 Supercells of: monoclinic (left) and triclinic (right) PbPc crystalline structures, viewing along the direction of 

lattice vector c. A corresponding unit cell is highlighted in each supercell. 

After the MD simulations reach the equilibrium stage, the unit cell parameters are averaged over 

the supercell. The values so obtained for these two phases are listed in Table 5. 3, together with 

the experimental data. Clearly, the experimental unit cell parameters for both phases are well-

reproduced by the MD simulations using our newly-developed Pb-included Dreiding force field. 

Based on the excellent agreement with respect to both the DFT-optimized molecular structure and 

the experimental unit cell parameters, the excellent performance of this Pb-included Dreiding force 

field is confirmed and it is used further to model the SAMNs and crystal growth of PbPc.  
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Table 5. 3 (a) Unit cell parameters for the MD-calculated monoclinic (top) and triclinic (bottom) PbPc crystal structures, 

compared with the corresponding experimental values [17, 18]. 

 

5.3.2. Adsorption conformation of single PbPc molecules and STM image simulations 

The accurate description of the intra- and intermolecular interactions by the Pb-included Dreiding 

force field provides us a way to determine the preferred adsorption conformation for a PbPc 

molecule on the HOPG substrate. For this purpose, a single PbPc molecule is adsorbed in Pb-up 

(the lead atom points away from the substrate) or Pb-down (the lead atom points towards the 

substrate) conformation on the bilayer graphene that acts as a model substrate. Both structures are 

then optimized using force field calculations. The optimized structure for each conformation is 

shown in Figure 5. 10 (b) and (c) respectively. Their relative stability is then evaluated by 

comparing the adsorption energy, which is calculated by the following equation: 

𝐸𝑎𝑑𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛 = 𝐸𝑡𝑜𝑡 − 𝐸𝑚𝑜𝑙 − 𝐸𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 

where Etot is the total potential energy of the optimized adsorption system, Emol and Esubstrate are the 

potential energies for the isolated molecule and the substrate. The adsorption energy for the Pb-up 

conformation is found to be -76.8 kcal/mol while it is only -47.6 kcal/mol for the Pb-down 

conformation. The Pb-up conformation is clearly preferred since it maximizes the vdW 

interactions between the phthalocyanine ring of the PbPc molecule and the HOPG substrate. In 

contrast, in the Pb-down conformation, only a part of the phthalocyanine ring is in close contact 

with the substrate, leading to weaker vdW interactions. 
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Figure 5. 10 (a) Self-assembly of PbPc at the HA/HOPG interface, with a zoomed image for a single PbPc molecule. Imaging 

parameters: Iset = 70 pA, Vbias = -1.29 V. Optimized atomistic models for Pb-up (b) and Pb-down (c) conformations and 

corresponding simulated STM images (d and e) at the experimental bias voltage, V= -1.29 V. Experimental STM image 

obtained by Gangamallaiah Velpula from KU Leuven. 

The simulated STM images (see computational details in Appendix 5.2. Computational details of 

STM image simulations) for the Pb-up and the Pb-down adsorption conformation are shown in 

Figure 5. 10 (d) and (e), respectively. This enables a more direct comparison to the experimental 

image (see inset of Figure 5. 10 (a)) and determination of the molecular adsorption conformation 

within the experimental assembly. The simulated STM image for the Pb-up conformation is made 

up of 16 bright features, which is in line with the experimentally-obtained STM image. Most 

importantly, the center of the molecule (corresponding to the position of the lead atom) appears 

dark compared to the periphery of the molecule. In contrast, the simulated image for the Pb-down 

conformation has clearly different features: (i) a clear brightness gradient arises over the molecule 

where the upper-left part of the molecule is brighter than the lower-right part, which is attributed 

to the inclination of the PbPc molecule, and (ii) a non-zero response is also present at the molecular 

center. The simulated STM image of the Pb-down adsorption conformation clearly does not match 

with the experimental STM data.  

While the experimental and simulated STM data obtained in this work agree closely, they differ 

from the experimental STM data reported recently by Nguyen et al. [16]. As depicted in Figure 5. 

2, PbPc molecules appear with a bright central protrusion in their self-assembled network formed 
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on graphene on SiC under UHV conditions. In order to understand this difference, and to further 

ascertain the adsorption conformation of PbPc in our experiments, we simulated STM images at 

several bias voltages for the Pb-up configuration to cover the experimental conditions used in the 

work of Nguyen et al. and compared those data to the molecular frontier orbitals of PbPc. Note 

that the UHV-STM images were acquired at a bias voltage of -1.5V [16], whereas the STM data 

collected in the present experiments are recorded at a bias voltage of -1.29V. 

 

Figure 5. 11 Simulated STM images for the Pb-up conformation at different bias voltages, together with the HOMO and 

HOMO-1 orbitals of the PbPc molecule. The simulated STM images at the bias values used in this work and in ref [16] are 

shown in panel a and b, respectively. 

Figure 5. 11 shows a series of simulated STM images at different bias voltages together with the 

frontier molecular orbitals of PbPc. Clearly, the patterns of the STM images are closely related to 

the shape of those orbitals.  It can be noticed that at moderate bias voltage (i.e., -1.40V or a less 

negative value), only the HOMO orbital of PbPc contributes to the image. Since the HOMO has a 

node on the central atom, brightness at the molecular center is not expected, fully consistent with 

the aspect of the molecules in our experiments (see Figure 5. 10 (a)). Once the bias voltage is 

turned to more negative values (lower than -1.5V), additional contributions from the HOMO-1 

orbital are present in the simulated image. In particular, the bright molecular center observed in 

Nguyen’s experiments is reproduced by our simulations. Such a bright center is due to the 

contribution of the Pb atom, which is characteristic for the HOMO-1 orbital. We also find that the 
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intensities coming from the phthalocyanine ring are increasingly smeared out as the bias voltage 

becomes more negative. This is associated with the contributions in the HOMO-1 orbital from the 

four nitrogen atoms that connect the isoindole fragments of the molecule. More and more 

contributions from these nitrogen atoms are involved in the STM images as the bias voltage turns 

more negative. Combining the experimental data with all the simulated STM images, it is 

concluded that the PbPc molecules all have the “Pb-up” conformation in our experimental 

assembly, while the aspect of the molecular center is directly related to the shape of the molecular 

orbitals that are probed at a given bias voltage. 

 

5.3.3. Long-range order in PbPc self-assembled molecular networks 

Apart from the appearance of individual PbPc molecules in the experimental STM images, the 

second peculiar feature of the assembly lies in the arrangement of molecules perpendicular to the 

row direction. A small-scale STM image of the same domain as shown in Figure 5. 10 (a) is 

depicted in Figure 5. 12. It clearly shows that the assembly consists of alternating single and double 

rows of PbPc molecules separated by dark narrow gaps. 

 

Figure 5. 12 Small-scale STM image with sub-molecular resolution. The graphite symmetry axes are shown in the lower 

left corner. The unit cells are overlaid on the STM image. Imaging parameters: Iset = 70 pA, Vbias = -1.29 V. Images 

obtained by Gangamallaiah Velpula from KU Leuven. 
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Within these rows, the relative orientation of molecules remains the same. Therefore, two sets of 

lattice parameters can be extracted from the images. The corresponding unit cells are also shown 

in Figure 5. 12: a rectangular one that encompasses the single row/double row alternation and a 

square one within the double rows. The lattice parameters for the rectangular unit cell are 

a=521Å, b=141Å and α=881°; the square unit cell has dimensions of  a=b=141Å and 

α=881°. 

Given that PbPc molecules do not possess any long peripheral alkyl groups, their conjugated cores 

are expected to form close-packed assemblies. In fact, when self-assembled under ultrahigh 

vacuum on the surface of graphene, PbPc indeed forms a close-packed SAMN without any gaps 

[16]. The formation of molecular rows separated by ‘dark’ narrow gaps thus appears to be specific 

to the solution/solid interface. Force field simulations are then employed to investigate the reasons 

for the formation of this particular molecular arrangement, based on the hypothesis that solvent 

co-adsorption may take place. The solvent used in the present experiments is heptanoic acid (HA). 

Co-adsorption of HA within molecular assemblies has been reported by Sirtl et al. [30]. In their 

work, the co-adsorption of the solvent molecules was inferred by comparing assemblies prepared 

in high-vacuum and at the solution/HOPG interface. Nevertheless, direct proof for the existence 

of co-adsorbed solvent molecules was not reported. 

To understand the special molecular packing motif observed in our experiments, our modelling 

study starts from building several candidate assemblies including co-adsorbed solvent molecules 

that are packed differently; hereafter, these will be called ‘co-assemblies’. Considering the 

structure of the HA molecule (see Figure 5. 13), two types of intermolecular interactions must be 

considered when investigating its packing within the self-assembly: the hydrogen bond between 

carboxylic groups and the vdW interactions between interdigitated alkyl chains. 

 

Figure 5. 13 Molecular structure and geometry of heptanoic acid 
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In the simulations, five PbPc assemblies with co-adsorbed solvent molecules are built in such a 

way that each co-assembly promotes one or both of those two interactions. Their unit cell 

parameters are kept the same as the experimental values (see Figure 5. 12). These co-assemblies 

are shown in Figure 5. 14. For a better visualization and easier comparison, the alkyl chains of 

some heptanoic acid molecules are highlighted by yellow sticks while the hydrogen bonds between 

neighboring molecules are circled in green. 

 

Figure 5. 14 Five candidate co-assemblies 

HA molecules in co-assembly 1 interact solely through hydrogen bonds. In contrast, only vdW 

interactions between the interdigitated alkyl chains exist in co-assemblies 2 and 3. As for co-

assembly 4, both interactions are present. In co-assembly 5, the largest possible number of HA 

molecules is filled into the void spaces between PbPc rows. However, it is difficult to distinguish 

a periodic pattern of hydrogen bonds or interdigitated alkyl chains in this packing. These five co-

assemblies are then optimized in the force field simulations. After optimization, co-assemblies 3 
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and 5 turn into disordered systems, which is a sign of low structural stability. For co-assemblies 1, 

2 and 4, the structural features are well-preserved in the optimized structures. However, the 

potential energy for co-assemblies 1 and 4 is significantly lower than that of co-assembly 2 (by 97 

kcal/mol and 123 kcal/mol, respectively), i.e., these two co-assemblies are the most stable ones. 

This can be attributed to the fact that, after being optimized, solvent molecules in these two 

assemblies interact through both hydrogen bonds and vdW forces (see the highlighted yellow 

sticks and green circles), which is apparently not the case for co-assembly 2 where only vdW 

interactions exist between solvent molecules. In order to mimic the large-scale periodic self-

assembly observed in the experiments and avoid boundary effects as much as possible, co-

assemblies 1 and 4 are then expanded and further MM/MD simulations are carried out on them.   

The input structures of the two expanded assemblies are shown in Figure 5. 15 (a) and (b), 

respectively. In the expanded co-assembly 1, solvent molecules are tilted and partly inserted into 

the PbPc rows while they are packed in a more parallel way to the PbPc rows in the expanded co-

assembly 4. In both co-assemblies, we can define two types of unit cells, as in the experimental 

images (see Figure 5. 12): (1) the unit cell reflecting the ‘single row-double row’ alternation, and 

(2) the unit cell defining the arrangement of PbPc molecules within a double row.  

 

Figure 5. 15  Input structures for the expanded PbPc + HA co-assemblies overlaid with the two types of unit cell. Insets are 

the enlarged central part of the model where the tilted- and parallel-packed solvent molecules are represented by yellow 

sticks. The unit cell parameters have been set at the experimental values.  
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These structures are then optimized and further refined by quench MD simulations. The quench 

MD simulation is a protocol used to refine the geometry of the initially-optimized structures and 

avoid the structure being trapped in local minima. The principle of the quench MD scheme is 

shown in Figure 5. 16.  

 

Figure 5. 16 Principle of the quench MD simulations 

Compared to classical MD simulations, additional optimizations are performed periodically during 

each MD run; those optimization steps are represented by the vertical arrows in Figure 5. 16. The 

most stable structure from a given MD run, which is represented by the red arrow, is then used as 

the starting point for the next round of MD simulations. This process is iterated until all optimized 

structures from the same MD run have a very similar energy and the geometry of the most stable 

structures from neighboring MD runs do not show large deviations. In our case, the two optimized 

expanded co-assemblies are used as the starting point for the quench MD refinement. A 25ps-long 

MD simulation is performed at 50K for each of them. Every 0.25ps, the structure is fully optimized. 

Therefore 100 optimized structures are obtained from each MD run. A relatively low temperature 

is used because, although expanded, the model is still only a segment of the experimental assembly. 

The organization of the modelled co-assembly cannot be kept if a higher temperature is applied, 

because of growing disorder originating from the dynamics of the edges. Meanwhile, instead of 

trying to predict the assembly organization from scratch, we use this quench MD scheme for 

refining those initially-optimized co-assemblies whose structures are based on the experimental 

observations. Taking these into consideration, a higher temperature, which causes larger thermal 

disturbances to the co-assembly organizations, does not bring extra benefits and therefore is not 

necessary. The most stable structures for the two expanded co-assemblies from the quench MD 

refinement are depicted in Figure 5. 17. 
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Figure 5. 17 The most stable structure from the quench MD refinement for each expanded co-assembly. 

One big advantage of using force field simulations is that it enables us to compare the potential 

energy, and hence the structural stability, of different structures in an explicit way. After the 

refinement, we compare the potential energy (PE) of these two co-assemblies. The PE of each co-

assembly is partitioned into three major contributions, namely: valence (VE), van der Waals (vdW) 

and Hydrogen-bonding (HB) energy, which are summarized in Table 5. 4. 

Table 5. 4 Potential energy and its decomposition for the two expanded co-assemblies after refinement, together with their 

energy difference (in kcal/mol) 

 
 

The data shows that co-assembly 1 is less stable than co-assembly 4 by about 105 kcal/mol. Such 

difference is explained by less favored intermolecular interactions in co-assembly 1, which is 

confirmed by less negative vdW and HB energies there. In addition, higher (i.e., more positive) 

VE energy in co-assembly 1 suggests that higher intramolecular strain exists in this co-assembly. 

In other words, molecules belonging to co-assembly 1 must experience some distortions to 
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maintain the structure. We hypothesize that the unfavorable energetics of co-assembly 1 are related 

to the less organized structure, which is evidenced by the geometry of the co-assembly shown in 

Figure 5. 17 (a). After being refined, solvent molecules in co-assembly 1 partly insert into the 

neighboring PbPc rows, leading to some disordering: (i) clear variations in the molecular 

orientations between neighboring PbPc molecules in the double row (four molecules with different 

orientations have been highlighted in red in Figure 5. 17 (a)); (ii) molecular misalignment is also 

manifest within the single row. Such misalignment is exemplified by the white dashed line in 

Figure 5. 17 (a). This line connects the Pb atoms of neighboring molecules and it clearly shows 

that, even in the same row, the PbPc molecules are not aligned with their neighbors. In contrast, 

supramolecular order is much better in the expanded co-assembly 4. For this reason, the expanded 

co-assembly 4 is selected and compared to the experimental structure (Figure 5. 18). 

 

Figure 5. 18 (a) Small-scale STM image with sub-molecular resolution. The graphite symmetry axes are shown in the lower 

left corner. The unit cells are overlaid on the STM image. Imaging parameters: Iset = 70 pA, Vbias = -1.29 V. (b) Quench 

MD-refined atomistic model for the expanded co-assembly 4. Experimental STM image obtained by Gangamallaiah 

Velpula from KU Leuven. 

In Figure 5. 18 (b), the solvent molecules between PbPc rows are paired by hydrogen bonds 

without disturbing the organization of the surrounding PbPc molecules. In addition, all PbPc 

molecules are oriented in the same way and they are perfectly aligned within the rows, explaining 

the more favorable energetic stability of this modelled co-assembly. Similar to the experiment, 

two types of unit cell are extracted and illustrated in the Figure 5. 18 (b). Unit cell 1 is almost 

rectangular with dimensions of a=55.3 Å, b=13.8 Å and α=83.0°, while molecules within the PbPc 
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double rows pack into a quasi-square unit cell, namely unit cell 2, with parameters a=b=13.8 Å, 

and  = 88.5°. Inside each molecular row, the PbPc molecules are rotated with respect to the row 

axis by β=620.6°. The lattice parameters for the unit cells of the experimental and the modelled 

co-assemblies are compared in Table 5. 5. 

Table 5. 5 Lattice parameters of the two unit cells in the experimental and modelled co-assemblies 

 

The lattice parameters of the experimental and simulated co-assemblies show an excellent 

agreement. The slight deviation found for unit cell 1 can be explained by the fact that mobile 

solvent molecules are included in this unit cell. As a comparison, unit cell 2 is constituted of PbPc 

molecules only and the lattice parameters of the modelled co-assembly agree even better with the 

experimental values. The calculated parameters for unit cell 2 also show an excellent agreement 

with the experimental measurements for PbPc assemblies formed in high vacuum [16]. Through 

these comparisons, a convincing match between the experimental and modelled assembly is found, 

which confirms the accurate description of the PbPc assembly by our model.  

This model also includes the solvent co-adsorption, leading to the special alternating row 

arrangement observed in the experiments. The specific ‘single row-double row’ organization is 

considered to stem from a possibly better registry between PbPc rows and the HOPG substrate 

when adsorbed in this periodicity. Although direct observation of solvent molecules by STM is 

always challenging because of their high mobility. In the present experiments, bright wavy stripes 

between PbPc molecular rows are imaged occasionally. One example is shown in Figure 5. 19 (a). 

In this STM image, bright wavy strips between PbPc rows are clearly observed, which is 

interpreted to be the co-adsorbed solvent molecules. One pair of bright spots that appear 

periodically along those wavy structures is labelled by a white rectangle. This can be linked to the 

hydrogen bonds between the paired solvent molecules as it is revealed by the atomistic model 
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shown in the panel (b). This agreement further confirms the success of the solvent co-adsorbed 

model we built in order to understand the experimental assembly behavior of PbPc molecules.   

 

Figure 5. 19 (a) Experimental STM image that shows bright wavy stripes between PbPc molecular rows (b) Atomistic model 

of the HA/PbPc co-assembly, extracted from Figure 5. 18 (b), showing the arrangement of PbPc molecules together with 

the rows of hydrogen-bonded heptanoic acid molecules. Experimental STM images obtained by Gangamallaiah Velpula 

from KU Leuven. 

The ability of solvent molecules to co-adsorb within the assembly network can in principle provide 

a possibility to control the width of the gap between PbPc rows, in other words, the assembly 

behavior of PbPc molecules. However, co-adsorption of solvent molecules is rather difficult to 

control and can hardly be used as a design strategy in real experiments. One typical way to modify 

the packing scheme of molecules at the solution/substrate interface is to use a different solvent in 

the same category (in our case, a carboxylic acid with different alkyl groups). In the current co-

assemblies, however, HA molecules co-adsorb with their alkyl chains parallel to the PbPc rows. 

Therefore, the gap width between PbPc rows is not expected to change even if a solvent with 

longer alkyl chains is employed. 

5.4. Crystal growth templated by the self-assembled molecular networks of PbPc 

The specific alternating row arrangement observed in the PbPc monolayers formed at 

solution/substrate interface has been explained by the solvent co-adsorption. Nevertheless, in order 
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to investigate whether a thin film growing from a PbPc monolayer can generate the known bulk 

polymorphs or a substrate-induced polymorph of PbPc, we remove the solvent molecules and build 

compact PbPc multilayer assemblies. This choice is based on the fact that multilayer formation is 

rarely observed at the solution/substrate interface and is more relevant to deposition in dry 

conditions (e.g., by vacuum sublimation). Top and side view of the optimized atomistic model for 

the compact monolayer assembly are shown in Figure 5. 20 (a) and (b), respectively. 

 

Figure 5. 20 (a) Top view of the optimized compact PbPc assembly. Unit cell parameters: a = b =13.7 Å, α = 90°. These 

parameters agree well with the PbPc assemblies deposited in high vacuum [16]. (b) Side view of the compact PbPc assembly 

after optimization, where all molecules are in Pb-up conformation, as shown in the inset. All Pb atoms are red-colored for 

better visualization. (c) Multilayer structures of PbPc grown from a compact assembly in columnar stacking. (d) Multilayer 

structures of PbPc grown from a compact assembly in alternating stacking. PbPc molecules in different layers are colored 

differently. 

In this compact monolayer assembly, all PbPc molecules adsorb in the preferential Pb-up 

conformation. They stay on the same plane due to the geometric confinement exerted by the flat 

HOPG substrate. However, such organization is not present in either the bulk monoclinic or the 

triclinic phase of PbPc (see Figure 5. 3), which indicates the possibility to grow a substrate-induced 

polymorph of PbPc from this assembly, instead of generating the known bulk phases directly. The 

growth of a possible SIP is first studied in simulations, where it is modelled by successive 

adsorption of up to four molecular layers. Here, two possible growth modes are proposed: 
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columnar stacking (Figure 5. 20 (c)) and alternating stacking (Figure 5. 20 (d)). Columnar stacking 

is similar to the bulk monoclinic phase of PbPc, except that all PbPc molecules keep the same 

orientation. As for the alternating stacking, molecules in adjacent layers have different orientations 

and are packed alternatingly in either “face to face” (e.g., between the 1st and 2nd layer) or “back 

to back” (e.g. between the 2nd and 3rd layer) arrangement. The existence of such alternating 

stacking is deduced from spectroscopic measurements on a PbPc bi-layer structure [31, 32], but 

no related information exists on thicker multilayer structures. To evaluate the structural rigidity 

and energetic stability of these two stacking organizations, MM and MD simulations are 

performed. 

5.4.1. Molecular Mechanics simulations of PbPc grown in columnar stacking 

The optimized columnar stacking of PbPc molecules is shown in Figure 5. 21. It can be seen from 

panel (a) that the upper layers (the 2nd, 3rd and 4th layer) of molecules shrink in the lateral direction 

after the optimization. This shrinkage is also visible in the side view of the optimized columnar 

stacking (panel (b)), where the boundary of the upper layers is highlighted by two white vertical 

bars.  Furthermore, the zoomed-in image of the central region of this columnar-stacked multilayer 

(Figure 5. 21(c)) shows that molecular columns have different orientations. As an example, the 

misorientation among three molecular columns is illustrated by three arrows. The appearance of 

such disorder suggests that a long-range, periodic organization of PbPc molecules, i.e., crystalline 

structures, cannot be built on the basis of this columnar stacking. 

 

Figure 5. 21  Top view (a) and side view (b) of the optimized columnar-stacked PbPc multilayer. (c) Zoomed-in central 

region of this PbPc multilayer, corresponding to the white square in (a), which shows a more detailed molecular 

arrangement. 
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5.4.2. Molecular Mechanics and dynamics simulations of PbPc grown in alternating stacking 

Following the same strategy, the PbPc multilayer structure in alternating stacking is also optimized 

using force field simulations. Unlike the columnar stacking, the alternating-stacked PbPc 

multilayer preserves a highly-ordered structure after the optimization. The optimized structure is 

therefore further refined by the quench MD scheme. The most stable structure from the quench 

MD refinement is shown in Figure 5. 22 (a) and (b). The geometry features in the input structure 

of the alternating stacking are well-retained, which already indicates a superior structural stability 

for PbPc molecules to be packed in this manner on top of its self-assembled monolayer. 

 

Figure 5. 22  Top view (a) and side view (b) of the refined alternating-stacked PbPc multilayer. (c) Zoomed image of the 

region corresponding to the white parallelogram in (a), which shows a more detailed molecular arrangement and three 

lattice parameters to define the SIP. (d) Unit cell of the proposed PbPc SIP after Niggli cell reduction. 

To have a better understanding about the energetic features of the alternating stacking, the 

interaction energies between neighboring molecular layers are calculated based on the following 

equation:  

𝐸(𝑖+1)𝑡ℎ−𝑖𝑡ℎ =

𝐸𝑡𝑜𝑡𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑎𝑑𝑠𝑜𝑟𝑏𝑒𝑑 (𝑖+1) 𝑙𝑎𝑦𝑒𝑟−𝐸𝑡𝑜𝑡𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦  𝑜𝑓 𝑎𝑑𝑠𝑜𝑟𝑏𝑒𝑑 𝑖 𝑙𝑎𝑦𝑒𝑟−𝐸𝑒𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑓𝑟𝑒𝑒𝑠𝑡𝑎𝑛𝑑𝑖𝑛𝑔 (𝑖+1)𝑡ℎ 𝑙𝑎𝑦𝑒𝑟

𝑁(𝑖+1)𝑡ℎ 𝑙𝑎𝑦𝑒𝑟
  

The term on the left side is the interaction energy between neighboring layers. On the right side, 

three terms are in the numerator. They represent the total potential energy when (i+1) layer(s) of 

molecules adsorb on the substrate, the total potential energy when i layer(s) of molecules adsorb 

on the substrate and the potential energy of the freestanding (i+1)th molecular layer. This energy 

difference is then normalized to the number of molecules in the (i+1)th layer. The results are 

summarized in Table 5. 6. 
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Table 5. 6 Interaction energy (per molecule) between neighboring layers in the refined alternating stacking of PbPc. 

 

The calculation shows the existence of a stronger interaction (≃ - 58 vs. ≃ - 53 kcal/mol) between 

“face to face” stacked molecules. This provides a solid proof for the bi-layer growth mechanism 

assumed in previous experimental studies [32, 33], based on which the PbPc thin film grows per 

“face to face” stacked dimer and molecules have alternating orientations in adjacent layers. In all 

force field simulations performed for the alternating-stacked PbPc multilayers, the HOPG 

substrate is always included. Combined with its excellent structural rigidity and energetic stability, 

it is therefore reasonable to hypothesize that a PbPc SIP can possibly be derived from this 

alternating packing manner. 

Figure 5. 22 (c) shows the enlarged central region of the alternating-stacked multilayer, 

corresponding to the white parallelogram in Figure 5. 22 (a). The color code for molecules 

belonging to different layers stays the same as above: molecules in the second, third and fourth 

layer are colored in red, green and orange, respectively. It is very clear that molecules in different 

layers have exactly the same orientation, which makes it feasible to define a unit cell for the 

possible SIP from this multilayer structure. Three lattice parameters a, b and c of the possible SIP 

are illustrated in Figure 5. 22 (c). The Niggli cell reduction [34] is performed to improve the highly-

skewed unit cell that is extracted directly from the multilayer structure. This reduction provides a 

unique representation of the basis vectors for a given lattice. The reduced unit cell keeps the 

volume of the original cell but has the lowest sum of lattice vectors and its lattice angles are closer 

to 90 degrees. After reduction, a triclinic unit cell belonging to the P-1 space group is obtained for 

the predicted SIP (Figure 5. 22 (d)). There are two molecules within the unit cell and the lattice 

parameters are:  a = 7.70 Å, b = 12.23 Å, c = 13.30 Å, = 71.39°, = 80.70° and = 78.09°. 

The density of this predicted SIP unit cell is 1.91 g/cm3, which is only 1% and 2.5% lower than 
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the values for the bulk triclinic and monoclinic phases of PbPc, respectively. Such difference is 

quite reasonable when comparing the density of SIPs and bulk polymorphs for a given compound.   

 

5.5. Experimental crystal structure determination of PbPc thin films 

To validate the predicted SIP, PbPc thin films were prepared on TEM graphene grids via PVD (By 

Noopur Jain from EMAT, UANTWERPEN) with a thickness ranging from 5nm to 30nm. Their 

crystal structures were then investigated by STEM (See Appendix 5.3. Experimental details of the 

STEM measurementsfor more experimental details). One big advantage of using graphene grids 

is that they are chemically similar to the HOPG substrates used in the self-assembly experiments. 

Such similarity makes the crystallization of PbPc in 2D (SAMN) and 3D (thin films) more 

comparable, from which their connections can be studied reliably. Although the PbPc thin films 

are prepared in dry conditions instead of the solution environment as for the SAMNs, it is 

reasonable to hypothesize, based on the reported STM studies [16], that the first molecular layer 

in the thin films still adsorbs on the graphene grids in the Pb-up conformation, as in the self-

assembly from solution and as determined from the modelling.  

 

Figure 5. 23 (a) STEM image of the PbPc thin film deposited on the TEM graphene grids. (b) FFT pattern of the STEM 

image. (c) Simulated diffraction pattern from the <𝟏 𝟏 𝟎> zone axis of bulk triclinic phase of PbPc. Simulated diffraction 

pattern generated by SingleCrystal™, CrystalMaker Software Ltd, Oxford, England. STEM image acquired by Noopur 

Jain from EMAT. 

One representative STEM image of the prepared thin films is shown in Figure 5. 23(a). The signal-

to-noise ratio of this image is not perfect, which is attributed to the low electron dose used during 

the acquisition of the image. Nevertheless, the low-dose imaging enables a better control of the 
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electron beam damage towards the PbPc crystals, enabling the periodic lattice to be distinguished 

from the image regardless of the noise. It must be emphasized that capturing such an image is very 

challenging since PbPc crystals are extremely sensitive to the high-energy electron beam used in 

the STEM. To determine the crystal phase within the thin films, the FFT pattern of this image 

(Figure 5. 23 (b)) is then indexed with respect to three polymorphs of PbPc: the two previously 

known bulk polymorphs and the SIP predicted from the modelling. The indexation is illustrated in 

the Figure 5. 23 (b), which is done by measuring distances of three Friedel diffraction pairs located 

closest to the center of the FFT pattern. The excellent agreement with respect to the theoretical 

diffraction pattern along the <1 1 0> zone axis of the bulk triclinic polymorph (see Figure 5. 23(c)) 

evidences the existence of this polymorph within the thin films.  

The FFT pattern is also compared with theoretical diffraction patterns of the predicted SIP along 

different zone axes; however, the agreement there is far from satisfactory. One hypothesis for the 

absence of the predicted SIP in the thin films is that, although chemically similar, the graphene 

grids still promote crystallization in different ways compared to the HOPG substrate used in the 

self-assembly experiments and modelled during the prediction of SIP. Therefore, in addition to the 

STEM analyses, specular X-ray diffraction and grazing incidence X-ray diffraction (GIXD) 

measurements were performed (By M. Kaltenegger et al, TU Graz) on PbPc thin films deposited 

on HOPG by PVD (see Appendix 5.4. Experimental details for thin film preparation and the X-

ray diffraction measurements for experimental details); the typical thickness of those samples is in 

the 20-40 nm range. Specular X-ray diffraction measurements are first carried out to probe the out-

of-plane periodicities of the thin films and the result is depicted in Figure 5. 24 (a) 
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Figure 5. 24 (a) Specular X-ray diffraction pattern of a PbPc thin film with a thickness of ~40 nm. (b) Molecular model 

showing the simulated SIP in the orientation determined by the specular X-ray diffraction: the (110) plane of the simulated 

SIP is parallel to the substrate, with d110 = 6.94 Å and corresponding qz = 9.05nm-1. XRD measurements performed by 

Martin Kaltenegger from TU Graz. 

Diffraction peaks are found at qz= 9.01 nm-1 and 9.48 nm-1, which correspond to d-spacings of 

6.97 Å and 6.63 Å, respectively. The d-spacing of the first peak is in an excellent agreement with 

the interplanar distance of the (110) planes (d110 = 6.94 Å) of the simulated SIP. The second peak 

at 9.48 nm-1 (6.63 Å) is related to the HOPG substrate. The preferred orientation of the crystallites 

within the experimental thin film can be accordingly determined: the (110) plane of the simulated 

SIP is parallel to the substrate. With this orientation, the C4 symmetry axis of the PbPc molecules 

is perpendicular to the substrate, as shown in Figure 5. 24 (b). 

After the out-of-plane order of the thin films is determined by specular X-ray diffraction, the in-

plane order is probed by the GIXD measurements (see Figure 5. 25). Strong and clear Bragg peaks 

in the pattern indicate a highly crystalline structure within the thin films. The pattern is then 

indexed with respect to the SIP predicted from molecular modelling. The indexation is based on 

the fact that the (110) plane of the predicted SIP is parallel to the substrate, as it is determined by 

specular X-ray diffraction measurements. The final result is shown in the right side of Figure 5. 

25. 
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Figure 5. 25 Grazing incidence X-ray diffraction pattern of the PbPc thin film depicting both the raw pattern (left side) and 

the indexed pattern based on the predicted SIP from modelling (right side). XRD measurements and indexation performed 

by Martin Kaltenegger from TU Graz. 

Here, the theoretical position of each peak based on the predicted SIP is represented by a white 

dot. Considering the fact that the SIP is predicted based only on the successive adsorption of 

molecules in the simulation without any experimental inputs, the overall agreement between 

experimental and theoretical peak positions is remarkable. In parallel, attempts were made to fit 

the experimental GIXD data with respect to the known bulk triclinic phase of PbPc. However, 

those fittings are far from satisfactory. This further indicates that a new SIP for PbPc has been 

identified from the molecular modelling and confirmed by the experimental thin film X-ray 

diffraction measurements. In spite of the very good overall agreement, some deviations between 

experimental and theoretical peak positions are still present in Figure 5. 25. To better understand 

such deviations, the unit cell parameters for PbPc crystals in the thin films are determined from 

the experimental pattern using the GIDInd software [35] and compared with the originally 

predicted SIP. The results are shown in Table 5. 7. 
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Table 5. 7 Unit cell parameters of the PbPc SIP determined from molecular modelling and experimental pattern. 

Experimental determination of unit cell parameters done by Martin Kaltenegger from TU Graz. 

 

The experimental pattern gives a very comparable unit cell with respect to that predicted by the 

molecular modelling. The energetic stabilities of these two unit cells are then evaluated by MM 

simulations. The lattice parameters of the originally predicted SIP unit cell are adapted to the 

values determined from the experimental pattern, while the molecular arrangement within the unit 

cell is kept the same. The geometry optimization calculations are performed on both the originally 

predicted unit cell and the one after the adaptation of lattice parameters. During the optimization, 

the unit cell parameters are held constant. The calculations show that the energy difference 

between these two unit cells is only 0.8 kcal/mol. In other words, these two unit cells are 

energetically equivalent. After the successful prediction of the lattice parameters by the molecular 

modelling is confirmed, the molecular arrangement within the predicted lattice is examined by 

comparing its associated squared structural factors to the experimental intensities. Figure 5. 26 

shows the experimental GIXD map together with a calculated peak pattern based on the adapted 

SIP with its (110) plane parallel to the substrate. 
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Figure 5. 26 (a) GIXD map of a 40 nm thick PbPc film on HOPG measured at an incidence angle of 0.5° and (b) Calculated 

peak positions (red crosses) and squared structure factors (red circles) of the adapted SIP in the 110 orientation. The size 

of the circles corresponds to the calculated intensities normalized to the highest value. XRD measurements and theoretical 

patterns by Martin Kaltenegger from TU Graz. 

In panel (b), the theoretical peak positions are marked with red crosses while the squared structural 

factor of each peak is proportional to the area of the associated circle. We observe excellent 

matching with the experimental peak intensities. As the structural factors are directly related to the 

molecular arrangement within the crystal lattice, this demonstrates that the packing of PbPc 

molecules within the thin films is the same as in our predicted SIP unit cell. Based on the excellent 

agreements on both the peak positions and intensities, it can be concluded that the crystal structure 

of the PbPc thin films is successfully predicted by our molecular modelling studies, pointing to the 

existence of a previously unknown substrate-induced polymorph for PbPc. The crystal structure 

information file (cif) of this SIP has been uploaded into the Cambridge Structural Database under 

reference number 2121171. 

The existence of a SIP in the PbPc thin films deposited on HOPG and its absence on the graphene 
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grids illustrates again that the crystallization of organic molecules in thin films is very sensitive to 

the nature of the substrate. A new attempt using a different protocol has thus been made to visualize 

the SIP with STEM. Here, the samples are prepared by scraping materials directly from PbPc thin 

films deposited on the HOPG substrates onto classical TEM carbon grids. A STEM image of these 

new samples is shown in Figure 5. 27. 

 

Figure 5. 27 (a) STEM image of PbPc crystallites scraped from thin films deposited on HOPG. (b) FFT pattern of the STEM 

image. (c) Simulated diffraction pattern from the <𝟒 𝟑 𝟓> zone axis of the PbPc SIP. Simulated diffraction pattern 

generated by SingleCrystal™, CrystalMaker Software Ltd, Oxford, England. STEM image acquired by Noopur Jain from 

EMAT. 

It can be noted that the resolution of this STEM image is further degraded, which originates from 

unavoidable crystallite agglomeration during the scraping process and the associated increase of 

sample thickness. Despite this, the periodic crystal lattice can still be distinguished in the relatively 

thin region of the image (highlighted by the red rectangle in Figure 5. 27 (a)). The FFT pattern of 

the image (Figure 5. 27 (b)) is then indexed with respect to the SIP using an in-house developed 

Matlab script, from which it can be concluded that the zone axis corresponds to the <4 3 5> of the 

SIP (see Figure 5. 27(c) for the theoretical diffraction pattern in this zone axis). Such a peculiar 

zone axis also indicates the agglomeration and re-orientation of crystallites during sample 

preparation. The extra paired spots in the FFT pattern (yellow-circled in Figure 5. 27 (b)) could 

potentially result from crystallites in different orientations present in thicker regions of the imaging 

area. This is verified by the FFT pattern of the thinner regions, which does not have those extra 

diffraction spots and shows better agreement with the theoretical diffraction pattern. This 

comparison is summarized in Figure 5. 28.  
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Figure 5. 28 (a) STEM image of the PbPc crystals scraped from thin films deposited on HOPG. (b) FFT pattern of the 

selected thinner area (red square in panel a) in the STEM image. (c) Simulated diffraction pattern from the <𝟒 𝟑 𝟓> zone 

axis of PbPc SIP. Simulated diffraction pattern generated by SingleCrystal™, CrystalMaker Software Ltd, Oxford, 

England. STEM image acquired by Noopur Jain from EMAT. 

To conclude, a previously-unknown SIP for PbPc is successfully predicted by our molecular 

modelling studies, which is verified by X-ray diffraction and STEM measurements. Both 

experiments confirm the existence of the predicted SIP in thin films that are prepared on the HOPG 

substrate. Although PbPc crystals (like many other organic crystals) suffer from considerable 

electron beam damage, a periodic crystal lattice is still distinguishable in the STEM images we 

acquired. This is a remarkable experimental achievement since, up to now, there are only very few 

(S)TEM works that focus on studying SIPs of organic molecules. Besides, the absence of SIP in 

the thin films deposited on the graphene grids shows again the decisive role of the substrate in 

governing the crystal structures of organic molecules, pointing to the huge potential for controlling 

crystal structures through modifying the nature of the substrate. 

As from the early studies of substrate-induced polymorphism for organic molecules [36], the SIPs 

are only stable in the vicinity of the substrate. With the increase of the film thickness, a conversion 

between SIPs and the bulk polymorphs is expected to occur. For this to happen, a structural 

commensurability between SIPs and bulk polymorphs should exist. This potential correlation is 

also investigated by MM simulations in our studies. Considering the fact that the bulk monoclinic 

polymorph is never observed in our XRD and STEM experiments and its crystal structure is largely 

different from that of the SIP, we focus on the possibility for the bulk triclinic polymorph of PbPc 

to grow on top of a thin slab made up of the predicted SIP. The optimized geometry of this 

deposition is shown in Figure 5. 29 (a). After optimization, the molecular orientation and 



134 

 

arrangement are well-preserved in the deposited bulk triclinic polymorph, which is verified by 

comparing the original crystal lattice with that extracted from the deposited bulk polymorph (see 

Figure 5. 29 (b)). Such a good agreement between the two lattices indicates the excellent stability 

of this packing motif where the bulk triclinic phase of PbPc is grown on the SIP. In this way, the 

commensurability between that bulk polymorph and the SIP is confirmed.  

 

Figure 5. 29 (a) Optimized structure of bulk triclinic PbPc deposited on a SIP slab. The bottom layers of the SIP slab are 

frozen (gray molecules) during the optimization, while the molecules in the top layers of the SIP slab (colored in red) are 

free to adapt their geometries. The inset shows the orientation of the bulk triclinic polymorph when deposited on the SIP, 

where one row of molecules is colored alternatingly in green and violet for comparison to the interface layer in the deposited 

structure. (b) Comparison between the lattice of original bulk triclinic polymorph and that extracted from the deposited 

structure. 
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5.6. Conclusions 

In summary, the formation, structure and stability of a substrate-induced polymorph in a 

prototypical molecular semiconductor, PbPc, was studied in detail. In classical Crystal Structure 

Prediction (CSP) calculations, the effects of the substrate are not considered, which makes it 

difficult to predict SIPs using CSP. Here we started from the substrate surface by investigating 

first the formation of SAMNs of PbPc at the solvent/graphite interface. The adsorption 

conformation of the PbPc molecules within the monolayer was ascertained by combining STM 

experiments, STM image simulations and atomistic MM/MD simulations. The non-planarity of 

the PbPc molecule appears as a major feature affecting the structural characteristics of the 

monolayer, which has the potential to direct the following crystal growth. 

Our study was then extended to explore the structure of PbPc multilayers on the HOPG substrate, 

in order to mimic the growth of thin crystalline films. The growth of a new SIP for PbPc was 

successfully modelled by force field simulations, and the prediction of that SIP was proved to be 

successful when compared to the crystal structure of PVD-prepared thin films. To our knowledge, 

this is the first SIP identified for PbPc. 
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Appendix 

Appendix 5.1. Experimental details for the preparation of PbPc self-assembled 

molecular networks and STM measurements 

Stock solution of PbPc (CPbPc = 2.9 × 10-4 M) was prepared by dissolving appropriate amounts of 

the compound in 1-heptanoic acid (HA). The stock solution was diluted further with HA to prepare 

a concentration series. All STM experiments were performed at room temperature (21-23°C) using 

a PicoSPM (Agilent) machine operating in constant-current mode with the tip immersed in the 

supernatant solution. STM tips were prepared by mechanically cutting a Pt/Ir wire (80%/20%, 

diameter 0.2 mm). Prior to imaging, a drop of solution was placed onto a freshly-cleaved surface 

of highly-oriented pyrolytic graphite (HOPG, grade ZYB, Advanced Ceramics Inc., Cleveland, 

USA). The experiments were repeated in 2-3 sessions using different tips to check for 

reproducibility and to avoid experimental artefacts, if any. For analysis purposes, recording of a 

monolayer image was followed by imaging the graphite substrate underneath under the same 

experimental conditions, except for increasing the current and lowering the bias. The images were 

corrected for drift with the Scanning Probe Image Processor (SPIP) software (Image Metrology 

ApS), using the recorded graphite images for calibration purposes, allowing a more accurate unit 

cell determination. The unit cell parameters were determined by examining at least 4 images and 

only the average values are reported. The images were Gaussian filtered. The imaging parameters 

are indicated in the figure caption: tunneling current (Iset), and sample bias (Vbias). 

Appendix 5.2. Computational details of STM image simulations 

To simulate STM images, density functional theory (DFT) calculations were carried out using the 

4.1 version of the SIESTA code including periodic boundary conditions [37]. The exchange-

correlation functional was described by the generalized gradient approximation (GGA) in the 

Perdew-Burke-Ernzerhof (PBE) form. A double-zeta polarized atomic basis set was used in the 

simulations to describe the valence electrons. The nuclei and core electrons were described by 

Troullier-Martins pseudopotentials [38]. A reasonable mesh cut-off of 250 Ry was utilized with a 

Monkhorst-Pack grid of (1 × 1 × 1). The Grimme correction was used to account for the van der 

Waals (vdW) interactions [39]. All SIESTA calculations were performed on the structures 

obtained from the force field calculations. In SIESTA, the local density of states (LDOS) were 

integrated over an energy window that is determined by the experimental bias voltage used for 
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recording the STM images. The simulated images were then generated from this LDOS based on 

the Tersoff-Hamann approximation by using the WSxM software [40].  

Appendix 5.3. Experimental details of the STEM measurements 

The HAADF-STEM images of PbPc crystals were obtained by using an aberration-corrected 

Thermo Fisher Scientific Titan microscope operating at 300 kV. A probe convergence semi-angle 

of 21 mrad and a beam current of 3 pA were used to collect the high-resolution images. The atomic 

columns with a bright contrast correspond to Pb in the crystal. The crystal structure is determined 

by the Fourier transform (FFT) of the obtained images. 

Appendix 5.4. Experimental details for thin film preparation and the X-ray 

diffraction measurements 

Highly-Oriented Pyrolytic Graphite (HOPG) monochromators were purchased from Momentive 

Performance Materials Quartz Inc. with a ZYB grade. This corresponds to X-ray mosaic spread of 

0.5 to 1°. The dimensions of the HOPG substrates are 12x12x12 mm. Thin films of PbPc were 

prepared on HOPG via PVD. To clean the HOPG, sticking tape was dabbed on the surface and 

subsequently removed. The cleaned substrates were then transferred into the high-vacuum 

chamber of the PVD reactor. After reaching a high vacuum (low 10-6 mbar level), PbPc was 

sublimed from an effusion evaporator. The PbPc film growth was controlled via a microbalance. 

Specular X-ray diffraction experiments on the samples were performed using an Empyrean 

reflectometer (Panalytical, the Netherlands) equipped with a copper sealed tube (wavelength of 

0.15418 nm), a parallel mirror, beam masks, slits and a PixCel3D detector was used in scanning 

line (1D) mode. Grazing Incidence X-ray Diffraction (GIXD) experiments were performed at the 

Elettra Synchrotron in Trieste in order to study the crystal structures of the thin films. The 

wavelength on the beamline (XRD1) was set to 0.140 nm and the scattering intensities were 

collected via a 2M Pilatus detector. For better statistics, the sample was rotated during the 

measurement. Calibration was performed using LaB6 standards. The GIDVis [41] software was 

used to analyze the collected data and the corresponding GIXD pattern was indexed with the 

GIDInd software [35]. During indexation, the lattice parameters were solved in a two-step 

procedure. In the first step, two Miller indices of the contact plane between the thin-film crystal 

and the substrate: h and k, were determined from the observed peaks, from which the lattice 
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parameters a, b and γ can be calculated. Then the third Miller indices of the contact plane l and the 

lattice parameters c, α and β were calculated in the second step. 
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In chapter 5, we have shown the relevance of using STEM to probe the structure of PbPc crystals. 

Although two phases of PbPc are successfully determined, the imaging still suffers from the high 

sensitivity of PbPc crystals to the incoming electrons and the associated beam damage. This is also 

a common obstacle for the application of (S)TEM in studying organic crystals [1-3], in spite of the 

atomic-level resolution it can provide. Here, in order to better understand the electron beam 

damage to organic crystals in TEM and find a way to limit its negative effects, we perform a 

quantitative study on the electron beam damage to PbPc crystals and compare the performances of 

several protecting strategies. 

 

6.1. Introduction 

The high-resolution imaging capabilities of modern TEMs offer the possibility to directly probe 

the atomic-scale information from a material and decipher its structural complexity. However, the 

sensitivity of the material to degradation under the electron beam is a fundamental limitation of 

electron microscopy [1]. For crystals, electron beam damage corresponds to the gradual 

disintegration of their periodic structure during their interaction with the incoming electrons. More 

specifically, electron beam damage is attributed to either elastic or inelastic scattering of electrons 

by the materials, which then leads to the knock-on and radiolytic process, respectively [4, 5]. 

Knock-on damage corresponds to the permanent and irreversible displacement of a particular atom 

from its equilibrium position and is related to the energy of the incident electrons. Inorganic 

crystals are prone to be damaged in this manner [6]. Inelastic scattering and the associated 

radiolysis-based damage is predominant for organic crystals [4], such as those studied here. 

Radiolysis occurs by secondary free radicals that are generated during the inelastic interaction 

between the incoming electrons and the material under study [4, 7]. In the case of organic crystals, 

electrons of individual molecules are excited by the incoming electrons. However, during the 

subsequent de-excitation process, those molecules may not be able to recover their original 

electronic state. This facilitates the rupture of chemical bonds as well as the distortion and 

displacement of the molecules, all of which promote a gradual loss of crystallinity in the presence 

of the electron beam [4, 8]. Studying this degradation of crystallinity by real-space imaging in a 

quantitative manner is quite challenging due to the high electron dose (e/Å2, amount of electrons 

landing per unit area) that is required to obtain an image with a good signal-to-noise ratio (SNR). 
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Besides, the necessity to fine tune the microscope parameters (e.g., defocus and sample tilting) 

prior to the acquisition of the images makes the situation even worse. These steps require a 

substantial electron dose and the structure can be damaged even before images for further analysis 

are collected. To overcome these bottlenecks, electron diffraction in reciprocal space is used more 

frequently to study beam damage in TEM. High-quality diffraction patterns can be collected at 

relatively short exposure and those measurements can also be performed under a wide range of 

electron dose rate, with the possibility of using extremely low values i.e., ~10−3 e/Å2/s. [8, 9]. More 

importantly, the beam damage and resulting loss of crystallinity can be quantified by following 

the fading intensities of the diffraction rings/spots with respect to time or the accumulated electron 

dose [3, 10-13]. This protocol has been used to assess the beam damage for different types of 

materials, including proteins [14, 15], organic semiconductors for photovoltaics [16] and polymers 

[17, 18].  

In addition to the quantitative study of the beam damage to PbPc crystals, different protection 

methods that may help to reduce the beam damage are also evaluated quantitatively in our study. 

Such evaluations provide better insights on how to minimize the beam damage in practice. One of 

the known protective strategies to overcome radiolysis is cryogenic cooling [5, 19, 20]. By 

performing TEM measurements at very low temperatures, the mobility of atoms as well as the free 

radicals generated during the inelastic interactions is strongly reduced, which prevents the further 

breakage of chemical bonds and therefore reduces the damage. The positive effects of cryogenic 

cooling have been reported for biological [21, 22] and organic [23] materials, however, only very 

limited work were done in a quantitative manner. 

Another promising approach to reduce beam damage in TEM is to use graphene either as the 

substrate [24-27] and/or as a coating on top of the material (often called graphene encapsulation) 

[28-30]. More specifically, graphene has been suggested as a novel support for the TEM imaging 

of nano- and bio-particles [25, 27]. Compared with amorphous carbon coating, the background 

signals associated with graphene are much lower, which can be easily removed by digital post-

processing of images (i.e. with Fourier filtering) [24, 31]. However, it needs to be noted that 

graphene itself also suffers from electron beam damage in TEM, which can be caused by electron-

induced etching and/or knock-on displacement [32].  Therefore, to use graphene as a protection 

layer, delicate control over the beam current and energy of the incoming electrons is required. For 

instance, it appears from the literature that pristine graphene is almost free from beam damage 
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when the acceleration voltage of the TEM is below 80kV [33, 34]. The situation for organic 

crystals is nevertheless opposite, where lowering the acceleration voltage leads to an increase of 

beam damage [4, 35]. Due to this trade-off between the optimum voltage for the protection of 

graphene and the protection of organic crystals, it is far from straightforward to employ graphene 

as a protection layer for organic crystals, which needs to be better understood.  

For studying beam damage of PbPc crystals in TEM, time-series of their fading diffraction patterns 

are collected and the effects of several protecting methods, including graphene as a substrate, 

graphene encapsulation and cryogenic cooling, on the beam damage are evaluated quantitatively. 

Taking PbPc as an example, our study enables us to gain deeper insights about the mechanism of 

damage caused by radiolysis and to further compare the performance of different strategies that 

can be used to reduce beam damage of organic crystals. 

 

6.2. Diffraction experiments of PbPc crystals 

Experimentally, PbPc thin films with constant thickness of ~20nm are prepared by physical vapor 

deposition (PVD, by Noopur Jain from EMAT). Here, two types of TEM grids are used: the 

common Au grids and the graphene-coated Au grids. In this manner, the effects of using graphene 

as the substrate on the beam sensitivity of materials can be examined. After deposition, some 

graphene-coated Au grids are further encapsulated with another layer of graphene on top in order 

to study the protection effects of graphene encapsulation. These sample configurations are shown 

schematically in Figure 6. 1. 

 

Figure 6. 1 Three types of sample configuration used in the experiments 

Time-series of diffraction patterns are then collected for these samples at different dose rates: ~11, 

~7, ~3 and ~2 e/Å2/s (Diffraction data collected by Urvi Parekh and Noopur Jain from EMAT, see 

Appendix 6.1 for more experimental details). With the same set of dose rates, the protection effects 

of cryogenic cooling are investigated by collecting time-series of diffraction patterns for 
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PbPc/Graphene/Au samples at the cryogenic temperature (~ -153℃). Figure 6. 2 compares 

snapshots of diffraction patterns obtained under different experimental conditions. The existence 

of diffraction rings confirms the polycrystalline nature of the PbPc thin films. In all conditions, the 

diffraction pattern of PbPc fades out gradually, indicating a gradual loss of crystallinity. Visual 

inspection already shows some variations in the fading rate, which reflects different beam 

sensitivity of the samples. However, in order to have a more reliable understanding about the beam 

damage and the effects of different protection measures (graphene substrate, graphene 

encapsulation and cryogenic cooling), the degradation of crystallinity is further studied in a 

quantitative manner. 
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Figure 6. 2 Snapshots showing the degrading diffraction patterns for (a) PbPc/Au, (b) PbPc/graphene/Au, (c) 

PbPc/graphene/Au at cryogenic temperature and (d) Graphene/PbPc/graphene/Au. The experiments are performed at an 

acceleration voltage of 200 kV and a dose rate of ~11 e/Å2/s. The time and accumulated dose at each snapshot is labelled at 

the top. The electron diffraction spots/rings of PbPc that are quantitatively analyzed are highlighted with a blue arrow. 
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6.3. Quantitative analysis of beam damage and comparison of protection methods 

6.3.1. Processing of the diffraction data 

In order to have a quantitative description for the beam damage of crystalline PbPc thin film, the 

intensity of the PbPc diffraction ring is acquired by radially averaging the diffraction pattern. 

Compared to intensities directly extracted from selected diffraction spots, such a radial averaging 

process provides a more accurate description for the intensity of the diffraction ring. The obtained-

average intensity is then studied as a function of time which enables a quantitative evaluation of 

the radiation damage of the PbPc crystals The purposed approach is detailed in Figure 6.3.  

 

Figure 6. 3 (a) Determination of the center of the diffraction pattern. (b) PbPc diffraction ring to calculate the 

radial average intensity. Yellow-shaded area shows the range within which radial average intensity is calculated 

(from 0.12Å-1 to 0.23Å-1) (c) Fitting and decomposition of the radial average intensity and (d) Intensity fading 

for the diffraction ring of PbPc as a function of time. 
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Figure 6. 3 (a) is a diffraction pattern from the PbPc/graphene/Au sample. The first step in this 

procedure is to find the centre of the diffraction pattern and this is accomplished by using the Pets2 

software package [36]. Originally, this software was developed for reconstructing the reciprocal 

lattice of crystals from electron diffraction tomography datasets. In this study, we use Pets2 to 

determine the centre of diffraction patterns, which is achieved by automatic detection of the Friedel 

pairs. Such automatic detection is very helpful since, within each diffraction time-series, the beam 

position varies in each frame. Therefore, it is not feasible to determine the centre of diffraction 

pattern frame by frame manually. One example is illustrated in Figure 6. 3 (a) where the estimated 

centre is indicated as a cyan-coloured cross. The black arrow in the middle of the figure is the 

beam stopper, which is used in all experiments to protect the detector from overexposure and 

saturation. The accuracy of the centre measurement is demonstrated by the hexagonal diffraction 

spots of graphene (highlighted by cyan circles), which are distributed symmetrically around the 

centre. 

Next, the beam stopper is manually covered with a mask as the grey region illustrated in Figure 6. 

3 (b). The corresponding pixel values are not used in the following calculations, whereas the 

remaining diffraction pattern is radially averaged using an in-house developed Matlab script. This 

averaging is performed for a range of frequencies around the diffraction ring of PbPc (highlighted 

in solid yellow line) as indicated in Figure 6. 3(b). Figure 6. 3(c) shows the calculated radial 

average intensity where the raw values are represented by the red circles. To quantitatively analyze 

the intensity decay of the PbPc diffraction ring, a model is fitted to these raw values using a non-

linear least squares method which is implemented in Matlab (lsqnonlin command). This model 

consists of two components, including a Gaussian describing the diffraction intensity from the 

PbPc crystals and a power law describing the background: 

𝐼 =  𝑎𝑒
−(𝑥−𝑏)2

2𝑐2 + 𝐷𝑥−𝛾 (Eq. 1) 

Here, x is the distance to the centre of the diffraction pattern. The intensity of the PbPc signal is 

described by a, which is the height of the corresponding Gaussian peak; b and c represent the 

position and width of the gaussian peak, respectively. D and γ describe how the background 

changes as a function of distance from the centre. The fitted model is represented by the red line 

in Figure 6. 3 (c), whereas the Gaussian peak for the PbPc crystals and the power law background 

are shown in yellow and violet, respectively. The excellent quality of fit confirms the validity of 
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the model to describe the radial average intensity and to extract the contribution from the PbPc 

crystals. 

This radial average intensity profile is calculated for each diffraction pattern of the diffraction 

time-series. The intensity contribution from the diffraction of the PbPc crystals is then calculated 

as a function of time t (total recording time of the movie, Figure 6. 3(d)). Next, an exponential 

decay function is fitted to these measurements: 

𝑓_𝑎(𝑡) = 𝐴 exp(−𝑅0 ∗ 𝑡) + 𝑦0 (Eq. 2) 

where A is the initial intensity of the PbPc diffraction ring, f_a(t) is the fitted intensity of the 

diffraction ring at a given time t, 𝑅0  is the decay rate and y0 is an offset term. The explicit 

determination of the decay rate allows us to quantitatively compare the beam damage rate to PbPc 

crystals under different experimental conditions. The cumulative dose (e/Å2) is calculated by 

multiplying the dose rate by the duration (t) of the diffraction movie. The critical dose (e/Å2) is 

defined as the cumulative dose at which the intensity of the diffraction ring reduces to 1/e of the 

initial intensity [5, 19, 37-39], which is calculated by dividing the dose rate (e/Å2/s) by the decay 

rate (1/s) obtained from Eq. 2. All these parameters are used later to quantitatively describe the 

beam damage behaviors of PbPc crystals in different conditions. 

For the PbPc/Au samples, the diffraction pattern does not show clear rings (see Figure 6. 2 (a)). In 

this case, the intensity of diffraction spots located at the same distance from the centre as the 

diffraction ring radius is followed directly. The decay rate and critical dose are then calculated in 

the same way.  
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6.3.2. Performances of the protection methods 

Comparing the decay rate of different sample configurations (PbPc/Au, PbPc/Graphene/Au and 

Graphene/PbPc/Graphene/Au) under different experimental conditions (room temperature and 

cryogenic temperature) enables a direct assessment regarding the performance of the applied 

protection method. The results are shown in Figure 6. 4. Here, all experimental are done at the 

acceleration voltage of 200 kV. 

 

Figure 6. 4 Decay rate (1/s) as a function of the dose rate (e/Å2/s) at various conditions at 200 kV 

Graphene substrate 

The performance of using a graphene substrate to reduce the beam damage is studied first, since 

graphene has been suggested as the ultimate sample substrate for TEM [40-43]. Experimentally, 

the graphene substrate is applied by coating a single layer of graphene onto the Au TEM grids via 

a wet chemical approach (performed by Adrián Pedrazo Tardajos from EMAT). The decay rates 

(1/s) for PbPc/Au (black line) and PbPc/graphene/Au (blue line) are compared quantitatively in 

Figure 6. 4. Without the graphene layer on the Au grid, the PbPc crystals undergo beam damage 

significantly faster. As an example, at the dose rate of 11 e/Å2/s, PbPc degrades at a decay rate of 

0.092 1/s on the Au grid while only 0.079 1/s on graphene/Au grids, which shows that PbPc is 

protected by the graphene underneath. The same protective effects are also observed at the other 

dose rates. In this way, the advantages of using graphene as the TEM substrate for beam-sensitive 
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organic crystals are explicitly proved. One explanation for such protection is that the graphene can 

rapidly quench the electronic excitations which are induced in the organic crystals by the incoming 

electrons. The associated damage is therefore suppressed. Following the enhanced beam resistance 

in PbPc/Graphene/Au samples, the effects of cryogenic cooling are then also studied using this 

type of sample configuration.  

 

Cryogenic Cooling 

The effects of cryogenic cooling are shown directly by comparing the decay rate of 

PbPc/graphene/Au samples with their diffraction pattern collected at either room (blue line in 

Figure 6. 4) or cryogenic (red line in Figure 6. 4) temperature. It is clear that cryogenic cooling 

improves the beam resistance of PbPc crystals considerably, i.e., by a factor of ~2 for all dose rates 

used in the experiments. At a dose rate of ~11 e/Å2/s, the decay rate at room temperature is 0.079 

1/s and it is reduced to 0.041 1/s if cryogenic cooling is applied. The protection introduced by 

cooling the sample is widely known and has been used for a variety of beam-sensitive materials. 

For PbPc, cryogenic cooling certainly helps to reduce beam damage since the underlying damage 

mechanism is radiolysis and a lower temperature suppresses the diffusion of free radicals generated 

during the interaction with the electron beam [5]. 

Though promising, cryogenic cooling of PbPc samples has drawbacks such as the formation of ice 

crystals during the TEM measurements, inducing drift of the sample as well as the appearance of 

extra diffraction spots [44]. It is therefore imperative to understand and develop other methods to 

reduce beam damage for PbPc and similar organic crystals, where the signal-to-noise ratio in real 

space imaging is not compromised by the formation of side products, ice in this case.  

Graphene encapsulation 

We observed that PbPc crystals show an enhanced resistance to beam damage when graphene is 

used as a substrate. Further exploring this strategy and based on successful attempts with MoS2 in 

the literature [28, 45], the PbPc crystals are sandwiched between two layers of graphene using a 

wet-chemical approach (performed by Adrián Pedrazo Tardajos from EMAT). This process leads 

to the following configuration: Graphene/PbPc/Graphene/Au and is referred as graphene 

encapsulation (GE) in the following text. The time-series of the diffraction patterns collected from 
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the GE samples are processed in the same way as described above. Figure 6. 4 shows that the decay 

rates for GE samples (green line) is faster than the decay rates for the PbPc/graphene/Au sample. 

This behavior is in contrast to the expectation that the graphene/sample/graphene configuration 

would provide enhanced protection to beam damage compared to the sample/graphene 

configuration [45]. We hypothesize that this unexpected behavior of GE is due to the water 

molecules that could have remained trapped in the graphene pocket from the encapsulation 

process. The presence of water molecules could promote the formation of free radicals under the 

electron beam which could then increase the beam damage. To investigate this hypothesis, GE 

samples are dried after graphene encapsulation for 48 hours at 100 ℃ to remove the trapped 

water/moisture in the graphene pocket, if any. The diffraction experiments are again performed 

using these dried GE samples (GE-dried) and the decay rates are determined. As shown in Figure 

6. 4, the GE-dried samples indeed show improvement in the beam resistance (pink line), confirmed 

by a lower decay rate. This serves as a clear indication that careful measures need to be taken to 

remove excess of solvents from the graphene pocket as the solvent molecules are likely to induce 

extra damage. 

Unfortunately, the protection provided by graphene encapsulation with respect to a simple 

graphene substrate remains negligible even if a prolonged drying process is applied. The decay 

rates stay close to the non-encapsulated samples (PbPc/Graphene/Au, blue line in Figure 6. 4). A 

possible reason for this is that the encapsulated graphene layer is prone to knock-on damage at 200 

kV where the above-mentioned diffraction experiments are performed. To study the effects of the 

acceleration voltage on the beam damage and better understand the performance of graphene 

encapsulation, diffraction experiments are further carried out at 30 kV and 80 kV.  
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6.3.3. Dependence of beam damage on the acceleration voltage and dose rate 

Acceleration voltage – 80 kV and 30 kV 

The effects of the acceleration voltage on the decay rate and critical dose (see section 6.3.1 for the 

calculation of critical dose) are studied using the PbPc/Graphene/Au samples.  The results are 

summarized in Figure 6. 5. 

 

Figure 6. 5 . (a) Decay rate (1/s) and (b) critical dose (e/Å2) as a function of the dose rate for PbPc/Graphene/Au samples 

at 30, 80 and 200 kV.  

Figure 6. 5 (a) shows that, at 80 kV, samples are damaged at a higher rate compared to that at 200 

kV for all dose rates examined, while samples at 30 kV degrade even faster than those at 80 kV. 

For the same electron dose rate of 1.8 e/Å2/s, the decay rate at 80 kV is 0.026 1/s, which is 

significantly higher than the 0.008 1/s value at 200 kV. The situation for samples at 30 kV is worst, 

reaching a decay rate of 0.130 1/s. In parallel, consistent trends are found when comparing the 

critical doses at different acceleration voltages. Figure 6. 5 (b) shows clearly that, at each dose 

rate, the critical dose decreases considerably if the acceleration voltage is reduced from 200 kV to 

30 kV, indicating a deteriorating beam resistance of the samples. The dependence of beam damage 

on the acceleration voltage is explained by the inverse correlation between the radiolysis damage 

cross-section and the incident energy of the electrons. At lower acceleration voltage, the cross-

section for inelastic scattering is larger, which makes the associated radiolysis damage more 

significant.  

Following this, diffraction experiments are also performed for GE-dried samples at 80 kV and 30 

kV. Their decay rates are calculated in the same way as described in section 6.3.1.  This enables 
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us to gain a more systematic understanding about the protection performance of the GE. The 

degradation behavior is then compared to the non-encapsulated samples (PbPc/Graphene/Au). 

Such comparison is performed at all dose rates and the results are summarized in Figure 6. 6.  

 

Figure 6. 6 Normalized intensity degradation of the PbPc diffraction ring, showing the effects of GE at different acceleration 

voltages (200kV, 80kV, 30kV) at dose rates of: (a) ~11, (b) ~7, (c) ~3 and (d) ~1.8 e/Å2/s.  The curves are normalized to 

the initial intensity value.  

Here, a clear trend is followed at each dose rate: GE shows a slightly positive protection effect at 

30 kV but shows no effect at 80 kV and a negative effect at 200 kV. This supports our previous 

observations: the lack of protection from GE at 200 kV is very likely to be caused by the fact the 

encapsulated graphene already suffers from knock-on damage at this voltage, therefore it cannot 

provide any protection. The stronger negative effects are most probably due to residual water from 
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the encapsulation process. Though GE protects PbPc crystals at 30 kV, it remains impractical as a 

protection strategy because PbPc would be damaged very rapidly in this case, as proved by the 

fastest decay rate and lowest critical dose shown in Figure 6. 5. Hence, a careful consideration 

regarding the trade-off between the stability of encapsulated graphene and the PbPc crystals is 

critical for applying GE to protect PbPc from beam damage in TEM. We believe that this should 

also be considered in the case GE is used in TEM studies of other organic crystals.  

Dose-rate 

Another interesting observation that can be derived from Figure 6. 5 (b) is that, in addition to the 

known correlation between beam damage and the accumulated electron dose (e/Å2), beam damage 

also depends on the electron dose rate (e/Å2/s), in other words, on the flux of electrons. At the 

same acceleration voltage, the beam damage is more pronounced at a higher dose rate, which is 

demonstrated by the associated lower value of the critical dose. The dependence on the dose rate 

is more significant at 200 kV as compared to 80 kV and almost no dependence is seen at 30 kV. 

We believe that the stronger dependence at 200 kV is because the interaction between the higher-

energy electrons and the sample is of shorter duration, and an increase in the flux of electrons (dose 

rate) can accelerate the decay rate by increasing the formation of secondary radicals that contribute 

to damage caused by radiolysis. In contrast, at 30 kV, the damage is already quite substantial at 

the lowest dose rate, where the decay rate is comparable to that at the highest dose rate at 200 kV. 

Therefore, increasing the dose rate at 30 kV does not make extra contributions to the damage. 

Clearly, the dose rate is also a critical factor to control damage, along with the accumulated dose. 

One explanation is that the beam damage arises due to sample charging and the resulting 

development of an electric field within the sample [46, 47]. With an increasing dose rate, the 

development of the electric field is faster and the damage is enhanced, which can be further boosted 

by the faster generation of the free radicals.  
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6.4. Imaging PbPc in real space 

As mentioned in the introduction of this chapter, one ultimate goal of using TEM to study organic 

crystals is to directly probe their atomic structures. Therefore, to better understand the beam 

damage of PbPc crystals in real space and the effects of different protection methods on imaging, 

high-resolution TEM imaging is performed on the PbPc/graphene/Au and PbPc/Au samples with 

an accumulated dose of ~300 e/Å2 at 200 kV. Figure 6. 7 shows the high-resolution images of: (a) 

PbPc/graphene/Au at cryogenic temperature, (b) PbPc/Au and (c) PbPc/graphene/Au at room 

temperature.  

 

Figure 6. 7 High-resolution TEM images acquired at 200 kV and an accumulated dose of ~300 e/Å2 for (a) 

PbPc/graphene/Au at cryogenic temperature, (b) PbPc/Au and (c) PbPc/graphene/Au at room temperature. Scale bar is 2 

nm. Inset in panel (b) is a zoomed-in image of an example damaged (red square) region.  Images acquired by Noopur Jain 

from EMAT.  

The quantitative analysis on the diffraction data showed that the resistance to beam damage is best 

when cryogenic cooling is used. However, for imaging purpose, cryogenic cooling is not the 

optimal option. As it is shown in Figure 6. 7(a), the formation of ice crystals deteriorates the 

resolution of the image. While, the growth of the ice crystals is indicated by the extra diffraction 

spots which appear gradually during the time-series of the diffraction (see insets in Figure 6. 7 (a), 

diffraction pattern at the beginning (left) and ending (right) of a time-series ). On Au grids (Figure 

6. 7(b)), the resolution is improved where atomic columns can be distinguished, but beam damage 

of the PbPc crystals is also observed. The inset here shows a zoomed-in image of an example 

damaged region (red dash squared) where the atomic columns cannot be identified anymore. The 

best resolution and image quality is obtained from the PbPc/graphene/Au samples at room 

temperature (Figure 6. 7 (c)). Although, based on the quantitative analysis performed for the time-

yhao
Highlight
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series of the diffraction patterns, the graphene support does not provide the best protective effects, 

using a graphene substrate still appears as the optimal protocol for the real-space imaging of PbPc 

crystals. Furthremore, this is also interesting in a sense it turns out the best experimental settings 

determined from diffraction studies cannot always be transferred directly to the real-space 

imaging, indicating again the delicacy of using TEM to study organic crystals.  

 

6.5. Conclusions 

In this chapter, we present a detailed quantitative analysis of the beam damage of PbPc crystals, 

which is induced by the electron beam used in TEM. Such quantitative analysis enables us to 

compare the performance of several protection strategies in a straightforward way. Although 

cryogenic cooling is found to have the best performances in protecting PbPc from radiation 

damage, an in-depth analysis of the protection resulting from coating the samples with graphene 

is also performed. We establish that graphene encapsulation cannot be blindly used to protect 

organic crystals such as PbPc from beam damage, whereas a single layer of graphene at the exit 

surface provides a better protection. Moreover, it is found that the dose rate is also a critical factor, 

along with the accumulated dose, that affects the beam damage of PbPc crystals. We believe the 

approach we employed here to analyze beam damage of PbPc crystals under various experimental 

conditions can provide a framework for future TEM studies, especially in studying the structure 

of beam-sensitive materials. 
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Appendix 6.1 Protocol of the diffraction experiments 

A Thermo Fischer Scientific Tecnai microscope, operated at 200 kV, was used to acquire time 

series of fading diffraction patterns from the PbPc samples deposited on a TEM grid. The different 

dose rates used for this study were obtained by controlling a combination of the spot size, 

condenser aperture and beam spread in the TEM mode. The various dose rates that were used are: 

~11, ~7, ~3 and ~1.8 e/Å2/s.  The dose rates were determined carefully by measuring the electron 

counts on the fluorescent screen with uniform illumination. Once the desired dose rate is fixed, the 

diffraction patterns are collected using a specific camera length of 970 mm and an SAED aperture 

of 10 micrometer. The integration time for collecting the individual frames was kept constant at 

1s. These parameters were kept constant for experiments at a particular dose rate and multiple 

time-series of fading diffraction patterns were collected. The procedure was repeated to obtain 

diffraction time-series at other dose rates. 
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7.1. Conclusions 

This dissertation has been devoted to gain a fundamental understanding over the substrate-induced 

polymorphism of organic molecules. Previous efforts in this field often focused on discovering 

SIPs of organic molecules in experiments rather than providing insights into the mechanism for 

the formation of SIPs. The conceptual connection between SIPs and SAMNs (2D crystallization) 

has been proposed to interpret the origin of SIPs but it was only based on a rather simple structural 

comparison [1]. With the aim of going beyond the state-of-art, a bottom-up approach relying on 

multi-scale computational chemistry modelling is developed in this thesis, which describes in 

detail the structure of the initial monolayer assemblies as well as the formation and stability of the 

multilayer systems that can lead to the formation of SIPs. It needs to be emphasized that throughout 

this thesis our modelling activities are constantly connected with the experimental studies 

undertaken by the partners in the 2Dto3D project consortium. Such joint modelling/experimental 

methodology enables us to explicitly unravel the delicate interplay between the substrate, SAMNs 

and SIPs, from which the 2D to 3D crystallization of organic molecules is understood in a detailed 

way.   

First (chapter 4), the peculiar nature of the self-assemblies of a molecular semiconductor, TODT-

TTF, at the solution/HOPG interface is studied thoroughly by a joint STM/molecular modeling 

approach. Going beyond traditional studies that focus only on the first adsorbed monolayer, our 

simulations reveal the molecular-scale conformational changes and self-assembly processes at 

work in the formation of bilayers (and possibly thicker deposits).  In particular, different types of 

STM molecular footprints are successfully correlated to the versatile adsorption conformations of 

the TODT-TTF molecules on the substrate and those different conformations are further proved to 

be the building blocks for the monolayer and bi-layer assembly, respectively. Such complex 

behavior also illustrates the crucial role of the substrate in the 2D crystallization of organic 

molecules. This is a clear example to show how molecular modelling associated to STM can 

provide exquisitely detailed information on 2D assembly and the growth of the subsequent layers.  

Next (chapter 5), we move a step further from the bi-layer assemblies to study the possible 

formation of a SIP in PbPc which is another organic semi-conductor compound. One major, initial 

aspect is that when PbPc molecules assemble on the substrate, they adopt an organization that does 

not exist in the known bulk polymorphs. The second important aspect is that the new molecular 
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organization of PbPc can template the subsequent crystal growth, leading to the formation of a SIP. 

Such a sequence may represent a typical growth mechanism for the SIPs. Based on the simulations, 

the first known SIP for PbPc has been predicted; its structure has been confirmed later on by X-

ray diffraction and TEM measurements. More generally, we believe that the bottom-up approach 

we propose here, where the substrate is explicitly involved and the thin film growth is followed 

layer by layer, shows strong potential for predicting SIPs of organic molecules, beyond the specific 

case of PbPc. To summarize, our work proposes a new methodology to generate substrate-induced 

polymorphs for organic (semiconducting) materials using self-assembled monolayers as the 

template.   

In the last part (chapter 6), we focus on radiation damage in TEM for beam-sensitive materials, 

such as, organic compounds. This is a long-standing bottleneck in the TEM community. Taking 

PbPc as an example, the radiation damage behavior of organic crystals and the performance of 

several radiation damage protection strategies are evaluated in a quantitative way. More 

specifically, two classes of protection methods are compared: either by modifying the specimen 

configuration (using a graphene substrate or graphene encapsulation) or varying the imaging 

conditions (using cryogenic cooling). The advantages and disadvantages of each protection 

strategy are discussed in detail, building a framework for future studies, where the aim is to 

optimize the high-resolution imaging conditions of beam-sensitive materials, including but not 

limited to organic crystals. 

In conclusion, this work illustrates the vital role of molecular modelling in understanding 

substrate-induced polymorphism. Molecular modelling can not only provide a detailed, molecular-

scale interpretation of the experimental data, but more importantly, it shows great potential to 

predict, a priori, the crystal structures of SIPs. Finally, our work highlights the conceptual 

connection between SIPs and SAMNs (2D crystallization). Such connection is promising as a 

design strategy in crystal engineering of organic (semiconducting) materials in general. This is of 

prime importance for practical applications since many SIPs have shown improved properties 

compared to their bulk polymorph counterparts.  
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7.2. Perspectives 

Thanks to the joint modelling/experimental methodology developed in this dissertation, a 

framework based on a bottom-up approach is established to predict the SIPs of organic molecules. 

In particular, this approach enables us to unravel how the HOPG substrate affects/drives the 2D 

crystallization and further promotes the formation of a previously-unknown SIP of PbPc. 

Nevertheless, in order to have a more comprehensive understanding about the role of the substrate 

during the crystallization, a first perspective of this thesis is to study the crystallization of PbPc on 

other types of substrate. As an example, the GIXD patterns of PbPc thin films prepared on the 

silicon dioxide are completely different from the patterns of the thin films that are deposited on 

the HOPG substrate (see Figure 5.25), even though all these films are prepared in the same 

conditions. This is a clear indication that the crystallization of PbPc molecules is sensitive to the 

nature of the substrate. We believe deep insights to explain such different behavior of PbPc 

molecules can only be acquired with the help of molecular modelling. Following this scheme, the 

bottom-up approach employed in this thesis can be further expanded to study the crystallization of 

PbPc on functionalized substrates, e.g., graphene layers or oxide surfaces decorated with various 

chemical groups. A combination of all these investigations will give us a much more integrated 

view over the general role of the substrate in the substrate-induced polymorphism of organic 

molecules, providing more inspiration for practical applications in crystal engineering. 

Similar to the substrate, another perspective is to also diversify the molecules for which the 

formation of SIPs is targeted. In the current consortium, we decided to find a molecule that is 

suitable for versatile characterization techniques (STM, TEM and XRD) as well as molecular 

modelling. In the context of this requirement, PbPc is a perfect case to develop the bottom-up 

approach we have presented in this thesis. However, we should not limit ourselves to PbPc-like 

molecules whose only form of intermolecular interaction is -stacking. A step further is to apply 

our bottom-up approach on molecules with a more complex pattern of intermolecular interactions. 

Some examples are: pharmaceutical molecules [2, 3] and conjugated oligomers [4, 5] with 

functional groups that favor the formation of hydrogen bonds. In this way, the applicability and 

robustness of our approach would be better evaluated. It can be hypothesized that with the 

increasing complexity of the intermolecular interactions, the approach we have proposed (mimic 

the crystal growth by building multilayer structures from which potential SIPs structures are 
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extracted) will be less straightforward and will require more and more efforts. A future perspective 

related to this is to find a protocol to broadly screen the prediction of SIPs. Crystal Structure 

Prediction (CSP) calculations have been proved efficient in the prediction of bulk polymorphs. 

However, as mentioned in section 5.5, they are not applicable for predicting SIPs since the effects 

of the substrate are not considered. Therefore, it is very appealing for future studies to include 

substrates in the CSP calculations. In case of physisorption, a first step in that direction would be 

to incorporate a fictitious Van der Waals potential wall in the CSP calculations, which represents 

the substrate.  

Another aspect to be considered in the future is that more kinetic effects should be included in the 

modelling. Many SIPs found in experiments have been reported to be the kinetically-driven phase 

with metastability [6-8]. In other words, the formation of SIPs is sensitive to the experimental 

parameters that control the kinetic behavior of the molecules. For instance, the deposition rate, 

substrate temperature and the presence of solvents. Although implementing those parameters in 

the simulation studies is a challenging endeavor, some molecular dynamics studies have been 

performed in this area [9-11]. We believe that taking more kinetic factors into consideration can 

certainly contribute to a better understanding of substrate-induced polymorphism. 

Several aspects in the field of electron microscopy deserve further investigation as well. It is 

already a great experimental achievement that the very beam-sensitive PbPc crystals could be 

imaged for this study. Another strong expertise at EMAT is to extract quantitative information 

from the electron microscopy images. It will be worthy to apply those methodologies on the images 

of PbPc crystals and explore whether different types of atomic columns can be distinguished, even 

for columns containing light elements. Furthermore, the experience of imaging beam-sensitive 

materials gained from our study enables such quantitative studies to be performed on different 

materials that suffer less from the complicated molecular structure and the peculiar zone axis under 

TEM. One potential candidate is covalent-organic frameworks (COFs) that generally lie parallel 

to the substrate. Quantitative studies can help us to determine their composition, which has a 

significant effect on their catalytic properties [12]. 

In our TEM radiation damage study, the response of PbPc crystals under the electron beam as well 

as the performances of different protection strategies are identified in a quantitative way. What is 

still missing is an understanding of the underlying physical mechanism responsible for the damage. 
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One of the best ways to solve this issue is to simulate the interactions between electrons and 

materials, which is, however, a challenging and rather new aspect. Up to now, the modelling of 

radiation damage focuses more on understanding the materials behavior in nuclear-irradiated 

conditions, where molecular dynamics simulations are used to model the cascade collision induced 

by the incoming irradiation [13, 14]. This can be correlated to the knock-on damage in the TEM 

but for the radiolysis damage that dominates in materials such as organic crystals, a better way still 

needs to be found for the modelling. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



172 

 

References 

1. Fu, C., H.-p. Lin, J.M. Macleod, A. Krayev, F. Rosei, and D.F. Perepichka, 

Unravelling the Self-Assembly of Hydrogen Bonded Ndi Semiconductors in 

2d and 3d. Chem. Mater., 2016. 28: p. 951-961. 

2. Case, D.H., V.K. Srirambhatla, R. Guo, R.E. Watson, L.S. Price, H. Polyzois, 

J.K. Cockcroft, A.J. Florence, D.A. Tocher, and S.L. Price, Successful 

Computationally Directed Templating of Metastable Pharmaceutical 

Polymorphs. Crystal Growth & Design, 2018. 18: p. 5322-5331. 

3. Braun, D.E., A. Rivalta, A. Giunchi, N. Bedoya-Martinez, B. Schrode, E. 

Venuti, R.G. Della Valle, and O. Werzer, Surface Induced Phenytoin 

Polymorph. 1. Full Structure Solution by Combining Grazing Incidence X-

Ray Diffraction and Crystal Structure Prediction. Crystal growth & design, 

2019. 19: p. 6058-6066. 

4. Miura, A., P. Jonkheijm, S. De Feyter, A.P. Schenning, E. Meijer, and F.C. 

De Schryver, 2d Self‐Assembly of Oligo (P‐Phenylene Vinylene) Derivatives: 

From Dimers to Chiral Rosettes. Small, 2005. 1: p. 131-137. 

5. Matmour, R., I. De Cat, S.J. George, W. Adriaens, P. Leclere, P.H. Bomans, 

N.A. Sommerdijk, J.C. Gielen, P.C. Christianen, and J.T. Heldens, Oligo (P-

Phenylenevinylene)− Peptide Conjugates: Synthesis and Self-Assembly in 

Solution and at the Solid− Liquid Interface. J. Am. Chem. Soc., 2008. 130: p. 

14576-14583. 

6. Kaltenegger, M., S. Hofer, R. Resel, O. Werzer, H. Riegler, J. Simbrunner, C. 

Winkler, Y. Geerts, and J. Liu, Engineering of a Kinetically Driven Phase of 

Phenoxazine by Surface Crystallisation. CrystEngComm, 2022. 
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