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ABSTRACT

The physics and chemistry of plasma–surface interaction is a broad domain relevant to various applications and several natural processes,
including plasma etching for microelectronics fabrication, plasma deposition, surface functionalization, nanomaterial synthesis, fusion
reactors, and some astrophysical and meteorological phenomena. Due to their complex nature, each of these processes is generally
investigated in separate subdomains, which are considered to have their own theoretical, modeling, and experimental challenges. In this
review, however, we want to emphasize the overarching nature of plasma–surface interaction physics and chemistry, by focusing on the
general strategy for its computational simulation. In the first half of the review, we provide a menu card with standard and less standardized
computational methods to be used for the multiscale modeling of the underlying processes. In the second half, we illustrate the benefits and
potential of the multiscale modeling strategy with a case study of Si and SiO2 etching by fluorocarbon plasmas and identify the gaps in
knowledge still present on this intensely investigated plasma–material combination, both on a qualitative and quantitative level. Remarkably,
the dominant etching mechanisms remain the least understood. The resulting new insights are of general relevance, for all plasmas and
materials, including their various applications. We therefore hope to motivate computational and experimental scientists and engineers to
collaborate more intensely on filling the existing gaps in knowledge. In this way, we expect that research will overcome a bottleneck stage in
the development and optimization of multiscale models, and thus the fundamental understanding of plasma–surface interaction.
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I. INTRODUCTION

Plasma commonly contacts a material surface in various astro-
physical systems and laboratory setups. Therefore, the study of plas-
ma–surface interaction is as old as plasma physics itself. Research on
this topic is largely driven by various applications aiming at synthesiz-
ing or modifying a surface, a material, or a contacting gas, or, on the
contrary, striving to prevent plasma reactor wall erosion. Next to that,
it is important for a detailed understanding of plasma-based chemical
analysis and several natural phenomena. Accordingly, a large number
of reviews has been published on the interaction of plasmas with mate-
rials, usually focused on a specific application. Most of them do not
deal with the elementary mechanisms at the material surface, or only
discuss them briefly. That is, any discussions in the scientific literature
on the fundamental processes at the plasma–material interface either
remain qualitative in nature, or only consider a limited number of
individual interactions between a specific plasma species and the sur-
face. A more profound and detailed description on the fundamentals
can be found in a few interesting and recommended review papers,1–12

often with respect to the modeling and simulation of the plasma–sur-
face interactions. These papers are also generally restricted in their

scope, e.g., to specific plasma species, surface materials, applications,
or computational techniques. In other words, the fundamental study
of plasma–surface interaction remains largely scattered across the sep-
arate experimental, computational, and literature investigations, pub-
lished in the diverse sub-disciplines of plasma physics. On the one
side, this makes a tutorial overview desirable on the most recom-
mended investigation strategy for plasma–surface interactions across
all these sub-disciplines. Conversely, it underlines the need for a com-
prehensive quantitative assessment of the underlying interaction
mechanisms.

The present review addresses these issues with a threefold pur-
pose: (i) to provoke a higher awareness of the high potential and wide
applicability of multiscale modeling as an overarching strategy in the
study of plasma–surface interactions (Sec. II); (ii) to provide a compre-
hensive reference work and tutorial on the connectable simulation
methods, for scientists and engineers regardless of their experience
level (Sec. III); and (iii) to demonstrate the quantitative implementa-
tion of individual particle–surface interactions in a multiscale model,
by means of a plasma etching case study, in order to reveal the current
knowledge, as well as the remaining knowledge gaps (Sec. IV). By
zooming in on a plasma etching example with original computational
research benchmarked with experiments, the latter part is more tech-
nically oriented than the former two, for readers who wish to dive
deeper into the details of individual particle–surface interactions.
Plasma etching lends itself for this purpose in a straightforward man-
ner, due to the large amount of quantitative data available in the litera-
ture on specific interactions of the corresponding plasma species with
the substrate to be etched. However, as we will demonstrate, several
gaps in fundamental knowledge also prevail in this well-established
technology.

Although the plasma etching example is especially interesting for
experts working on microelectronics manufacturing, it also serves as a
practical guide for researchers dealing with other applications where
individual particle–surface interactions play a crucial role, such as sur-
face functionalization, nanomaterial synthesis, plasma catalysis, and
fusion reactors. As we will highlight in Sec. II, this includes research
on certain meteorological and space plasmas as well. Readers whose
interest lies outside the atomistic details are perhaps better served by
skipping through Sec. IV. This may be the case for researchers who
limit their study of the plasma–material interface down to effects on
the mesoscale, e.g., surface amorphization, material restructuring, pore
formation, phase transitions, and associated surface deformations.
However, atomistic mechanisms can be relevant to any study on plas-
ma–surface interaction, so we want to motivate researchers to familiar-
ize themselves at least on a high level with the simulation methods
used to describe the atomistic scale, as further discussed in Sec. III. We
have structured the present review in a tutorial-like fashion, where the
reader is free to choose which parts to focus on and which reference
works to examine for a more specialized investigation.

This review thus starts with two general main Secs. II and III, fol-
lowed by a more specific and applied Sec. IV on the plasma etching
example. In Sec. II, we present plasma–surface interaction physics as
an overarching research domain, by mapping its relevance to several
natural phenomena, laboratory processes, and a multitude of plasma
applications. Section III presents a general simulation strategy applica-
ble to each of these processes, in order to gain a deeper fundamental
understanding and to optimize the related applications. This strategy
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relies on multiscale modeling, which couples the effects on the atomic
scale, mesoscale, and macroscale (Sec. IIIA), by means of various stan-
dard simulation methods that we will distinguish into four classes
(Sec. III B). Afterward, we discuss the importance of less conventional
methods (Sec. IIIC) and how experiments can contribute to this simu-
lation strategy (Sec. IIID). In Sec. IV, we present a case study based on
original research for Si and SiO2 etching by fluorocarbon-based plas-
mas. After introducing the model developed by the Kushner group
and used for this case study (Sec. IVA), we scrutinize the basic surface
processes in Sec. IVB 1. Next, we demonstrate how a surface interac-
tion set can be designed with a bottom-up approach by means of
quantitative literature data on the individual interactions of each
plasma species for every surface group in Sec. IVB2. In this design
process, we had to make several strategic choices and assumptions on
the surface mechanisms, which are discussed in detail.

Our design methodology corresponds to a bottom-up approach.
It stands in contrast with the conventional top-down approach, where
only the supposedly main interactions are included into the surface
interaction set, and benchmarked directly by trial-and-error. The latter
procedure usually relies on experimental data of the overall plasma
treatment process, rather than on the individual interactions of plasma
species with the material. Although the bottom-up approach is more
time-consuming and restricted by the available data on individual spe-
cies interactions, it produces surface interaction sets of a superior qual-
ity and transparency. To our knowledge, the bottom-up benchmarked
set presented in this review is the first of its kind, underlining the nov-
elty of our work. After its construction, we reveal how the set allows to
study the influence of the distinct surface interaction mechanisms on
the overall treatment process, and a straightforward top-down bench-
marking of the computational model (Sec. IVC). In Sec. V, we con-
clude the review with a summary of the obtained insights and
recommendations for future experimental and computational
investigations.

II. PLASMA–SURFACE INTERACTION PHYSICS—AN
OVERARCHING DOMAIN WHERE SUPERFICIALITY
MATTERS

Before elaborating on the simulation strategy for plasma–surface
interaction, it is useful to chart the various natural phenomena, labora-
tory processes, and applications where this type of interaction plays a
decisive role. This is the purpose of the current section. Although it
does not lie in our ambition to list all of the possible examples in a fully
comprehensive manner, we will attempt to provide a concise overview,
evidencing the overarching character of plasma–surface interaction
physics. All research in this overarching domain can benefit from the
multiscale modeling strategy, due to the distinct time and length scales
of the involved physical and chemical processes. However, the extent
to which atomistic and even mesoscale mechanisms are implemented
in a multiscale model largely depends on the desired level of accuracy
and, of course, the knowledge available on these processes.

In astrophysics, the plasma state of matter is ubiquitous, appear-
ing as for instance, stars like the Sun, solar corona and solar wind,
accretion disks, the Io-Jupiter flux tube, and planetary lightning, as
well as the interplanetary, interstellar and intergalactic media, and the
interstellar nebulae. Plasma–surface interaction is realized when these
plasmas come in contact with a solid body, such as a cosmic dust par-
ticle, comet, meteoroid, asteroid, moon, or planet. Comets, for

instance, can interact with solar wind and, when approaching close
enough toward the Sun, with solar corona.13 Likewise, solar wind also
directly interacts with asteroids or planets in the absence of an atmo-
sphere and intrinsic magnetic field. The best-known example is the
interplay between the solar wind and the moon.14,15 Also in the direct
surroundings of the Earth, several kinds of natural plasmas exist, such
as the magnetosphere, plasmasphere, ionosphere, and the polar auro-
ras. In all of these atmospheric regions, dust particles are present,
mainly originating from extraterrestrial matter.16,17 In addition, objects
from space typically enter the atmosphere with a hypersonic speed,
generating a plasma on their own through the friction with the sur-
rounding air.18,19 Closer to the surface of the Earth, electrical dis-
charges remain a relevant topic for meteorologists, with lightning as a
famous example, but also various forms of transient luminous events
(TLEs).20,21 Aerosols consisting of dust particles or water droplets
often play a crucial role in the appearance of these discharges. All these
phenomena therefore give rise to certain forms of plasma–surface
interaction. Accordingly, their study forms an integral part of meteo-
rology and astrophysics, in the quest to obtain a solid understanding
of the weather and the universe, applicable to space travel in
particular.

In the laboratory and industrial applications, plasma–surface
interaction often plays a crucial role, either beneficial to the desired
effect or counteracting it. As an illustration of the latter, the contact
between the plasma and the reactor wall poses one of the main theo-
retical and engineering challenges in nuclear fusion.2,4,22,23 From a
practical perspective, the detrimental wall erosion is even expected to
remain such a bottleneck in the final application of fusion reactors
that liquid walls are currently considered as an attractive alterna-
tive.24,25 This brings us to plasma–liquid interaction, another subdo-
main to be included in the field of plasma–surface interaction physics,
with applications ranging from water treatment, analytical chemistry,
nanomaterial, and chemical synthesis, to the currently heavily investi-
gated areas of plasma agriculture and plasma medicine.26–30 As should
be noted in this context, laser–matter interaction also often involves
the generation of a gaseous plasma in contact with the material, with
or without a phase transition into liquid taking place.31

Plasma–surface interaction can lead to curious effects, many of
which are universal in nature and common to all types of plasma–sur-
face interaction. Examples of such common surface effects are plas-
ma–induced etching, deposition, functionalization, and heterogeneous
chemistry in general, as well as the formation of an electrical double
layer, called the plasma sheath. Various applications have been based
on these mechanisms. They are therefore sometimes subdivided into
four types of applications: plasma etching,10–12,32 plasma deposi-
tion,10,11,33 plasma functionalization,34,35 and plasma catalysis.36,37 The
former three have the purpose to modify the surface, while the latter is
overall meant to transform the gas. Regardless of this subdivision, all
four elementary surface processes are often relevant to an application.
A fundamental insight into them is therefore helpful across the entire
discipline dealing with plasma–surface interaction.

Microelectronics fabrication is one of the interesting applications
that includes each of the aforementioned surface mechanisms.10–12

This especially counts for plasma etching in a polymerizing chemistry,
where deposition processes and the interplay between neutral species
and the surface compete with physical sputtering and ion-induced
etching reactions. For this reason, we will present simulations on SiO2
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etching with CHF3/Ar plasma in the second half of this review, that is,
Sec. IV, as a representative case study for the multiscale modeling of
plasma–surface interaction. Note that this process does not entail certain
mesoscale and macroscale effects crucial to some other plasma–surface
applications or phenomena, such as extreme heat fluxes onto the sur-
face, resulting in melting or other types of phase transitions. Such differ-
ences may be expected, in particular relative to high-temperature
plasmas. In general, these effects may be considered supplementary to
the heterogeneous surface chemistry, which is a phenomenon common
to all cases of plasma–surface interaction. However, their relative impor-
tance varies as a function of the plasma and material properties. For
instance, in situations where melting and hydrodynamics dominate at
the plasma–material interface, the surface chemistry might only play a
minor role. Likewise, when mass transport into the plasma mainly
results from evaporation or boiling, considering sputtering effects can be
superfluous. For studies involving such conditions, individual particle–
surface interactions may be disregarded to a good approximation, mak-
ing the insights and analysis from Sec. IV less applicable.

Even so, we want to emphasize that this relative importance of
surface mechanisms rather depends on the specific plasma and mate-
rial parameters than on the research domain. For example, individual
interactions between a plasma species and a surface group can play a
central role in certain meteorological and space plasmas. A clear illus-
tration is given by the interplay between the lunar surface and solar
wind, which produces an emitted particle flux by Moon material sput-
tering15,38–40 and neutralized solar wind backscattering.38,41,42 By mea-
suring the emitted particles, astronomers can obtain valuable
information on the solar wind and the Moon surface. This methodol-
ogy was put into practice in India’s SARA experiment,15,38,41–44 and in
NASA’s Interstellar Boundary Explorer (IBEX).44–46 The particle
fluxes emitted from a crater bottom on the Moon as compared to a
crater wall depend on the energy and angular distributions (EAD) of
the incident solar wind particles, which are regulated on their turn by
the plasma sheath. Since this process strongly resembles the one at a
wafer surface in a plasma etching reactor, the insights obtained in Sec.
IV are directly applicable to these space experiments. Similarly, the
contact between atmospheric plasma and meteoric smoke involves a
collection of species–surface interactions interesting for various pur-
poses, including cosmochemistry and observational spectroscopy.16

We therefore believe that the case study of Sec. IV can provide insights
helpful to all subdomains of plasma physics, but its relevance will
largely depend on how big of a role the surface chemistry plays in the
considered plasma–material interaction. The reader is accordingly
invited to determine this level of relevance for each research topic of
interest. In contrast, multiscale modeling forms the core of the general
simulation strategy in the overarching discipline of plasma–surface
interaction physics, regardless of the plasma and material features.
This will be the topic of the first half of this review.

III. GENERAL SIMULATION STRATEGY—
EXPERIMENTING IN SILICO
A. Multiscale modeling—Coupling classical and
quantum matter

Where Sec. II gave an overview of the various forms of plasma–
surface interaction in nature and in applications, this section presents
a general strategy to simulate these processes up to a fundamental level
by computational means. It allows to obtain models with a stronger

predictive power for the natural phenomena and to optimize the appli-
cations in a straightforward manner. In Sec. IV, we will illustrate how
this strategy can be put into practice, as well as which major obstacles
still remain. Although this illustration focuses on the example of
plasma etching, the underlying reasoning and its consequences are rel-
evant across all applications.

For now, the comprehensive modeling of plasma–surface interac-
tion on a fundamental level has largely been avoided, due to its com-
plex composite character. It, namely, involves a multitude of physical
and chemical processes on different time and length scales, in a
strongly heterogeneous system, possibly far from equilibrium. Next to
that, these processes are intricately intertwined in a network of syner-
gies and counteractions. More specifically, each incident plasma parti-
cle can modify the surface and the plasma, which in turn determines
the subsequent individual interactions. For all of these reasons, plas-
ma–surface interaction cannot be described with a single standard
simulation method. As well known, the most accurate simulation tools
today are very computationally demanding, while the faster proce-
dures lack in accuracy. Therefore, a multiscale modeling approach has
been proposed as a suitable compromise. This strategy is not new, as
numerous of such models have already been developed and applied
for different plasma processes.47–54 In addition, multiscale modeling of
plasma–surface interaction has been discussed on a general level in the
mini-review by Schneider and the reviews by Nordlund et al., Neyts
and Bogaerts, Marian et al., and Bonitz et al.1,2,4,37,55 In the current
section, we summarize this approach.

Most commonly, the standard simulation methods are classified
according to the considered physical time and length scales. Figure 1
maps the approximate spatiotemporal scales accessible by several indi-
vidual computational techniques. As a general trend, methods with a
high spatial resolution are often restricted to small time intervals, and
a high temporal resolution is at the expense of the simulation space
size. Moreover, they cannot easily take into account the overall influ-
ence of the plasma medium and synergetic effects of successive
impacts, without the prior knowledge of the plasma parameters and
surface conditions. On the other hand, standard techniques that access
the larger time and length scales lack the accuracy required for the
simulation of fast microscopic effects. They allow to treat surface pro-
cesses through phenomenological parameters, such as sticking coeffi-
cients, etch rates, secondary electron emission coefficients, and energy
dissipation time constants. However, this requires fundamental knowl-
edge on these processes that is a priori unknown.

This poses a problem for the description of plasma–surface inter-
action, which inherently forms a multiscale process. Laboratory and
industrial plasmas, for instance, often have dimensions ranging on the
order of 1mm to 1 m. In the reactor, the plasma sheath thickness at a
material surface often lies on the order of 0.1mm. The surface under
treatment can have a roughness spanning over the orders of magni-
tude of 10�8–10�4 m. In contrast, the isolated interaction of a plasma
particle with the surface should be considered at the scale of
10�10–10�8 m. As such, a multiscale modeling approach covering
these distinct dimensions appears the most designated strategy. Three
standard simulation approaches can be distinguished, according to the
considered length scales:37,56–59

• Atomistic models, including density functional theory (DFT) and
molecular dynamics (MD), provide detailed insight into individ-
ual particle–surface reactions.
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• Mesoscale models, such as kinetic Monte Carlo (KMC), trade the
computationally expensive atom-based material structure and
dynamics for a faster coarse-grained description.

• Macroscale models abandon the coarse-grained details for a con-
tinuum mechanical representation of the system. For the sake of
convenience, we will also consider Monte Carlo methods limited
to the plasma zone as a member of this group.

In principle, this classification should be regarded on the level of
methodology, rather than strictly in terms of length scales. Continuum
and coarse-grained models may, namely, also be designed with a
mesoscopic and an atomic accuracy, respectively. Reversely, some
atomistic methods like classical MD and the binary collision approxi-
mation (BCA) are computationally cheap enough to enable simula-
tions in the mesoscale, illustrating that a certain overlap exists in terms
of spatial dimensions. Note that such techniques are sometimes also
classified in the literature as mesoscale models (see, e.g., Ref. 1)
However, the above distinction based on atoms, coarse graining, and
continuum mechanics represents a strong tendency found throughout
numerous simulation studies nowadays. We will therefore adopt its
terminology for the further discussion.

As should be emphasized, the aforementioned standard methods
have a universal character, in the sense that they apply to various surface
materials and a wide range of plasma conditions. Their hierarchic com-
bination into a multiscale model has been applied and reviewed for both
low- and high-temperature plasmas in contact with diverse materials for
miscellaneous purposes, such as plasma etching,47 plasma catalysis,37

plasma medicine,60 and nuclear fusion.2,4 This underlines the overarch-
ing nature of plasma–surface interaction physics as an individual scien-
tific domain. In this regard, an interesting perspective has been given in
the review by Bonitz et al., as illustrated in Fig. 2.1 According to this per-
spective, the standard modeling methods can be categorized in three
groups corresponding to the main spatial simulation regions:

• The bulk solid is governed by quantum effects due to the high
atom and electron densities. To a good approximation, this
region resides in internal thermodynamic equilibrium.
Consequently, its properties like binding energies and the elec-
tronic band structure can be obtained with computational techni-
ques applicable to the material in the ground state or at a finite
temperature, as listed in the red box in Fig. 2. Similarly, the fea-
tures of an unperturbed surface can also be calculated, using
these methodologies.

• The plasma–solid interface, however, acts as a system out of equi-
librium, containing transient excitations of a vibrational or elec-
tronic nature. For this reason, time-dependent simulation
methods are required, such as the ones presented in the central
box of Fig. 2.

• The plasma bulk and sheath present a largely classical behavior with
relatively low species densities. This allows neglecting the wave char-
acter of electrons, photons and excited species as a useful approxima-
tion. Therefore, this region is most easily described with macroscale
models, in agreement with the blue box in Fig. 2.

This classification coincides to a certain degree with the afore-
mentioned ranking based on length scales, although Bonitz et al. rec-
ommend both mesoscale and atomistic models for the plasma–solid
interface.

The models in the three regions can then be coupled to one
another in a multiscale arrangement by exchanging simulation input
and output across the different scales. On the one hand, the macro-
scale plasma models enable to calculate energy and angular distribu-
tions and the fluxes Jpaðr; pÞ of the plasma species incident on the
surface, which form useful input data for the interfacial models (see
Fig. 2). Reversely, the interfacial models reveal the characteristics of
the species emitted from the surface during the interaction, such as
their fluxes Jsaðr; pÞ, which can be included as input for the

FIG. 1. Approximate length and time scales accessible with some of the most common material simulation methods for plasma–surface interaction, in natural processes or
applications. The abbreviations stand for time-dependent density functional theory (TDDFT), non-equilibrium Green functions (NEGF), DFT- or Born–Oppenheimer MD (DFT-
MD), quantum Boltzmann equation (QBE), classical molecular dynamics (MD), particle-in-cell simulations with Monte Carlo collisions (PIC-MCC), and binary-collision approxi-
mation (BCA). Adapted with permission from Bonitz et al., Front. Chem. Sci. Eng. 13, 201 (2019). Copyright 2019 Springer Nature1 and Adapted with permission from
Nordlund et al., J. Phys. D: Appl. Phys. 47, 224018 (2014). Copyright 2014 IOP Publishing, Ltd.4 Permission conveyed through Copyright Clearance Center, Inc.
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macroscopic models.1 With a similar feedback loop, several other
effects may be studied, such as electric field enhancement, hot spot for-
mation, micro-discharge generation in pores, and variations in the
plasma type, for example, in the case of plasma catalysis.37 On the
other hand, the atomistic equilibrium models for the solid bulk and
surface provide information on the material properties, such as the
band structure �k and reactive force fields (FF), which translates to
fundamental parameters for the time-dependent interfacial and
plasma models (see Fig. 2).1 The interfacial models, on their turn, pro-
duce surface data useful for the time-independent atomistic methods.
Several other feedback loops can be thought of, for example, between
two time-independent solid methods or between time-dependent
atomistic and mesoscale interfacial models. In this manner, atomistic
methods form an indispensable data source of surface reaction proba-
bilities (including adsorption, desorption, sputtering, and photon-
induced effects), as well as modified surface properties, like surface
group replacement and changes in the work function.37 For a steady
state process, the simulations may be performed separately in time.
With strongly changing conditions, however, the different models
may need to update each other with their output during the
simulation.

B. Four classes of standard simulation methods—
Choose your weapons wisely

Combining the aforementioned length-scale-based and spatial-
region-based classifications, we may distinguish four classes of stan-
dard simulation methods in the multiscale strategy:

I. time-independent atomistic models for the solid material;

II. time-dependent atomistic models for the plasma–solid
interface;

III. time-dependent mesoscopic models for the plasma–solid
interface; and

IV. macroscopic models for the plasma.

In this section, we give a concise overview of several standard
simulation methods belonging to each of these four classes, as well as a
few less standardized techniques that are expected to be useful for plas-
ma–surface interactions in particular. It is not in the scope of this
review article to provide a fully comprehensive overview, since there
are numerous elaborate and scrutinizing review papers already avail-
able on these procedures. Instead, we want to present some crucial
computational strategies in a menu card format, to aid astrophysicists,
meteorologists, plasma scientists, and engineers in selecting the most
appropriate approach for their studies. Doing so, we will briefly discuss
the main ingredients for each method and indicate a few relevant
modifications or extensions. As we will discuss at the end of this sec-
tion, many more useful techniques are available or under develop-
ment. We therefore want to motivate researchers working on
processes that involve plasma–surface interaction to explore this mul-
titude of alternative options. For more detailed information on a com-
putational procedure, we refer to the instructive review articles
mentioned in the text.

1. Class I: Time-independent atomistic models—It is a
small and steady world

Density functional theory (DFT) serves as the most common
technique to calculate the electronic ground-state structure in physics
and chemistry.1,61,62 Two beginner’s guides to this computational

FIG. 2. Classification of the standard simulation methods according to the spatial region they describe in plasma–material interaction. Macroscale fluid and kinetic methods
(left blue box) mainly apply to the plasma bulk. Mesoscale and non-adiabatic (time-dependent) atomistic methods (central pink box) are feasible to simulate the non-
equilibrium surface processes. Time-independent atomistic methods (right red box) provide important information on the bulk solid. The exchange of input and output between
the various models is explained in the text. The abbreviations and explanation of the various methods are given in Sec. III B. Reprinted with permission from Bonitz et al.,
Front. Chem. Sci. Eng. 13, 201 (2019). Copyright 2019 from Springer Nature.1
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procedure have been assembled by Capelle and by Morgante and
Peverati in their reviews.62,63 It is based on two theorems by
Hohenberg, Kohn, and Sham.4,61,62 The first theorem regards the
ground state energy of a non-degenerate electronic state as a unique
functional of its density. According to the second theorem, this energy
can be determined by varying the density functional with respect to
the charge density. The density functionals are, however, partly chosen
in agreement with experimental data, making DFT not necessarily a
purely ab initio method. As an advantage, this approach significantly
reduces the required computational time. In its pure form, it only con-
siders the ground state of the system at T¼ 0K and therefore neglects
any dynamics. Still, extensions can be made to include plasma-
induced effects, for example, by simulating an electric field as an
external force.37,64,65 Since core electrons in deeper-lying levels do not
contribute a lot to several material properties, such as chemical bonds
and magnetic behavior, an approximation can be made where only
valence states are taken into account. This so-called pseudo-potential
framework strongly simplifies the DFT calculations and therefore
knows a wide application.2 Figure 3 illustrates how DFT can be applied
for plasma–surface interaction studies.66 In this example, the pseudo-
potential is described with the projector augmented-wave method, a
computationally less demanding generalization of the linear
augmented-plane wave method.67

Nevertheless, DFT fails to provide realistic results in some cases,
especially when strong electronic correlations are present. Strongly
correlated materials are a wide class of insulating and electronic com-
pounds in which electrons cannot simply be described as localized or
quasi-free. The outer shell electrons reside in an intermediate state,
which cannot be described with classical DFT. Currently, the most

effective and popular approach to resolve this issue is dynamical mean
field theory (DMFT),68,69 based on a mapping of the full many-body
problem onto a quantum impurity model. More precisely, DMFT
translates the many-body system into a bath of uncorrelated electrons
embedding a single impurity atom with a small number of quantum
degrees of freedom.70,71 Subsequently, the hybridization between the
impurity and the bath is deduced self-consistently. In this manner,
DMFT treats band- and atomic-like aspects on equal footing, allowing
a minimal description for the electronic structure of strongly corre-
lated systems.69,70 However, DMFT is blind to chemistry and thus
needs to be combined with other methods, to obtain a more realistic
picture. As such, it is often combined with DFT or with the local den-
sity approximation (LDA) derived from DFT.69,71–74 Since this com-
bined approach only accounts for local correlations, several DMFT
extensions have been proposed to include the effect of the non-local
component (see, e.g., Refs. 72 and 75–77). For a perspicuous introduc-
tion to DMFT, we refer to the review by Paul and Birol.71

Quantum Monte Carlo (QMC) simulations form another
strategy to include electronic correlation effects. This approach
encompasses a variety of computational methods for the study of
quantum systems, with the use of Monte Carlo algorithms as a
common denominator. Most of these algorithms operate by means
of random walks, also known as Markov chains.78 Though compu-
tationally expensive, they allow benchmarking and validating out-
put from other methods. For the simulation of the ground state, the
most common variants are variational and diffusion Monte Carlo
(VMC and DMC). The former relies on the variational principle in
quantum mechanics, for which an initial trial wavefunction is
required.78–81 The latter is a real-space stochastic projector tech-
nique that maps the time-dependent many-body Schr€odinger equa-
tion in imaginary time on a classical diffusion equation.80,82 In this
way, the trial function is projected to the ground state of the system
by propagation in imaginary time.78–83 Next to that, several QMC
methods are available for systems at finite temperatures. Path inte-
gral Monte Carlo (PIMC) resembles DMC, but replaces the trial
wavefunction with a many-body density matrix, making it a dia-
grammatic method.80,82,83 As it becomes problematic at lower tem-
peratures, coupled electron–ion Monte Carlo (CEIMC) has been
proposed as an alternative, distinguishing between ions and elec-
trons with the Born–Oppenheimer approximation.78,82 Another
promising QMC method is auxiliary-field Monte Carlo (AFMC),
where the many-body ground state wavefunction is translated to
the state space of single-particle Slater determinants that are subject
to a fluctuating external potential.78,84,85 In other words, it com-
bines stochastic sampling with the machinery of DFT and other
standard electronic structure methods in chemistry and physics,
and thus can take advantage of years of experience on these algo-
rithmic procedures. A low-threshold and more elaborate introduc-
tion to these QMC methods is given in the mini-review by
Ceperley.78

Last, but not least, electronic correlations in many-body systems
can also be studied with formulations that include the Bethe–Salpeter
equation (BSE).86–88 Although this approach is typically applied to
electronically excited materials (see, e.g., Refs. 88 and 89), it can also
surprisingly accurately describe the ground state, if it is evaluated
within the adiabatic connection fluctuation–dissipation theorem
framework.90,91

FIG. 3. The reaction pathways for the fluorination of a Si(001) surface under expo-
sure to CHF3 plasma as a function of the number of chemisorbed F atoms or F–Si
bonds, according to DFT simulations. The black curve corresponds to the situation
where the F atoms are evenly distributed over the surface. The red curve shows an
additional pathway, where F atoms are subsequently supplied to the same Si site,
leading to SiF4 formation. The insets show the surface structure in the correspond-
ing successive steps. Blue and gray balls indicate F and Si, respectively. Since the
red reaction pathway is energetically more favorable than the black one, the associ-
ated SiF4 formation will take place with a higher probability than the oversaturated
fluorination of the surface, in agreement with experiments. Reprinted with permis-
sion from Wang et al., Appl. Surf. Sci. 257, 8767 (2011). Copyright 2011 Elsevier.66
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2. Class II: Time-dependent atomistic models—One
small step for an atom

DFT is made time-dependent by means of the Runge–Gross the-
orem, which brings us to the second class of standard simulation
methods. Time-dependent DFT (TDDFT) comes in several versions,
depending on the approximations being chosen.1,92,93 The approxima-
tion for the exchange–correlation potential strongly determines its
limits in applicability. In the adiabatic approximation, for instance, the
initial state and memory of the system are neglected. Two tutorials on
TDDFT for a non-specialist audience have been compiled by Adamo
and Jacquemin and by Ullrich and Yang in their reviews.93,94 An out-
line of the past, present and future of the technique is given by Maitra
in her perspective.92 In order to describe the motion of the ionic cores,
as well as the mutual influence between the ions and electrons,
TDDFT can be coupled to the less computationally expensive
Ehrenfest molecular dynamics (TDDFT-MD). Analogous to time-
independent DFT, a cost reduction is possible by means of

pseudopotentials.1,95 As an example, Fig. 4 presents the output of
TDDFT-MD simulations of a proton incident on an aluminum cluster
with an ionic pseudopotential for the electronic states of the metal
atoms.96 If the mutual influence between the ionic and electronic sub-
systems may be neglected, one can return to time-independent DFT,
to obtain DFT-MD, also known as Born–Oppenheimer molecular
dynamics (BO-MD). In this approximation, forces for the ion dynam-
ics are calculated from the DFT ground-state density. In other words,
the electronic subsystem is assumed to react much faster than the ionic
subsystem, in such a way that it remains in its ground state at all times.
Whereas the electrons in BO-MD are treated as a quantum system,
Car–Parrinello molecular dynamics (CP-MD) maps them onto a clas-
sical system, with Newtonian dynamics evolving at the same timescale
as the nuclei.97,98 The electron dynamics are calculated on-the-fly by
assuming a fictitious mass for the electrons.99 In this way, the time-
independent DFT of BO-MD is artificially translated into a time-
dependent DFT in CP-MD. Both methods accordingly allow to
include a finite temperature and entropic effects into the simulation.37

FIG. 4. TDDFT-MD simulation output for a proton with a kinetic energy Ekin incident on an aluminum cluster. (a) Visualization of the system in the simulation box of a hemi-
spherical cluster with 188 atoms. (b) Charge transfer from the Al(111) target to the Hþ projectile as a function of the distance between them, where 0 (in Bohr) represents the
uppermost Al-layer. (c) Comparison of the charge transfer between the results from the generalized gradient approximation (GGA) and the local density approximation (LDA)
for the hemispherical cluster with Hþ incident on the on-top site and for a modified cluster of 172 atom with Hþ incident on the Al(111) fcc hollow site. (d) Comparison of the
electronic excitation energy and (e) the kinetic energy of a Hþ or H0 projectile incident on the Al(111) fcc hollow-site. The ion experiences an excitation energy reduction and
kinetic energy increase before reaching the image plane, due to the charge transfer and image–charge attraction. Next, it decelerates due to Coulomb repulsion, to continue
the same energetic pathway in the first two layers of the cluster as the H0 atom, until it reflects at the third Al-layer. This lies in line with the often made assumption that incident
ions and atoms of the same element and with the same kinetic energy have a similar interaction with a target. Reprinted with permission from Schl€unzen et al., Contrib.
Plasma Phys. 59, e201800184 (2019). Copyright 2019 John Wiley and Sons.96
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In comparison with DFT, classical MD is computationally cheap
enough to simulate condensed matter over mesoscopic spatial dimen-
sions and relatively long time intervals. The length and time scales of
this technique can be dramatically extended using large supercom-
puters for massive parallelization and dedicated strategies for the accel-
eration of selected processes (see Fig. 1).1,100–102 A MD simulation has,
for instance, been reported in Ref. 103 on a system containing 1011

atoms, reaching times on the order of a few milliseconds. This semi-
classical method operates by means of interatomic interaction poten-
tials that are either empirically derived or obtained with quantum
mechanical methods.1,37,104,105 As such, it does not explicitly consider
electronic effects or quantum dynamics of the nuclei and should there-
fore be distinguished from ab initioMD, such as BO-MD or TDDFT-
MD. Still, it permits the simulation of various surface processes,
including diffusion, adsorption, desorption, and chemical reac-
tions.1,37,106–109 Effects with a strong quantum mechanical character,
such as changes in the work function and surface group activation by
UV photons, however, require other computational methods, which
explicitly consider the involved quantum mechanisms.4,37 Still, classi-
cal MD can be extended to account for certain quantum effects, for
example, by implementing a frictional force for electronic stopping, by
adding a high-energy repulsive part in the interatomic potentials, and
by using an adaptable time step for energetic collisional events.4,110,111

In the book chapter by Lorentz and Doltsinis,112 an overview is given
on the most widely used MD technology, ranging from the ab initio
methods, via classical MD up to coarse graining techniques. The latter
authors also present a practical guide on how to select and implement
the different strategies. The importance of the MD simulation methods
for the study of plasma–surface interactions is clearly illustrated by the
reviews devoted to this topic, for example, Refs. 3, 7, and 113.

In order to reach even larger length scales with an atomistic
model, the binary collision approximation (BCA) can be applied. This
approach neglects binding energies and calculates the passage of an
ion in a solid, liquid, or gaseous material as a sequence of independent
binary collisions. For this purpose, the classical scattering integral is
solved for purely repulsive interatomic potentials.4,114,115 Due to its
approximate nature, it can only produce physical results for single
ions on sub-picosecond time scales. Although BCA cannot accurately
determine atomic structural effects related to sputtering, ion imple-
mentation, and defect formation, it permits to estimate the resulting
damage and composition change in the surface.4 It therefore serves as
a valuable tool for the study of surfaces in contact with high-
temperature plasmas, as in fusion reactors.

Finally, another type of time-dependent standard atomistic mod-
els is based on real-time non-equilibrium Green functions (NEGF).
This method enables the description of electronic correlation effects in
quantum many-body systems out of equilibrium, for example, to sim-
ulate secondary electron emission, in a way complementary to
TDDFT. At present, it, namely, does not allow yet for a full quantum-
mechanical treatment of a projectile incident to a surface.1 The
method may be understood as a straightforward generalization of clas-
sical kinetic theory, as for instance predicated on the Boltzmann equa-
tion. Like TDDFT, NEGF is computationally very intensive, strongly
limiting the accessible time and length scales. From the positive side, it
has a very broad applicability, on systems ranging from usual con-
densed materials to nuclear matter and dense laser plasmas.1,116 It is
therefore also expected to be feasible for the study of relaxation

mechanisms in a surface after excitation by an incident plasma parti-
cle. In order to describe a wide range of realistic materials, NEGF can
be coupled to a Kohn–Sham basis precomputed by a ground-state
DFT simulation, to yield ab initio NEGF (AI-NEGF). For more
detailed information on how to apply this technique, as well as most of
the aforementioned atomistic time-dependent models, to plasma–
surface interaction, we refer the reader to the highly recommended
review by Bonitz et al.1 An even deeper dive into the NEGF approach
can be taken in the elaborate review by Schl€unzen et al.117

3. Class III: Mesoscopic models—Computational
compromise

From the NEGF equations, quantum kinetic methods based on
the quantum Boltzmann equation (QBE) can be derived, for example,
for the description of secondary electron emission or scattering pro-
cesses affecting the electronic structure of a projectile-target system.1

This permits a reduction of the computational intensity, by coarse-
graining the solid surface, assuming spatial homogeneity and by using
effective mass models. For this reason, the QBE approach may be con-
sidered a mesoscale model, according to the definition we adopted.
However, it remains computationally heavy in comparison with other
mesoscopic models, restricting the accessible spatial and temporal
dimensions of the system. It also fails in resolving ultra-short length
and time scales of the surface, as it does not treat electron dynamics
and correlations in the material.1

Among the other mesoscopic models in the third class, kinetic
Monte Carlo (KMC) forms the most popular approach. It is some-
times also referred to as dynamic Monte Carlo and has been discussed
more extensively in several review articles.2,4,100,118,119 This method
does not explicitly treat the quantum dynamics involved in the pro-
cess. Instead, it applies a stochastic algorithm to propagate the ensem-
ble of reacting species through discrete jumps from state to state, by
means of a custom-made reaction catalogue with predefined probabili-
ties. In the case of plasma–surface interaction, the ensemble consists of
incident plasma species at the one hand and surface groups at the
other. In order to reduce the simulation time, it often considers super-
particles for the plasma, that is, computational particles representing a
collection of real, physical plasma species. Surface groups are merged
in an analogous manner. Every reaction between a plasma and a sur-
face species is discretized as a single and sudden event, with one or
more possible outcomes, each of which with a probability defined in
the custom-made reaction set. With these simplifications, KMC can
simulate processes with a duration up to several minutes and length
scales of some centimeters. Nevertheless, its accuracy is limited by the
amount of elementary knowledge on the underlying surface reactions.
In Sec. IV, we will demonstrate how to assemble a reaction set based
on such fundamental data, retrieved from experiments and atomistic
models, for the case of plasma etching. With an accurate fundamen-
tally benchmarked surface chemistry set, KMC becomes a powerful
tool to predict the evolution of a plasma–material interface. In the
absence of quantitative knowledge on basic surface processes, however,
errors in the set are extremely hard to identify.

Another powerful strategy to simplify many-body problems in
quantum mechanics relies on the introduction of quasiparticles.120–122

Here, we adopt the broad definition of a quasiparticle, that is, encapsu-
lating both dressed fermions and bosonic collective excitations.123,124
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Similar to real particles, quasiparticles behave as a thermodynamic
ensemble with quantum behavior at the microscopic scale, which can
be approximated with semiclassical and classical models for simula-
tions at a larger scale. Even at the microscopic scale, the translation
from a real atomistic model to a quasiparticle formulation is generally
associated with a simplification on a supra-atomic level, because multi-
ple real particles contribute to the identity of a single quasiparticle.
This implies a type of coarse-graining, providing access to larger time
and length scales. However, the development of quasiparticle models
for plasma–surface interaction is still in its infancy, as no studies have
applied this strategy yet, to our knowledge. Inspiration can be taken
from the two-temperature models frequently used to investigate elec-
tron–phonon coupling in laser-excited matter.125–127 The so-called
multi-plasma model (MPM) has recently been proposed as a general-
ized extension of these models, with the addition of plasmons, exci-
tons, and optionally molecular excitations.31 This conceptual
description has been designed for all vibrationally and electronically
excited condensed matter systems. It may therefore prove to be a use-
ful universal framework for the investigation of the excitation and
relaxation dynamics at a plasma–material interface, which is not possi-
ble with other mesoscopic models.

As a somewhat related mesoscale approach, discrete dislocation
dynamics (DDD) simulates the behavior of dislocations by means of
connected line segments that represent a dislocation line and that
interact via their strain fields.4,57,128–133 By giving the segments, a ficti-
tious mass and realistic interaction strength, their motion is solved
with the same basic principles as in classical MD.4,57 In this way,
plasma scientists can computationally determine the mechanical
response of materials to plasma contact.

4. Class IV: Macroscopic models—The big picture

Finally, the fourth class contains the macroscopic models for the
plasma bulk and the plasma sheath. Due to the fluid nature of plasmas,
computational fluid dynamics (CFD) has become a popular approach
for this purpose.100 For non-equilibrium low temperature plasmas,
this technique relies on a set of differential equations, obtained by tak-
ing velocity moments of the Boltzmann equation.100,134 More specifi-
cally, this equation set describes the electrons, ions and neutral species
as distinct subsystems of the fluid. The electrons and ions are coupled
through Maxwell’s equations or Poisson’s equation, while ions and
neutrals are usually assumed to have the same temperature.100,134 A
further simplification can be made for the electrons with the well-
known two-term approximation, by assuming homogeneous and sta-
tionary conditions.36,100 Since ions and electrons are consumed at the
boundaries, this particle loss needs to be compensated by including an
ionization rate.100 The differential equation set can be solved by means
of finite element, finite difference, finite volume, or spectral methods.
Which of these methods is selected depends on the requirements and
preferences in terms of computational time and memory usage, as well
as simulation stability and accuracy.135,136 In practice, however, the
finite element method is rarely used, most likely because it is computa-
tionally heavier and requires special care to ensure a conservative solu-
tion.136 Despite these disadvantages, its performance is much more
stable than, for instance, the finite volume method,136,137 which may
be crucial for certain applications. As an example, Fig. 5 presents the

output of a finite volume method with an unstructured triangular
mesh, describing the plasma treatment of a polymeric textile.49

A higher accuracy can be obtained with Monte Carlo methods,
where the superparticles exclusively represent plasma species. These
kinetic techniques should be distinguished from QMC and KMC,
because they do not treat solid particles or surface groups. A tradi-
tional approach is given by direct simulation Monte Carlo (DSMC),
which considers the collisions between two simulation particles.138,139

In contrast, the Monte Carlo collisions (MCC) method assumes the
collision of the computational particles with a fixed target cloud, which
strongly simplifies the implementation and reduces the simulation
time.140,141 Such Monte Carlo procedures can be coupled in a straight-
forward way to the particle-in-cell (PIC) method, as the latter also
makes use of superparticles. The name of this method originates from
its working principle, where typically around 100 computational par-
ticles or more reside in a mesh cell. The PIC method tracks these par-
ticles in continuous phase space, while the electric field and charge
densities are calculated on the mesh points.100 Collisions between the
particles can be included with the Monte Carlo methods. These
approximations provide an efficient framework for an accurate
description of low-density plasmas.100 This explains, for example, the
popularity of particle-in-cell with Monte Carlo collisions (PIC-MCC)
simulations for non-equilibrium low temperature plasma simulations.

These macroscopic simulation techniques also apply to high tem-
perature plasmas and astrophysical plasmas, but with some restrictions
and modifications. More specifically, the influence of the magnetic
field is often crucial in these systems, so the theoretical framework and
thus the underlying differential equations need to be adjusted. Such a
general framework is formed by magnetohydrodynamics, describing
the plasma as a single fluid, based on approximations for large spatial
scales and low frequencies.142–145 In order to obtain a higher accuracy,
a multi-fluid variant can be used. These approaches are feasible to sim-
ulate full-scale systems in a so-called global model, in contrast with
local models meant for simulations at a smaller scale.143 Next to that,
plasma turbulence effects in magnetized plasmas are often investigated
with gyrokinetics as a theoretical framework.144,146,147 In considering
microturbulence, the Boltzmann equation is replaced with the colli-
sionless Boltzmann equation, also called Vlasov equation. Several
extensions into gyrokinetic magnetohydrodynamics have been devel-
oped as well.148–150 Analogous to the case with low temperature plas-
mas, these frameworks are implemented in fluid and kinetic models,
or possibly a combination of both.146,147,151–153 The PIC-MMC
method is, for instance, a suitable technique to study gyrokinetics.154

In practice, non-identical macroscopic fluid and kinetic methods
are often combined in a single computational code, resulting in a so-
called hybrid model.47,100,134 This strategy differs from multiscale sim-
ulation, because the combination is implemented on the same macro-
scale. The ions, electrons and neutrals in a multifluid model may, for
instance, be treated individually with different algorithms, which are
coupled through the differential equations. In Sec. IVA, this principle
will be illustrated with the hybrid plasma equipment model (HPEM)
developed by the Kushner group for the simulation of plasma etch-
ing.47 In addition to the fluid or superparticle representation of a mac-
roscopic system, the reactions between the plasma particles are
frequently accounted for with a chemical kinetics model.100 In isolated
form, the latter type is also referred to as a global model (not to be con-
fused with the aforementioned full-scale magnetohydrodynamic
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treatment), or a 0Dmodel, since it can be used to calculate the spatially
averaged plasma chemistry. Such method operates by means of the
particle and energy rate-balance equations for the main plasma spe-
cies, defined in a plasma gas chemistry set. Coupled to a fluid or
kinetic method, a 0D chemical kinetics model is extended into a
plasma chemical model of higher dimensionality.

Up to now, we only discussed how macroscale models present
the plasma phase. A material in contact with the plasma is usually

simplified as a homogeneous metal or dielectric. First of all, its pres-
ence influences the plasma due to its role in the electric circuit of the
system, as well as its contribution to the electric and magnetic field
effects dictated by Maxwell’s equations or Poisson’s equation. Second,
the plasma–surface interaction affects the particle transport across the
interface through surface reactions, species deposition, and emission
back into the plasma.155 This surface chemistry is similar to the one
considered in KMC. However, it cannot be treated in terms of

FIG. 5. Simulation output of a two-dimensional plasma hydrodynamics model integrated with a deterministic description for the surface kinetics, applied to repetitively pulsed
atmospheric pressure corona treatment of a rough and porous polypropylene surface. The plasma properties after the first breakdown pulse are shown for (left) a negative and
(right) a positive humid air discharge, with (a) the densities of electrons, positive ions Mþ or O2

þ, and oxygen atoms between the corona electrode and the polymer sheet, and
(b) the densities of electrons, O2

þ, negative or positive surface charge, and O atoms in the vicinity of the surface. The contour labels are fractions of the maximum density,
which are noted in each FIG. The results explain the macroscopic higher and microscopic lower uniformity in treatment for the positive discharge, due to the spreading of the
discharge along the surface and the poorer plasma penetration into the surface features, respectively. Republished with permission from A. N. Bhoj and M. J. Kushner, Plasma
Sources Sci. Technol. 17, 035024 (2008). Copyright 2008 IOP Publishing, Ltd.49 Permission conveyed through Copyright Clearance Center, Inc.

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 8, 041305 (2021); doi: 10.1063/5.0058904 8, 041305-11

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/are


computational particles colliding with individual surface groups,
because the surface is no longer resolved in such groups. As a solution,
the surface composition can be expressed with the surface group frac-
tions. This allows the deterministic calculation of the species emission
from the surface into the plasma.47 Accordingly, this methodology is
sometimes called a deterministic description (DD) and may be under-
stood as a coarse-grained version of KMC.118,119 The model of Fig. 5,
for instance, employed this strategy.

C. Unconventional simulation methods—A tool box for
out-of-the-box thinking

1. Less explored methods from the four classes—The
need for computational wanderlust

As should be noted, the aforementioned methods of the four clas-
ses include several popular standard simulation techniques, as well as
some promising additional strategies, for plasma–surface interaction,
but this list is not exclusive. As a rule of thumb, the methods of the
four classes are universally applicable, that is, not restricted to the plas-
ma–surface interaction physics, or any of its specialized subdomains.
Many more of such universal computational techniques have been
developed independent from the plasma–surface interaction problem,
which may aid its multiscale modeling strategy. On the atomic scale,
for instance, the quantum many-body problem can also be treated
with various alternative procedures, such the Hartree–Fock
method,79,156–158 perturbation theory,158 configuration interaction
techniques,158 and semi-empirical methods.157,159 The potential use of
these methods for the study of plasma–surface interaction needs to be
emphasized, which is the purpose of the present section.

On the macroscopic scale, the lattice Boltzmann method (LBM)
presents itself as a promising, but largely unexplored plasma simula-
tion approach. LBM is a relatively new computational fluid dynamics
tool,160,161 known for its remarkable flexibility and performance.
Unlike the traditional CFD methods, it models the fluid as an ensem-
ble of fictive particles, similar to the PIC technique. These particles
move over a discrete lattice mesh, where they consecutively propagate
between nodes and perform collision processes at the location of the
node. Due to this working principle with local dynamics, LBM has sev-
eral advantages over other fluid simulation methods, such as the
straightforward parallelization of the algorithm,162,163 easy description
of complex boundaries,164–168 incorporating microscopic interac-
tions,169,170 and multiphase flows.168,171 Moreover, it is readily com-
bined with a Monte Carlo procedure, to enable accurate simulation
output, analogous to PIC-MCC, at a strongly reduced computational
cost.172–175 LBM can also be understood as a discrete representation of
the Boltzmann transport equation.176 All of these features make it an
attractive alternative for plasma simulations, especially in situations
where the discharge contains aerosol particles or is in contact with a
complicated surface.

Nonetheless, LBM has only sporadically been applied to plasma
systems up until now, for example, in Refs. 177–179. Similar remarks
can be made about the vortex-in-cell (VIC) method for magnetized
plasmas, where the support of the flow vorticity is approximated by a
discretized vortex system.180 We therefore want to motivate astrophys-
icists, meteorologists, plasma scientists, and engineers to explore these
alternative techniques, in order to facilitate the computational descrip-
tion, as well as the fundamental study, of plasmas and plasma–surface

interaction in particular. For this purpose, the literature review of
accelerated CFD simulation methods by Hosain and Fdhila in Ref. 181
can serve as valuable source of inspiration, as displayed in Fig. 6. Note
that such CFD methods also apply to the implementation of quasipar-
ticle models, which lend themselves more for descriptions on the
mesoscale (see class III). They may therefore also be useful to include
collective excitations and quantum effects, in the plasma, in the con-
densed phase or in the interface between them. This approach is espe-
cially interesting for the study of long-range correlations or any other
quantum processes at the plasma–material interface, which are cur-
rently inaccessible in terms of length or time scales by atomistic
models.

2. Application-specific methods—Specialize in the
impossible

The standard and unconventional simulation methods belonging
to the four classes are universal in nature, meaning that they apply to a
wide range of plasmas, materials, and their interaction. Depending on
the application or the process under study, more specialized computa-
tional methods can be included in a multiscale modeling strategy.
Such application-specific techniques are especially expected on the
mesoscale. For example, the evolution of the surface roughness, nano-,
and microstructure forms an essential aspect in many applications,
such as plasma etching for microelectronics fabrication, polymer treat-
ment, and plasma catalysis (see Sec. II). If, for a certain purpose, this
evolution needs to be calculated in shorter computational times than
accessible with KMC, geometric methods that only consider the sur-
face shape can be a practical alternative. These simplified methods are
tailored to rapidly predict the surface deformation without an explicit
treatment of the underlying physics and chemistry. A first step in their
design consists of collecting surface shape data from more accurate
methods like KMC or experiments. Based on these data, a geometric
method can subsequently be benchmarked through manual parame-
terization or trained through machine learning, to rapidly simulate the
surface evolution.

3. Machine learning—Brainstorming by artificial
intelligence

Also in the broader context of multiscale modeling, machine
learning has a high potential to become one of the most popular com-
putational strategies. The synergetic integration of multiscale modeling
and machine learning has been discussed in a few recent review
papers, for applications in material, biological, biomedical, and behav-
ioral sciences.182–186 Both strategies are seen as complementary to
each other, where machine learning permits to analyze and interpret
large data sets, while multiscale modeling provides insight on a funda-
mental level. Moreover, machine learning can also process the large
quantity of complex output data from an individual standard simula-
tion method, for multiple purposes:183,187,188

• to calibrate, augment, or correct the simulation results,
• to make the complex output data human comprehensible,
• to reveal hidden relationships between, for instance, the structure
and properties of a material, or between the plasma and surface
features, and their interaction,
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• to make studies more targeted, by interfacing their discovery and
design objectives,

• or even to partly or completely replace the simulation method.

Figure 7 shows an example of an artificial neural network success-
fully used by Kr€uger et al. in the context of plasma-based sputter deposi-
tion for the supervised learning of statistically disturbed data sets.189

This network was proven able to accurately approximate the relation-
ship between the energy distribution of an incident plasma species and
the energy and angular distributions of the species sputtered from the
surface upon its impact. Another example has been investigated by Xiao
and Ni for the optimization of a plasma etch process, where recurrent
neural networks were applied to approximate a KMC and fluid multi-
scale model.50 More elaborate discussions on the aforementioned func-
tions of machine learning are given in a review by Schleder et al.
regarding DFT,183 a perspective by Wang et al. regarding MD188 and a
review by Haghighatlari and Hachmann regarding molecular model-
ing.187 Accordingly, we expect machine learning to become a multifunc-
tional tool in the multiscale modeling strategy of plasma–surface
interaction, both for fundamental scientists and engineers.

4. Plasma sheath modeling—Matter’s aura explained

Electrons have a much lighter mass than ions, by a factor of 2000
or more, depending on the plasma gas. Next to that, the electron tem-
perature is generally much higher than the ion temperature.
Accordingly, electrons display a significantly higher mobility and will
more rapidly reach a nearby plasma boundary. If this plasma boundary
consists of condensed matter, the plasma electrons can get trapped in
electronic levels below the vacuum level, such as surface states, the con-
duction band, or unoccupied valence orbitals. In this way, an initially
unbiased material submerged in a plasma will almost instantly obtain a
negative surface charge. Simultaneously, a positive space charge region
is formed above the surface, due to the extraction of the electrons from
this region, as well as the Coulomb repulsion of plasma electrons by the
negative surface. Such an electrical double layer is widely known as a
plasma sheath, a term that has been introduced already in the late 1920s
by Langmuir. More specifically, the above description refers to an ion
sheath, the best known example of a plasma sheath.

During the past century, different variants have been reported in
the literature, depending on factors like the plasma conditions, the

FIG. 6. Hierarchical classification of various CFD methods applicable to plasma simulation. Next to the conventional procedures, numerous accelerated techniques have been
developed in CFD, based on enhanced hardware utilization and advanced numerical algorithms. The latter can be distinguished into mesh-based, mesh-free, and hybrid meth-
ods, depending on whether they rely on the Eulerian approach (i.e., using a mesh with fixed coordinates), the Lagrangian approach (i.e., representing the fluid with a large
number of computational particles), or both, respectively. Hybrid methods in this context should not be confused with the hybrid models discussed elsewhere in this review,
since the latter refer to models that combine non-identical methods for different plasma components. Reprinted with permission from M. L. Hosain and R. B. Fdhila, Energy
Procedia 75, 3307 (2015). Copyright 2015 Elsevier.181
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surface geometry, and the bias voltage applied to the material. The
experimental geometry, namely, controls the global current balance in
a way that constrains the sheath type that is possible. Strikingly, this
role of the geometry has only been realized recently.190,191 Moreover,
although ion sheaths are often considered to be well understood, cer-
tain controversies remain on their theoretical description, as discussed
further below. Figure 8 displays the electrostatic potential profile of
five plasma sheath types, including an ion sheath, an electron sheath, a
double sheath, an anode glow, and a fireball. Whereas ion sheaths are
usually described using a local analysis of a boundary interacting with
an infinite plasma, other sheath types often depend on global features
of the plasma and the confinement chamber.190 This dependency on
non-local physics of global plasma self-organization emphasizes the
relevance of multiscale modeling for the study of plasma sheaths.
Considering the theoretical difficulties in describing ion sheaths, this
relevance may be generalized to all types of sheaths.

Reversely, multiscale modeling of plasma–surface interaction
strongly relies on an accurate account of the present plasma sheath.
The surface processes and the sheath are, namely, closely intertwined
for various reasons. On a macroscopic level, the sheath determines the
boundary conditions between the plasma and the material surface,
such as the deposition and emission of charges and specific plasma or

surface species. Electron emission, for instance, often has a decisive
influence on the plasma properties. The plasma sheath governs elec-
tron emission through multiple effects. Depending on the bias voltage
on the surface, the sheath potential accelerates ions or electrons toward
the material, which result in secondary electron emission. Energetic
neutrals produced from accelerated ions or chemical reactions can
contribute in a similar way.192,193 As should be noted, the secondary
electron emission coefficient is very sensitive to the surface conditions,
which can be modified by the plasma interaction. More precisely, the
coefficient can vary over two orders of magnitude, starting from a dirty
surface and evolving into a clean surface after plasma sputtering.193–195

Next to that, the plasma affects the surface roughness, which regulates
the local field enhancement and thus the possibility for field emission
of electrons.37,196,197 An interesting and more elaborate discussion on
secondary electron emission in plasma–surface interaction is given in
the review by Bonitz et al.1

On a microscopic level, the plasma sheath dictates the charge and
mass bidirectional transport, as well as the local chemistry. The trans-
port is straightforwardly influenced by the strong electric field, which
accelerates charged particles and indirectly alters the velocity distribu-
tions of neutral species through subsequent collisions. The sheath
chemistry differs from the bulk plasma chemistry for several reasons.
First of all, the non-zero space charge in the sheath implies a different
electron density, ion density, or both, shifting the chemistry accord-
ingly. Second, etching and sputtering of the surface bring material spe-
cies into the gas phase, with a higher prevalence nearby the surface
than in the bulk. This results in chemistry shifts in a similar manner.
Third, a strong electric field may influence gas phase and surface reac-
tions, by orienting reactants along the field and correspondingly favor-
ing certain reaction pathways over others. An overview of such field
effects has been presented in two recent tutorial review articles.198,199

Fourth, the sheath properties are closely related to the surface charge
collected on the material, which may also assist specific surface reac-
tions and thus alter the species emission.

FIG. 7. Conceptual schematic of an artificial neural network that couples the energy
distribution of plasma ions incident on a surface, denoted as the input xj , with the
energy and angular distributions (EADs) of the correspondingly sputtered species,
denoted as the output yk . As shown in the inset, single nodes with inputs xj and
outputs yk are indicated with circles, whereas weights wj;k and biases bk with rec-
tangles. The layers between input and output layer are commonly referred to as
hidden layers. Using this working principle, the relationship between the input and
output can be approximated in general, without programming any task-specific
rules. Reprinted with permission from Kr€uger et al., Plasma Sources Sci. Technol.
28, 035002 (2019). Copyright 2019 Author(s), licensed under a Creative Commons
Attribution 4.0 License.189

FIG. 8. Sketch of the electrostatic potential profile of various plasma sheath types
that can form at a biased electrode. Regions of positive and negative space charge
are denoted by plus and minus signs, respectively. Republished with permission
from Baalrud et al., Plasma Sources Sci. Technol. 29, 053001 (2020). Copyright
2020 IOP Publishing, Ltd.190 Permission conveyed through Copyright Clearance
Center, Inc.

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 8, 041305 (2021); doi: 10.1063/5.0058904 8, 041305-14

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/are


The distinct sheath chemistry determines the local densities of
reactive species, which are more likely to interact with the surface than
species originating from the plasma bulk. According to a one-
dimensional fluid simulation study by Liu et al. on a radio frequency
atmospheric-pressure He-O2 plasma between two solid boundaries,200

the particle fluxes onto the walls were found to originate from a 3 to
300lm thin boundary layer contacting each electrode. This was only a
fraction of the sheath thickness of 472 to 489lm. In other words, the
species incident on the surface were supplied by the sheath chemistry,
in contrast to the plasma bulk chemistry as often assumed. Although
this conclusion is based on a case study and therefore cannot be gener-
alized to all plasma and sheath conditions, it illustrates the importance
of the sheath chemistry to the surface processes. However, sheath
chemistry has received remarkably little attention up until now in
research on plasma–surface interaction. We therefore want to moti-
vate more studies on plasma sheath modeling, with the sheath chemis-
try in particular, both as an integral part of the multiscale modeling
strategy, and as a fundamental research topic in plasma–surface inter-
action science.

A plasma sheath can be implemented in a macroscale model in
four different ways:

A. as a highly resolved domain at a surface in a macroscopic
model;

B. as a separate mesoscale sheath model;
C. as an analytical or semi-analytical sheath model;
D. or as a simplified method, which neglects the sheath while

ensuring the current passage across the surface.

In principle, method A is a special case of method B, where the
former restricts the simulation of the sheath to the same standard
method as the macroscopic model. In contrast, the latter permits the
mesoscale sheath model to operate with a different algorithm than the
macroscopic model it is coupled to. The mesoscale nature of such a
separate sheath model simply refers to the relatively small thickness of
the sheath relative to the plasma dimensions. Both fluid and kinetic
models have been developed for this purpose, including PIC methods.
A detailed review on these techniques has been made by Robertson in
Ref. 201. As their main disadvantage, they can become computation-
ally expensive, especially when a fine mesh size is required to obtain a
sufficient accuracy and stability. To reduce this computational cost,
macroscopic models are often coupled to analytical, semi-analytical
(method C) or strongly simplified sheath models (method D). The dif-
ference lies in the way the sheath is treated. Analytical sheath models
rely on one or more analytical expressions, based on several assump-
tions related to the sheath properties, but without the need for a priori
knowledge on the plasma (see, e.g., Ref. 202). Semi-analytical models
also operate by means of one or more analytical expressions, but
require plasma parameters as input and therefore have to be integrated
into a macroscale model (see, e.g., Ref. 203 and Sec. IVA 3). Simplified
sheath models, as in method D, ensure a current passage across the
surface by placing the mesh boundaries of the plasma zone away from
the electrode sheath, by assuming an increased electrical conductivity
of the plasma at the surface, or by imposing simplistic (non-analytical)
boundary conditions (see, e.g., Refs. 204–207).

In a multiscale model, the plasma and sheath will generally be
described by individual methods, which require a choice on how to
join the corresponding solutions. This problem can be dealt with via

two approaches: matching and patching.208 The method of matched
asymptotic expansions has played an essential role in the past for the
theoretical analysis of the plasma–surface problem. However, its suc-
cessful application in analytical and numeric modeling is complicated
by its mathematical complexity, as illustrated by the heated discussion
that has revolved around the often applied Bohm criterion (see, e.g.,
Refs. 201, 202, and 209–214). According to this criterion, the ions leave
the quasi-neutral plasma and enter the sheath with a velocity equal to
or exceeding the ion sound velocity. Assuming that this point of
entrance coincides with the sheath edge, that is, the boundary between
the plasma and the sheath, as is often done, leads to inconsistencies
and misconceptions.202,210,211 Riemann formulated a solution for this
problem by introducing a transition region between the plasma and
the sheath.214–216 Sternberg and Godyak, on the other hand, propose
patching as a more practical approach, to approximate the solution of
the plasma-wall problem without the need for a transition layer.208,209

Patching has the main purpose to obtain continuity by forcing the val-
ues of the two solutions together at a chosen location, the so-called
patching point. In principle, smoothness is also possible, by forcing
several derivatives together as well.208 For more detailed information
on plasma sheath models, we recommend the reviews in Refs. 190,
201, 202, 214 and 217.

D. Multiscale measuring—Because nature is still the
best simulation tool

Although this review mainly deals with computational methods
for the study of plasma–surface interaction, a brief discussion of the
experimental techniques is necessary, because they play a crucial role
in the multiscale modeling too. First of all, they provide the most reli-
able reference systems for the benchmarking of the computational
methods. Correspondingly, it makes sense to distinguish them into
four classes similar to the ones proposed in Sec. III B:

I. ex situ and non-operando surface diagnostics for the mate-
rial microstructure before and after plasma contact;

II. particle beam experiments to investigate the effect of indi-
vidual plasma species on the surface;

III. in situ and operando mesoscale measurements to obtain the
concentration of plasma species and surface groups at the
plasma–material interface; and

IV. conventional plasma diagnostics.

Each class of measurement techniques can be utilized to verify
and benchmark the numerical models of the corresponding computa-
tional class. We will show an example of this methodology in Sec.
IVB1 for the bombardment of Si with Fþ ions. Second, this classifica-
tion allows to evaluate the accuracy of the simulated data exchanged
between the models from different classes. Accordingly, a multiscale
model may be experimentally verified in a transparent way, on differ-
ent levels. Section IVA6 demonstrates how this has been accom-
plished during the past decades for the Hybrid Plasma Equipment
Model developed by the Kushner group for plasma etching reactors.
Third, if simulation data from one class are not available for practical
reasons, the experimental data acquired in the associated class can
serve as input for the other parts of the multiscale model, making
it semi-empirical. Several examples of this practice will be given in
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Sec. IVB2 in the design of a surface chemistry set for Si and SiO2 etch-
ing with fluorocarbon plasmas.

The experimental classes I and IV are widely used and known by
the plasma community, due to their ease of use and general impor-
tance in the field. Classes II and III, on the other hand, are less com-
mon, yet of extreme interest to the study of plasma–surface
interaction. They therefore deserve an additional explanation. Class II
encompasses all types of experiments where the interaction between a
material and a particle beam, corresponding to a single plasma species,
is investigated. In order to be representative for the plasma–surface
interaction, the beam properties need to be tuned to approximate the
local conditions, such as the flux and the kinetic energy of the particles
incident onto the surface. Likewise, the surface may need a special pre-
treatment to correspond to the specific conditions under plasma con-
tact. Such particle beam experiments can offer valuable information
on several effects, such as the amorphization and functionalization of
the surface, deposition, and etching rates or more specified reaction
probabilities, scattered and emitted particle distributions, including
secondary electron emission coefficients, data on energy dissipation
channels and time scales, and so on. Moreover, particle beams directed
under a varying incident angle with the surface enable the measure-
ment of the angular dependence of these effects. In principle, any type

of plasma particles can be considered, that is, ions, electrons, radicals,
metastables, molecules, and photons. Although not strictly a particle
beam, a gas of radicals interacting with a surface may be included in
this class of experiments. As should be noted, atomic layer etching and
atomic layer deposition often occur under similar controlled condi-
tions,218–221 helpful to the multiscale modeling strategy. In Sec. IVB,
various examples of experimental studies from class II in the scientific
literature will be discussed and used for our case study.

The experimental class III relates to the current trends toward in
situ and operando surface and sub-surface characterization techniques,
to unravel elementary mechanisms at the plasma–material interface
on the atomic scale. The applicability of in situ Fourier transform
infrared (FTIR) spectroscopy for the investigation of plasma–surface
interactions has, for instance, been elaborately discussed by Shirafuji
et al. a while ago.222 More recently, Allain and Shetty discussed many
other complementary surface-sensitive techniques in their review,
which we highly recommend.9 In clear analogy with the conventional
classification of the computational methods (see Sec. IIIA and Fig. 1),
they categorized the experimental techniques according to the cap-
tured spatiotemporal scales. Similar to the perspective given by Bonitz
et al.1 (see Sec. IIIA and Fig. 2), they additionally proposed to organize
the measurement methodology in three groups, corresponding to the

FIG. 9. Scheme of the three regions considered by Allain and Shetty for (right) the classification of in situ and operando spectroscopy-based experimental techniques for the
study of the plasma–surface interaction, (left) in comparison with computational methods. The energy and length scales indicate where the corresponding plasma-extracted
ions implant and induce variation of the material atomic structure. The surface-emission techniques capture the emitted plume of ion-induced desorbed particles: post-
ionization secondary neutral mass spectrometry (PI-SNMS), matrix-assisted laser desorption/ionization (MALDI-TOF), quartz crystal microbalance (QCM), quadrupole mass
spectrometry (QMS), and temperature programmed desorption (TPD). The surface techniques examine only the upper layer of the solid material: low-energy ion scattering
spectroscopy (LEISS), direct recoil spectroscopy (DRS), x-ray photoelectron spectroscopy (XPS), Auger electron spectroscopy (AES), ultraviolet photoelectron spectroscopy
(UPS), grazing-incidence small-angle x-ray scattering (GISAXS), small-angle neutron scattering (SANS), and surface-enhanced Raman spectroscopy (SERS). The sub-
surface techniques probe deeper toward the material bulk: Rutherford backscattering spectroscopy (RBS), elastic recoil detection (ERD), ion-beam analysis (IBA), Raman
spectroscopy, x-ray fluorescence (XRF), x-ray diffraction (XRD), laser-induced ablation spectroscopy (LIBS), and energy dispersive spectroscopy (EDS). Republished with per-
mission from J. P. Allain and A. Shetty, J. Phys. D: Appl. Phys. 50, 283002 (2017). Copyright 2017 IOP Publishing, Ltd.9 Permission conveyed through Copyright Clearance
Center, Inc.
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probed spatial regions at the plasma–solid interface (see Fig. 9). Note
the resemblance with Fig. 2. Next to that, in situ surface diagnostics
are also growing in popularity for scrutinizing the synergetic mecha-
nisms that underlie plasma catalysis.223 This shows the parallels
between the modern trends of multiscale measuring and multiscale
modeling for the investigation of plasma–surface interaction.

IV. PLASMA ETCHING—FROM SCRATCHING THE
SURFACE TO GOING IN DEPTH
A. The multiscale plasma etching model—One
example to represent them all

1. The need for a bottom-up approach—Message in a
bottleneck

This section illustrates the simulation strategy presented in Sec.
III by means of the Hybrid Plasma Equipment Model (HPEM) and
the associated Monte Carlo feature profile model (MCFPM), both
developed by the Kushner group for plasma etching and deposition.
Although this illustration focuses on the example of plasma etching,
the underlying reasoning and its consequences are relevant across all
studies on plasma–surface interaction. More precisely, an accurate
description of plasma–surface interaction requires both a macroscale
analysis of the plasma and fundamental knowledge on the surface
mechanisms. Up to now, simulations often omit the surface processes
or treat them phenomenologically through trial-and-error procedures
in a top-down approach. Such practice can be useful for initial estima-
tions and in a first stage of numerical model optimization. However, at
a certain point, a bottleneck may be expected in the modeling accu-
racy, where progress is hampered by a lack of fundamental insight on
the surface mechanisms. A profound understanding of the fundamen-
tals becomes inevitable at some point for further development. We
believe that many plasma–surface interaction models, including these

for plasma etching, are approaching that bottleneck stage. Throughout
this section, we demonstrate how the trial-and-error procedures in the
top-down approach can be replaced with the careful implementation
of quantitative microscopic data in a bottom-up approach, in order to
overcome the bottleneck. Following this recommended strategy, com-
putational models can be built with a superior predictive power. These
models additionally allow a detailed analysis of the individual surface
mechanism effects. Section IVC will evidence this with the example of
SiO2 etching by a CHF3/Ar plasma.

Figure 10 displays the plasma etching process for microelectron-
ics fabrication in a capacitively coupled plasma (CCP) reactor. The
plasma is generated by applying RF power on a plane-parallel elec-
trode system, where the wafer to be etched is placed on the bottom
electrode. Depending on the wafer material, etching gas, and operating
conditions, various surface processes take place on the interface
between the plasma and the wafer, as further discussed in Sec. IVB.
The ions play a decisive role in this surface chemistry, because they
permit the anisotropic removal of wafer material, a highly preferred
effect for microelectronics manufacturing. Deep trenches with a high
aspect ratio can, namely, be formed this way, by covering parts of the
wafer surface with a protective and less reactive mask. For this reason,
plasma etching is preceded by a photolithography step, where a pat-
tern is printed on a photoresist mask. The interdependence between
the photolithography and plasma etching steps has become increas-
ingly important in the race toward ever smaller dimensions of layered
nanopatterns in microelectronics.224,225 Incorrectly aligned layers may
lead to erroneous interlayer connectivity, resulting in yield loss. As
such, the overall nanopatterning accuracy strongly depends on the
wafer alignment, a critical metrology step during the lithographic pro-
cedure. Wafer alignment is done by measuring the position of align-
ment marks and overlay marks. These marks, however, get affected by
the successive plasma etching stage. Since plasma etching has only

FIG. 10. Overview of the plasma etching process in a CCP reactor. (left) Schematics of the surface chemistry at the substrate in a fluorocarbon plasma. (right) Reactor scheme
with the active plasma gas. From Nojiri, Dry Etching Technology for Semiconductors. Copyright 2015 Springer.226 Reprinted with permission from Springer Nature.
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been optimized for the product features, it performs sub-optimally for
the mark patterns, which usually have a different size. This leads to
mark asymmetries, which on their turn can cause substantial align-
ment deviations and interlayer overlay errors in the next lithographic
step. To gain a deeper insight into the origin of the mark asymmetries
induced by the plasma etching, we applied the multiscale modeling
strategy on SiO2 etching by a CHF3/Ar plasma in a CCP reactor, using
HPEM andMCFPM.

2. Hybrid plasma equipment model—Example of a
hybrid macroscale method

The working principle of HPEM has been thoroughly reviewed
by Kushner in Ref. 47. Hence, we will only give a brief summary. As a
hybrid model (see Sec. III B 4), HPEM is composed of several modules,
each of which deals with a certain aspect of the plasma. The three
most essential modules are

• the electromagnetics module (EMM), where the electromagnetic
fields are calculated from Maxwell’s equations, for example, based
on the coil currents, material properties, and plasma conductivity
in the case of an inductively coupled plasma (ICP) reactor;

• the electron energy transport module (EETM), where the elec-
tron energy distribution function is obtained by solving
Boltzmann’s equation or its moments; and

• the fluid kinetics-Poisson module (FKPM), where the densities,
momenta and temperatures of neutral and charged species are
produced, as well as the electrostatic potential and field.

The FKPM provides the input data for the EEM and the EETM,
and vice versa. Further, the plasma chemistry Monte Carlo module
(PCMCM) is required to generate the input data for MCFPM, which
operates as a separate KMCmethod (see Sec. III B 3 and further below)

and which is thus used to simulate the etching progress on a mesoscale
level. The input data for MCFPM consist of the fluxes and energy and
angular distributions of the plasma species interacting with the wafer
surface. In practice, the PCMCM is often activated only in the last iter-
ations, since it is computationally intensive. All other modules are
optional and their activation depends on the operational conditions,
the desired accuracy and the available computational time.

Each module operates independently from how its necessary
input data are produced. As such, the HPEM provides a flexibility to
the user on how to calculate the different parameters. In the case of
the EETM and the FKPM, for instance, the pressure is a decisive factor
on the simulation procedure, as illustrated in Fig. 11. At a pressure
above 10 mTorr, the electron energy distribution can be calculated in
the EETM by means of a fast Boltzmann solver. This solver, however,
is more likely to fail at lower pressures. Therefore, the electron Monte
Carlo method is recommended below 10 mTorr, but it requires a
much longer computational time. In the present study, only the latter
setting was used, to obtain the highest accuracy.

3. Plasma sheath module—Example of a semi-
analytical sheath method

Apart from the above-mentioned essential modules, we also acti-
vated the analytical sheath module (ASM) in our simulations. Without
it, a simplistic default sheath model is applied for the space charge
region at the wafer surface, where the sheath thickness is approxi-
mated to be 5 times the Debye length. The ASM, on the other hand,
replaces this default with a more realistic semi-analytical model (see
Sec. III C 4 and Fig. 12). These models produce output that is subse-
quently used in the EETM, in order to obtain a more accurate electron
energy distribution. If none of them were implemented in the code,
the sheath would, namely, be unresolved, causing an under- or

FIG. 11. Paths through the EETM and the FKPM for (ellipses) a case operating at low pressure with low current density and (rectangulars) a case operating at high pressure
with high current density. Republished with permission from M. J. Kushner, J. Phys. D: Appl. Phys. 42, 194013 (2009). Copyright 2009 IOP Publishing, Ltd.47 Permission con-
veyed through Copyright Clearance Center, Inc.
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overestimation of the sheath thickness at the different points in time
during a voltage cycle (see Fig. 12; the sheath thickness k would then
be taken equal to the cell width Dx). This leads to an artificial error in
the electron heating as calculated by the EETM, resulting in an overes-
timated electron temperature.203 The default sheath model with the
thin sheath approximation partly compensates this error, but only to a
limited degree, due to its simplicity. The analytical sheath model, in
contrast, was proven to give a satisfactory agreement with experiments
for usual conditions in an ICP reactor.203 This is realized by adding a
potential jump DUbðtÞ (i.e., the potential difference across the plasma
sheath; see also DV in Fig. 12) to the Poisson’s equation in the FKPM
at the plasma boundary, with DUbðtÞ obtained by the ASM based on
the local plasma properties.47,203 As should be noted, each of the men-
tioned sheath models assumes a collisionless sheath, which generally is
a fair approximation for usual etching conditions at pressures below
100 mTorr (Ref. 227) and which offers a fast computational solution.
Realistic plasma sheaths are always collisional to a certain degree
though, but their analytical assessment is generally not required under
the usual operational conditions in plasma etching reactors.228 More
detailed information on the ASM can be found in Ref. 203.

The sheath properties are not only crucial to the calculations of
the electron energy distributions in the plasma volume, but also to the
calculation of the ion energy and angular distributions (iEADs), that
serve as input for MCFPM. Ions that leave the plasma volume through
the sheath edge (see Fig. 12), namely, get accelerated by the sheath
potential, which significantly alters their energy and angular distribu-
tion. Neutral species, on the other hand, are transported from the
plasma to the wafer through diffusion. Next to that, the transport
through the sheath is assumed not to change the particle fluxes.

4. Surface kinetics module—Example of a deterministic
description

Another optional module relevant to our case study is the surface
kinetics module (SKM). This module simulates the particle exchange

between the plasma volume and the wafer, that is, the deposition and
emission of plasma species, by means of a deterministic description
(see Sec. III B 4). More precisely, it enables a first estimation of etching
and deposition rates, and allows also to include the species originating
from the wafer surface in the plasma gas chemistry. In this way,
HPEM can make a more detailed account of the chemical processes in
the plasma volume, as well as the boundary conditions at the wafer
surface. For its operation, the SKM requires a user-defined surface
chemistry set for the reactions at the wafer surface. In practice, this is
often the same surface chemistry set as the one used in MCFPM, or
alternatively a reduced version of it. More detailed information on the
SKM can be found in Ref. 229.

5. Monte Carlo feature profile model—Example of a
kinetic Monte Carlo method

MCFPM simulates the etched profile at a radial location on the
wafer on the mesoscale. The wafer is subdivided in small blocks, each
filled with a certain material. In this case study, the 2D version of
MCFPM has been used, with a cell size of 0.5 nm � 0.5 nm. For com-
parison, the cubic Si unit cell containing 8 atoms has an edge length of
0.543 nm. In other words, the MCFPM simulations are performed
close to the atomic limit. MCFPM uses the following input:

• the fluxes, as well as the energy and angular distributions (EADs)
of the gaseous neutral and ionic species bombarding the wafer,
that is, HPEM output;

• a user-defined surface chemistry set, including all surface and gas
species; and

• a user-defined initial feature shape.

Its working principle is depicted in Fig. 13. During every itera-
tion, a user-defined number of superparticles are released toward the
wafer surface (see Sec. III B 3). The number of real particles in a com-
putational particle is chosen equal to the mesh cell content in our sim-
ulations. The identity of each superparticle is determined by the code
in a pseudo-random manner, based on the relative ratios of the fluxes.
The computational particle is released with an energy and under an
angle corresponding to its EAD given in the input file. When the
superparticle reaches a cell filled with material, the orientation of the
surface plane of the material is calculated, depending on which of the
neighboring cells is filled with material or not. Accordingly, the code
obtains the incident angle, which is required to calculate the reaction
probability with the interacting surface group. By means of the surface
chemistry set, the code decides whether the particle reflects, adsorbs,
or etches the surface group away or replaces it with another group.
Depending on the outcome, the feature shape is updated and new
superparticles may be emitted from the surface. In the case of reflec-
tion beyond a critical angle, the emission angle is specular. Other
reflected particles, as well as desorbed or etched species, on the other
hand, are released symmetrically according to a modified Lambertian
angular distribution, which agrees with thermal desorption. The modi-
fied Lambertian distribution prevents emission under an angle beyond
a user-defined value, in order to account for surface roughness
and non-thermal desorption effects. As should be noted, the modified
Lambertian distribution is symmetric around the surface normal. This
simplification contradicts the observed ion-induced inclined species
emission observed in several fundamental studies (see, e.g., Refs.
230–233). This may induce deviations in the etched feature profile, but

FIG. 12. Schematic of the semi-analytical sheath model geometry in HPEM, where
a potential jump DV is located over the sheath with thickness k, which is thinner
than the grid resolution defined by the cell width Dx. Values at the sheath edge are
denoted by the subscript “0” and values at the wall surface by the subscript “s.”
Reprinted with permission from M. J. Grapperhaus and M. J. Kushner, J. Appl.
Phys. 81, 569 (1997). Copyright 1997 AIP Publishing LLC.203
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even so, MCFPM has shown good agreement with experiments under
usual plasma etching conditions (see Sec. IVA6). After each interac-
tion, new superparticles are released and the algorithm is repeated
until all iterations have been finalized.

6. Experimental benchmarking of the working
principle—Examples of multiscale measuring

Both HPEM and MCFPM have a broad applicability, as they can
simulate the etching or deposition process for a wide range of operat-
ing conditions, including different gas mixtures and wafer materials.
Moreover, their various settings provide a high flexibility in the use of
their algorithms. The development of the models by the Kushner
group can be traced back to the early 1990s,234 which enabled the
extension and optimization of the code, as well as its benchmarking
with multiple experimental investigations. For these reasons, the mod-
els have found a widespread application in plasma etching and deposi-
tion studies. As should be noted, the experimental benchmarking can
be performed on the level of the user-defined gas and surface chemis-
try sets, as well as on the level of the general codes. The first option
will be illustrated in Sec. IVC for SiO2 etching by CHF3/Ar plasma.

The second option corresponds to verifying the general working
principle of the models, independent of possible errors or inaccuracies
in the chemistry sets. Ideally, this could be realized by directly compar-
ing the energy and angular distributions of the ions incident on the
wafer surface between the simulations and the experiments. These

distributions are, namely, relatively insensitive to the used chemistry
sets, in contrast to, for instance, the incident particle fluxes and the
etch or deposition rates. In the early years of HPEM, such benchmark-
ing was indirectly performed by means of the etched profiles.
However, the ion energy distributions cannot readily be verified in this
way, since the surface chemistry set translates them into etch yields
that can be manipulated by the user. On the other hand, the ion angu-
lar distributions determine the average etching direction and thus the
slope of etched trenches, in a rather independent manner from the
user-defined gas and surface chemistry sets. Such manifestations of
etch asymmetry therefore form an elegant benchmarking criterion for
the HPEM and MCFPM codes. The investigations by the Kushner
group in Refs. 235–237 indeed demonstrate that the combination of
HPEM and MCFPM can reproduce asymmetries in the etched profiles
to a satisfying degree.

In the past decade, the Kushner group continued the experimen-
tal benchmarking of HPEM in a more direct way. In a first study using
a capacitively coupled discharge in hydrogen,238 the normalized ion
energy distribution function of H3

þ was experimentally obtained and
compared with the HPEM simulation output [Fig. 14(a)]. Although
the results did not permit a conclusive interpretation, the experimental
energy distribution curve agreed well with the curve of the HPEM sim-
ulation restricted to the incident ion angular interval between �15�
and þ15�. In a second study on capacitively coupled discharge in
argon,239 a satisfactory quantitative agreement was found between the
simulated Arþ energy distributions and the ones experimentally

FIG. 13. Overall MCFPM structure and principle, as explained in the text. Input data are indicated in blue. The isolated material cell algorithm removes or relocates cells, which
do not have any surrounding material. The surface diffusion algorithm simulates the diffusion of certain groups over the surface. The feature charging algorithm modifies the
trajectory and energy of charged gas species according to the electric field from the deposited charge on the surface. The latter two were disabled in the case study of Sec.
IV C.
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obtained from ion current profiles with respect to discrimination
potential, as measured with a Semion radio frequency ion energy ana-
lyzer in an independent investigation240 [Figs. 14(b) and 14(c)]. In a
third study on an Ar/O2 inductively coupled plasma, simulated and
experimental Arþ energy and angular distributions were compared
over a full RF cycle, as shown in Fig. 15. A remarkable qualitative cor-
respondence can be noted, for both the energy and angular compo-
nents. This confirms that the HPEM is based on assumptions that
describe the underlying physics very well.

7. Reactor geometry and operating conditions—
Example of a case study

In our case study, a CCP reactor scheme was developed, based on
a Leybold F2 reactor from TU Delft (see Fig. 16), used for the experi-
mental benchmarking of the surface chemistry set in Sec. IVC. This is
a single-frequency 13.56MHz reactive ion etching (RIE) reactor with a
chamber diameter of 36 cm, an upper electrode diameter of 25 cm, a
lower electrode diameter of 20 cm, a lower ring diameter of 25 cm, and
an interelectrode distance of 7.5 cm. Next to that, a CF4/CHF3/Ar gas
chemistry set was constructed based on the Ar chemistry presented in
Table S1 of the supplementary material with rate coefficients from Ref.
241 and the CF4/CHF3/H2 reactions of a complete CF4/CHF3/O2/H2/
Cl2/HBr set that was previously developed in PLASMANT.242 Since
Ar is an inert species, no additional cross-reactions were taken into
account. The operating parameters applied in the experiments and
simulations are listed in Table I.

B. How to implement the surface processes—Example
of atomistic modeling and measuring data

1. Elementary plasma–surface mechanisms—Simplicity
is the ultimate sophistication

Plasma–surface interaction is a complicated phenomenon, host-
ing a multitude of contributing processes. These processes can be dis-
tinguished into two groups: single particle interactions and mesoscale
effects of a more collective nature. The first group consists of individ-
ual events involving one incident plasma particle, such as sputtering,
implantation, adsorption, desorption, or another type of surface reac-
tion. Examples of the second group are surface amorphization and
nanoscale pore formation, phase transitions, and associated surface
deformation, as well as secondary processes like the diffusion of sur-
face species or their drift under influence of Coulomb interactions.
Under usual conditions in plasma etching, these collective effects play
a minor role and therefore may often be disregarded in a first approxi-
mation. Melting can only take place when a large enough heat flux is
delivered to the material by the plasma, relative to the melting temper-
ature and heat conductivity. This requires intense ion bombardment,
with ion fluxes and energies atypical for plasma etching reactors. The
diffusion and drift of surface species, as an exception, can be important
for processes relevant to plasma etching, depending on several factors,
including the type of adsorption taking place (chemisorption vs physi-
sorption), the porosity of the surface, the species under consideration,
the surface conditions, and the local electric field.243–245

Surface amorphization might take place already at relatively low
ion energies. Arþ ions, for instance, induce an amorphous layer in Si
with a depth of two monolayers at 125 eV, which grows to a depth of

FIG. 14. Simulated and experimental incident ion energy distributions in two CCP reac-
tors. (a) Normalized ion energy distribution function of H3

þ obtained experimentally, by
the HPEM simulation, and in an analytical model. In the simulation, the entire angular
distribution function (black curve) or all ions within an incident angle of 15� (red curve)
are evaluated. The pressure was 200 Pa and the applied voltage 200 V. (b) Simulated
and (c) experimental energy distributions of Arþ for an Ar CCP with pressure varying
from 10 to 40 mTorr. Power was varied to provide a constant DC self-bias voltage of
�87V for each condition. The experimental distributions were obtained from ion current
profiles with respect to the discrimination potential, as measured with a Semion radio
frequency ion energy analyzer. (a) Republished with permission from Schuengel et al.,
Plasma Sources Sci. Technol. 23, 015001 (2013). Copyright 2013 IOP Publishing,
Ltd.238 Permission conveyed through Copyright Clearance Center, Inc. (b) From Zhang,
Low Temperature Plasma Etching Control through Ion Energy Angular Distribution and
3-Dimensional Profile Simulation. Copyright 2015 Yiting Zhang, licensed under a
Creative Commons CC-BY license239 (c) Reprinted with permission from Coumou
et al., IEEE Trans. Plasma Sci. 42, 1880 (2014). Copyright 2014 IEEE.240
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1nm at 250 eV.246 In contrast, a GaAs surface does not lead to
amorphization under the same circumstances, illustrating the strong
material dependence of this effect. Although amorphization appears a
complicating and undesirable effect at first sight, it actually allows a

useful simplification in the multiscale modeling strategy. It, namely,
diminishes any anisotropy in the upper layer of the surface material,
eliminating the need to take this anisotropy into consideration. For a
surface with a crystalline structure, the lattice orientation, namely,
strongly determines the reaction probabilities for many incident
plasma species.247,248 When ions amorphize the surface, on the other
hand, the underlying lattice does no longer influence the surface inter-
actions. A universal set of single particle interactions can then be
developed for the surface material, irrespective of the initial atomistic
structure orientation. The elemental composition and bonds in the
upper surface layer, however, regulate the interaction outcome. For
this reason, single-particle interactions may be understood as a reac-
tion between the plasma particle and a specific surface group. With
each interaction, the surface group can be modified, removed, or cov-
ered, leading to another group being exposed to the incident plasma
species.

Using this description, we will distinguish five types of ele-
mentary plasma–surface interaction mechanisms, as illustrated in
Fig. 17:

• Physical sputtering, where inert ions remove surface groups with-
out adding new elements to the surface,

FIG. 15. (top) Simulated and (bottom) experimental energy and angular distributions for
Arþ integrated over a full RF cycle, in an Ar/O2 inductively coupled plasma at a gas
ratio of 80/20. The experimental distributions were measured by means of laser induced
fluorescence of Arþ. The operational conditions are slightly different for the computa-
tional and experimental results (computational: 2 mTorr, 480W, with a frequency of
2MHz, RF bias of 500V, and DC bias of �400V; experimental: 0.5 mTorr, 480W, with
a frequency of 2.2MHz, RF bias of 300V, and DC bias of �300V). From Zhang, Low
Temperature Plasma Etching Control through Ion Energy Angular Distribution and 3-
Dimensional Profile Simulation. Copyright 2015 Yiting Zhang, licensed under a Creative
Commons CC-BY license. Reprinted with permission from University of Michigan.239

FIG. 16. Reactor scheme of the axisymmetric Leybold F2 reactor, where the Z-axis
serves as the symmetry axis.

TABLE I. Operating conditions of the Leybold F2 reactor used for the experiments
and simulations of the case study.

Parameter Value

Applied power (W) 75
Frequency (MHz) 13.56
Self-bias voltage (V) 700
Pressure (mTorr) 22.5
Gas ratio CHF3/Ar 15/45
Wafer temperature (K) 293
Gas flow (sccm) 60
Relative permittivity of focus ring 3.6
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• direct reactive ion etching, where reactive ions both remove sur-
face groups and add new elements to the surface,

• chemical etching, where reactive neutrals bind to the surface and
subsequently form volatile molecular species to be emitted into
the gas phase,

• deposition, where plasma particles bind to the surface without
autonomously forming volatile species, and

• ion-assisted or ion-enhanced chemical etching, where neutral
species first attach to the surface and an incident ion subse-
quently aids in the removal of surface material.

More detailed information on these mechanisms can be found in
a few reviews and several other papers, for example, Refs. 10–12 and
249–252. In the following, we will focus on a few important aspects.

The interaction of an energetic ion or hot neutral with the sur-
face is often described with the hot spot model. According to this
model, the kinetic particle deposits its energy in a small area of the
surface, causing a local, rapid, extreme, and short-living temperature
increase. This high temperature enables surface reactions with a high
activation energy, which do not take place or only very slowly under
standard conditions. This explains the underlying physics of ion-
assisted chemical etching. A stable molecular species can, for instance,
first attach to the surface by physisorption and afterward react with
the surface under influence of an ion. This reaction may produce new
volatile molecular species, containing surface material, which can be
readily emitted into the gas phase. This physico-chemical effect has
been confirmed for ion-assisted chemical etching of GaN with and
without a Cl-adsorbed layer by incident Arþ ions in a series of MD
simulation studies by Harafuji and Kawamura (see, e.g., Fig.
18).253–257 The hot spot model can also explain direct reactive ion
etching. However, we believe that the latter is an often misunderstood
mechanism, due to its inherent complexity.

As an example, let us consider direct reactive ion etching of Si by
means of an Fþ ion beam. Fþ ions simultaneously sputter and fluori-
nate a Si surface, resulting in a higher etch yield. Figure 19(a) com-
pares their etch yield with the one of Neþ ions. Neþ ions are inert and
have a mass similar to Fþ, which makes their etch yield representative
for the physical sputter component in the one of Fþ. In other words,
the difference between the etch yield of Fþ and Neþ can be

understood as the chemical sputter component. According to the
experimental results in Fig. 19(a), this difference agrees well with the
measured SiF4 emission. The formation of SiF4 at the Si surface is,
however, unlikely. F atoms at the fluorinated surface, namely, get
more easily sputtered than Si atoms, due to their lower mass. The F
sputter yield by Fþ ions from a SiF2 surface group at 500 eV is, for
instance, beyond 2 atoms per ion [see Fig. 19(b)]. As such, SiF3 surface
groups, and thus SiF4 molecules, are not easily formed with Fþ irradia-
tion alone. SiF4 formation can therefore not explain the chemical
component in the sputter yield of Fþ.

Instead, the chemical component is due to weakening of bonds
between SiFx groups and the Si lattice during fluorination. As
explained in Fig. 20, Si(s) and SiF(s) are attached to the surface with
approximately an equal bond strength, whereas SiF2 (s) and SiF3 (s)

experience a weaker attachment. The latter two groups are therefore
more easily sputtered from the surface. This explanation is in agree-
ment with the individual sputter yields for each surface group, as
obtained in the molecular dynamics study by Tinck et al.258 [see Fig.
21(a)]. The sputter yield of Si(s) and SiF(s) approximately coincides
with the physical sputter yield by Neþ ions, indicating the same etch-
ing mechanism, that is, physical sputtering. The sputter yield of SiF2 (s)

and SiF3 (s) is roughly twice as high, confirming that their binding
strength is a decisive factor. The presence of the latter two surface
groups therefore increases the overall sputter yield. This increase
depends on the percentage of SiF2 (s) and SiF3 (s) groups covering the
surface, which can be calculated from the individual sputter yields for
each surface group by means of a deterministic description (see Sec.
III B 4). We have performed such calculation, starting with an initial
surface coverage percentage of 25% for each group and using incre-
mental surface group changes on the total surface of 10% during each
iteration. The results are shown in Fig. 21(b) [i.e., the red curve (2)].
The calculated overall sputter yield at steady state agrees fairly well
with the experimental data for Fþ ions bombarding a Si substrate,
which include both the physical and chemical sputter components.

In other words, the chemical component in the sputter yield of
Fþ is due to the weaker Si–Si bonds at the surface caused by the depos-
ited Fþ ions. This mechanism has, to our knowledge, not been explic-
itly proposed in the literature before as the general underlying working
principle of direct reactive ion etching. It, however, lies very well in

FIG. 17. Illustration of the five main elementary surface processes considered in the case study.
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line with the MD simulated output and its interpretation by Tinacba
et al.259 and theMD simulation data by Ohta and Hamaguchi,260 as pre-
sented in Fig. 22. Its validity over various combinations of incident reac-
tive ions and substrate materials suggests that it is indeed universal in

nature. We will apply this insight in Sec. IVB2 for the implementation
of radical-emitting ion reactions in a surface chemistry set. In contrast,
molecule-emitting ion reactions provide a higher etch yield due to the
weaker physisorption strength in comparison with chemisorption.

FIG. 18. Snapshots of the top and side views of the interaction between an Arþ ion with 150 eV energy and a GaN substrate with a layer of adsorbed Cl atoms, at normal inci-
dence for (a) 50, (b) 475, (c) 2230, and (d) 3030 fs after the first contact. The interaction causes Cl sputtering, hot spot formation, and the emission of a GaCl2 molecule. The
last frame also shows another Ga–Cl product attempting to leave the surface, but unable to overcome the surface barrier. Reprinted with permission from K. Harafuji and K.
Kawamura, Jpn. J. Appl. Phys., Part I 49, 08JE03 (2010). Copyright 2010 The Japan Society of Applied Physics.253

FIG. 19. Sputter yield of (a) Si and (b) F atoms from a Si surface irradiated with Fþ ions. In (a), also the sputter yield by Neþ and the measured SiF4 emission are shown.
(left) Reprinted with permission from S. I. Tachi and S. Okudaira, J. Vac. Sci. Technol. B 4, 459 (1986). Copyright 1986 American Vacuum Society.250 (right) Adapted with per-
mission from Tinck et al., J. Phys. Chem. C 118, 30315 (2014). Copyright 2014 American Chemical Society.258
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2. Design of the surface chemistry set—A mosaic of
quantum data

In this section, the surface chemistry set design for Si and SiO2

etching with CF4/CHF3/Ar is described in four parts:

1. Si etching with CF4/Ar
2. SiO2 etching with CF4/Ar
3. Introduction of H-containing species
4. Etching of the photoresist

The first part serves as a basis for the construction of the second
part. Although both subsets now belong to the same composite set,

they can largely be seen as isolated parts, as there are only a few reac-
tions connecting both. The complete surface chemistry set is presented
in Table S2 of the supplementary material.

Each subset is designed according to the following general
principles:

• All material cells in the wafer, including the cells with surface
groups, consist of 10 atomic or molecular units each. For
instance, a Si cell and a CFx cell contain 10 Si atoms and 10 CFx
molecules, respectively. This allows the removal of up to 10
atomic or molecular units by an incident species, which is espe-
cially necessary for ion-assisted chemical etching reactions with
an etch yield larger than 1.

• Plasma species originating from the gas phase or reflecting from a sur-
face consist of only one atomic or molecular unit.

• However, gaseous etch products are made up of 10 units each, as
material cells can only be etched in their entirety. This reduces
the computational time.

• Accordingly, the physical etch yield of the gaseous species needs
to be divided by 10 to obtain the computational reaction proba-
bility, unless if they contain 10 units of the species. In the
remainder of this review, the mentioned values of the etch yield
and reaction probabilities will always refer to the physical ones,
in order to avoid confusion.

• Some plasma species with a very low flux relative to the other species
are not considered in the surface chemistry.More specifically, the influ-
ence of C, CH, CHF, CHF2, F2, C

þ, Hþ, Fþ, CHFþ, and F2
þ on the

overall surface chemistry can be neglected, as their low fluxes immedi-
ately reveal (see Sec. IVC), but etch products of the same kind were
kept included. In fact, this approximation cannot be avoided, as
MCFPM only allows a limited flux range for the incoming particles.
Still, a few low flux species, such as C, F2, F

þ, and F2
þ, have not been

removed from the chemistry set for educational purposes.
• When an ion reflects at a surface cell, it transforms into a hot
neutral, which is considered chemically equivalent to the ion.

• Neutral species react with a fixed reaction probability. Ions, on
the other hand, have an angle- and energy-dependent reaction
probability, given by the equation

p Eið Þf hið Þ ¼ p Erefð Þ
Ei � Ethð Þa

Eref � Ethð Þa
f hið Þ:

Here, f ðhiÞ is the angular dependence normalized at incidence
perpendicular to the surface, and pðEÞ is the reaction probability
calculated by MCFPM from the incoming ion energy Ei at nor-
mal incidence, the threshold energy Eth of the reaction, a user-
defined reference energy Eref > Eth, the reaction probability
pðEref Þ at this energy, and an exponent a. Eth, Eref , pðEref Þ, a, and
f ðhiÞ can be separately defined for every reaction in MCFPM.
Exceptions are deposition reactions, implemented with the line-
arly decreasing function

p Eið Þ ¼ p0
Eth � Eið Þ

Eth
;

where p0 is the reaction probability at 0 eV. This function can
also be applied in ion reactions competing with etching in a cer-
tain energy interval.

FIG. 20. Schematics of the bonds between a Si substrate and (from left to right) a
Si(s), SiF(s), SiF2 (s), and SiF3 (s) group. The unfluorinated Si atom is attached to the
material with three strong Si–Si bonds and a weak one, making its total bond
strength approximately equal to the one of the SiF group. The SiF2 (s) group is
attached less strongly to the surface due to its lower number of bonds. The single
bond of SiF3 (s) makes it the most weakly bound surface group of the four.

FIG. 21. Si sputter yields for Fþ ions incident on a Si substrate. (a) Output data
from repeated molecular dynamics simulations, where the initial surface is com-
posed of one surface group type in each simulation, as indicated in the legend.
Data taken from Ref. 258. (b) Comparison of (black) the experimental data in Fig.
19(a) with (blue and red) the calculated total sputter yield by Fþ ions of a surface
composed of the four SiFx surface groups, each covering the surface with a certain
percentage. The blue curve (1) and red curve (2) correspond to the initial conditions
and calculated results of the deterministic description, as explained in the text. The
surface fractions at an ion energy of 300 eV are mentioned in the legend.
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• Where it was not possible to find exact quantitative data in the
literature for a reaction, its mechanism and reaction probability
has been deduced from a similar reaction, based on the compari-
son of the dissociation energies of the broken and produced
bonds. The values of the dissociation energies mentioned below
are based on the list in Ref. 261.

The neutral gaseous species have three functions: they can (i) get
deposited on the surface, (ii) contribute to ion-assisted chemical etching
or direct reactive ion etching, or (iii) chemically etch away a surface
group by forming a volatile molecule (e.g., CF4 or SiF4). The chemistry

set does not distinguish between the functions (i) and (ii), in the sense
that ion-assisted chemical etching and direct reactive ion etching are
generally preceded by the formation of a surface group through the
deposition of a neutral species. Function (iii), however, is implemented
in the set with the immediate release of the volatile molecule. As should
be noted, this stands in contrast with the often made assumption in the
literature that ion-assisted etching includes the removal of volatile mole-
cules at the surface. With the neutral species N incident on a surface
group SðsÞ, we thus get the following types of surface reactions:

i. Deposition: SðsÞ þ N ! SðsÞ þ NðsÞ or SðsÞ þ N ! SNðsÞ

FIG. 22. Ratios of the sputtering products in various direct reactive ion etching reactions, according to two MD studies. Before each simulation, the substrate surface was pre-
pared to represent the situation under steady state. The conditions are indicated as (left) Y/X and (right) X! Y, where X stands for the incoming ion and Y for the substrate.
(left) Reprinted with permission from H. Ohta and S. Hamaguchi, J. Vac. Sci. Technol. A 19, 2373 (2001). Copyright 2001 American Vacuum Society.260 (right) Reprinted with
permission from Tinacba et al., Surf. Coat. Technol. 380, 125032 (2019). Copyright 2019 Elsevier.259
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ii. Ion-related reactive etching: (i) followed by NðsÞ þ Iþ !
N þ I or SNðsÞ þ Iþ ! SN þ I

iii. Chemical etching: SðsÞ þ N ! SN

where Iþ represents an ion and the index ðsÞ identifies a surface
group.

The incident ions, as well as the hot neutrals, also have three
functions: they can (iv) get deposited on the surface, (v) remove radi-
cals from the surface by physical sputtering, or (vi) result in the release
of volatile molecules by ion-assisted chemical etching or direct reactive
ion etching. In some cases, functions (v) and (vi) occur with the partial
deposition of the ion or hot neutral. With the ion Iþ incident on a sur-
face group SðsÞ, we thus get the following types of surface reactions:

i. Deposition: SðsÞ þ Iþ ! SðsÞ þ IðsÞ or SðsÞ þ Iþ ! SIðsÞ
ii. Physical sputtering: SðsÞ þ Iþ ! Sþ I or SðsÞ þ Iþ ! SI
iii. Ion-related reactive etching: same as (v), where S or SI rep-

resents a molecule instead of a radical

Note that the physical sputtering (v) requires the breaking of a
chemical bond with the surface, whereas reaction (vi) produces a vola-
tile molecule, which is emitted by overcoming a much weaker van der
Waals interaction. Therefore, the reaction probability of (vi) is readily
one order of magnitude higher than the one of (v). For (v) and (vi),
the formula mentioned above is used for the reaction probability.

The subset focusing on Si etching with CF4/Ar considers seven
neutral incident species, six ions, ten chemically active gaseous etch
products, and eleven surface groups (see Table II). Its reaction proba-
bilities were taken from the literature or estimated as follows:

Neutral gas species

1. Si deposition on Si(s) takes place with a probability of 1, in agree-
ment with Refs. 258 and 262.

2. SiFx deposition on SiFy (s) has reaction probabilities based on
the data in the MD study of Ref. 258. In many cases, exact val-
ues are not available, as the MD simulations only provided a
lower limit. MD simulations can, namely, only access short
time scales at which the immediate reaction of a gaseous spe-
cies can be determined. In practice, however, the species can
remain at the surface due to physisorption, for a much longer
time than the one accessible in the simulations. Therefore, the
reaction probabilities have been estimated from the lower lim-
its and the comparison between the binding energy of the bro-
ken and formed bonds. In general, the reaction probability
decreases for an increasing number of F atoms (higher x and
y), because of the steric hindrance they cause for the reaction
site.

3. The values obtained in the previous step were used to estimate
the reaction probabilities for SiFx deposition on CFy (s) groups,
by comparing the binding energies of the broken and formed
bonds. Since the formed C–Si bonds are generally stronger than
Si–Si bonds, and the broken C–F bonds weaker than Si–F bonds,
the values were estimated higher than the ones of the previous
step.

4. Analogously, the probabilities of CFx deposition on SiFy (s) and
CFy (s) groups were determined from the values in steps 2 and 3,
taking into consideration the involved energies of the broken
and formed bonds.

5. Exceptions are the reactions with y ¼ 4, whose probabilities were
assumed zero. For x ¼ 4, no chemical bonds are broken nor
formed, but the molecule can attach to the surface by physisorp-
tion. The likeliness of such attachment was estimated based on
the desorption energies calculated in Ref. 258.

6. The deposition probabilities of F and F2 on SiFy (s) were also
taken from Ref. 258.

7. In Ref. 263, the production probability of SiF4 per 4 incident F
radicals has been estimated to range between 0.02 and 0.1, based
on different sources in the literature. If we assume a value of
0.06, this implies an overall reaction probability of 0.015 per inci-
dent F. Since this process consists of 3 successive deposition
events of an F atom, followed by the removal of SiF4 by a fourth
radical, the probability of the latter reaction can be deduced
from the probabilities determined in step 6. For F2, the probabil-
ity of the corresponding reaction is assumed to be double that
value. As should be noted, these SiF4 emitting reactions do not
exclude the independent reaction SiF3 ðsÞ þ F ! SiF4 ðsÞ of step 6
where the molecule remains physisorbed at the surface. To retain
the analogy between the reactions with incident F and F2, the
counterpart for F2 was assumed to be SiF3 ðsÞ þ F2 ! SiF4 ðsÞ
with a doubled reaction probability.

8. The deposition probabilities of F and F2 on CFy (s) and the
emission probability of CF4 by chemical etching with F and F2
were deduced from the results of steps 6 and 7. Since Si–C
(435 kJ/mol) and C–C (�450 kJ/mol) bonds are on average
stronger than a Si–Si bond (327 kJ/mol) and thus harder to
break, and since it is energetically less favorable to form a C–F
bond (e.g., Si3C–F: 450 kJ/mol, SiF2C–F: 500 kJ/mol) in com-
parison with a Si–F bond (540 kJ/mol), the probabilities
needed to be rescaled with a certain factor, which was esti-
mated to be 0.5.

TABLE II. The plasma species, reactive etch products, and surface groups consid-
ered in the surface chemistry subset of Si etching with CF4/Ar. PR (s) stands for the
photoresist. Incident species only contain one atomic or molecular unit. The etch
products, on the other hand, consist of 10 units, and are therefore treated by the
chemistry set in a separate way (see the text).

Neutral incident
species

Incident
ions

Chemically active
gaseous etch
products

Surface
groups

CF4 Arþ CF4 CF4 (s)

CF3 CF3
þ CF3 CF3 (s)

CF2 CF2
þ CF2 CF2 (s)

CF CFþ CF CF (s)

C Fþ C C (s)

F F2
þ SiF4 SiF4 (s)

F2 SiF3 SiF3 (s)

SiF2 SiF2 (s)

SiF SiF (s)

Si Si (s)
PR (s)
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Ions

9. The energy dependency of the physical sputtering etch yield of
Arþ ions on bare Si(s) was determined from a collection of the
literature data in the interval of 0 to 500 eV, as shown in
Fig. 23. The angular dependency is based on the data in Refs.
271 and 272 shown in Figs. 24(a) and 24(b).

10. The same dependencies were used for the sputtering of SiF(s) by
Arþ, in the assumption that this group is attached to the surface
with nearly an identical binding energy as Si(s). The strength of
the fourth distorted bond in Si(s) can, namely, be neglected rela-
tive to the orientationally favorable three other bonds.
Sputtering of SiF2 (s) and SiF3 (s) requires less energy, since they
are bound to the surface with only two and one bond, respec-
tively. Their etch yield was chosen as double the one of step 9, in
analogy with the relative etch yield by Fþ ions on the four sur-
face groups, as calculated in Ref. 258. The same angular depen-
dency as in step 9 was assumed for these sputter reactions.

11. Ion-assisted etching by Arþ was implemented in the surface
chemistry set as the reaction SiF4 ðsÞ þ Arþ ! SiF4 þ Ar, with
an etch yield directly proportional to the energy based on the
insights and data in Ref. 250. Its angular dependency is a mono-
tonically decreasing function of the incident angle relative to
the surface normal, based on the dependency for ion-assisted
etching of Si (s) with Cl2 and Arþ, as depicted in Fig. 24(b) from
Ref. 272.

12. The sputter probabilities of CFy (s) surface groups by Arþ were
estimated from the ones of SiFy (s) in steps 9 and 10 and the
involved binding energies. Since a Si–C bond (435 kJ/mol) is on
average stronger than a Si–Si bond (327 kJ/mol), the etch yield
was reduced with a factor 1.24, approximately equal to the ratio.
Moreover, the strength of several C–C bonds (e.g., CH3–CF3:
423 kJ/mol, CH2F–CH2F: 368 kJ/mol, CF3–CF3: 406 kJ/mol,
CF2¼CF2: 318 kJ/mol, with H having a similar electronegativity
as Si) are generally roughly comparable to the one of a Si–C
bond. Therefore, no distinction was made in the subset between
CFy (s) groups attached to the Si material or to a polymeric
layer, as a simplifying assumption.

13. Ion-assisted etching of the deposited polymeric layer by Arþ is
assumed to be analogous to the one described in step 11,
through the reaction CF4 ðsÞ þ Arþ ! CF4 þ Ar, with the same
angular dependency. As CF4 and SiF4 have a similar physisorp-
tion strength, the energy dependency is assumed to be identical
as well.

14. Direct reactive ion etching of Si by Fþ is a more complicated
process, as it simultaneously involves physical sputtering, ion
deposition and ion-assisted chemical etching, in agreement
with the analysis made in Sec. IV B 1. Moreover, the sputtering
involves the removal of both Si and F atoms from the interme-
diate SiFy (s) surface groups. Fortunately, the etch yield of both
atoms has been calculated individually in Ref. 258 for y ¼ 0 to
3. From this data, the energy-dependent reaction probabilities
were determined with a primary focus on the sputtering of Si
atoms. During a sputter event, the surface group was removed
as a whole, implying the simultaneous sputtering of F atoms. In
order to match the net sputtering of F atoms to the data in Ref.
258 an additional ion deposition reaction has been defined in
the chemistry set for each of the SiFy (s) surface groups, with an
energy dependency complementary to the one of the sputter
reaction. All of these sputter reactions were assumed to have
the same angular dependency, a monotonically decreasing
function of the incident angle relative to the surface normal, as
shown in Fig. 24(c) from Ref. 273.

15. Analogous to step 11 for Arþ, the ion-assisted etching compo-
nent by Fþ is given by SiF4 ðsÞ þ Fþ ! SiF4 þ F, with an
energy-dependent etching yield identical to the one for Neþ

ions, which have a similar mass to F. Once more, the angular
dependency of Fig. 24(c) was selected for this reaction.

16. In analogy with step 12, the sputter probabilities of CFy (s) sur-
face groups by Fþ were estimated from the ones of SiFy (s) in
step 14, again rescaled with the factor 1.24. As an exception, the
ion-assisted chemical etching reaction CF4 ðsÞ þ Fþ ! CF4 þ F
was given the same energy dependency as the one used in
step 15.

17. The kinetic energy at which molecular ions collide with the
wafer in a plasma etching reactor is generally much higher than

FIG. 23. Square of the sputter yield for (left) Si and (right) SiO2 etching with Ar
þ ions as a function of the ion energy. Data for Si are taken from Refs. 264–269 and for SiO2

from Refs. 264–267 and 270.
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the binding energy between the atoms in the ion. Therefore, the
interaction between the ion and the surface can be approxi-
mated as the sum of the individual interactions of the compos-
ing atoms with the surface. An incident F2

þ ion, for instance,

can be considered as a combination of two Fþ ions with the
same velocity. Obviously, this neglects several effects, such as
the charge and the presence of the bond between the F atoms.
However, this assumption forms a handy tool to estimate the

FIG. 24. The angular dependencies of the
etch yield used in the surface chemistry
set, for (a) physical sputtering of Si with
Arþ, (b) physical sputtering and ion-
assisted etching of Si with Arþ and Cl2,
(c) direct reactive ion etching of Si with
Fþ, (d) SiO2 etching with Arþ and CFx

þ

with unknown kinetic energy, (e) SiO2

etching with CF3
þ, and (f) SiO2 etching

with CF2
þ. The ion energies are indicated

at the corresponding curves. (a) Reprinted
with permission from W. Guo and H. H.
Sawin, J. Vac. Sci. Technol. A 27, 1326
(2009). Copyright 2009 American Vacuum
Society.271 (b) Reprinted with permission
from Nucl. Instrum. Methods Phys. Res.,
Sect. B 19, 1001 (1987). Copyright 1987
Elsevier.272 (c) Reprinted with permission
from Tokuyama et al., Nucl. Instrum.
Methods 182, 241 (1981). Copyright 1981
Elsevier.273 (d) Reprinted from K.
Karahashi, Hyomen Kagaku 28, 60
(2007). Copyright 2007 Author(s), licensed
under a Creative Commons Attribution 4.0
License.274 (e) Reprinted with permission
from T. Kawase and S. Hamaguchi, Thin
Solid Films 515, 4883 (2007). Copyright
2007 Elsevier.275 (f) Reprinted with the
permission from Smirnov et al., J. Appl.
Phys. 97, 093302 (2005). Copyright 2005
AIP Publishing LLC.232
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etching behavior and probability of molecular ions, based on
the reactions of the atomic ions. As such, the interactions
between F2

þ and the different surface groups were calculated by
doubling the reaction probability and halving the kinetic energy
in the formulas for the Fþ ion, which also implies doubling of
the threshold energy.

18. The same strategy of step 17 has been applied for the CFx
þ

ions. In order to limit the number of reactions per ion type, the
F atoms were assumed to play the central role in these interac-
tions, justified by their higher contribution to the total ion
mass. The C atom, on the other hand, was added to the F-based
reactions as a side-kick. According to the experimental data in
Ref. 249, Cþ ions have a stronger tendency to get deposited in
comparison with Fþ, with a probability around 0.4 at 233 eV,
as an example. Hence, the C atom was assumed to be deposited
in the energy dependent F-based sputter reactions. To avoid an
overestimation of its deposition, the C atom was sent back to
the gas phase in the reactions where the F atoms got deposited.

The subset focused on SiO2 etching with CF4/Ar considers no addi-
tional plasma species, but includes the new chemically active gaseous
etch product SiO2 and six extra surface groups (see Table III). Its reac-
tion probabilities were taken from the literature or estimated as
follows:

Gaseous SiO2

19. The fundamental etching processes on a composite substrate as
SiO2 have a higher level of complexity than on a single element
substrate as Si, since the composing elements (Si and O) may
be removed and deposited with different yields. As shown in
the study in Ref. 262, however, physical sputtering of SiO2 leads
to redeposition of Si and O2 with an equal probability of 1 on
SiO2 (s). This also seems in good agreement with the classical
MD simulations combined with MC by Taguchi and
Hamaguchi, although the incident angle and energy of the rede-
positing particles can cause some deviations.276,277 However,
such details are not included in MCFPM, because it assumes
the etch products to desorb with thermal energies in a modified
Lambertian distribution (see Sec. IVA 5), before their

redeposition. For this reason, gaseous SiO2 was chosen as the
only sputter product in the subset.

20. The deposition probabilities of SiO2 on SiFy (s) and CFy (s)

groups were chosen identical to the ones of Si radicals, based on
the assumption that the resulting bond is always made with the
Si atom of the SiO2 radical.

Neutral gas species reacting with the new surface
groups

21. According to Ref. 278, the chemical etching yield of SiO2 by F
radicals is approximately 10 times lower than for Si. Since no F
deposition probabilities are available in the literature for indi-
vidual fluorinated SiO2 groups, this mechanism was imple-
mented in the subset as SiO2 ðsÞ þ F ! SiF4 þ O2, with a
reaction probability of 0.0015, in agreement with step 7. The
conform reaction of F2 was given twice this probability. These
are the only reactions producing gaseous O2 in the subset, with
the exception of the ones for deposition of Fþ ions further dis-
cussed in steps 27 and 28.

22. For deposition of CFx radicals on SiO2 (s), a formed Si–C bond
(435 kJ/mol) is energetically more favorable than an O–C bond
(358 kJ/mol). Chemisorption, however, requires breaking of a
Si–O bond (452 kJ/mol), which is significantly stronger than a
Si–Si bond (327 kJ/mol). This not only explains the 10 times
lower fluorination rate discussed in step 21, but also justifies
selecting the same scaling factor for CFx deposition.
Accordingly, the reaction probabilities of these radicals with
SiO2 (s) were determined by dividing the values obtained in step
4 for deposition on Si(s) by a factor 10.

23. Similarly, for deposition of SiFx radicals on SiO2 (s), a formed
O–Si bond (452 kJ/mol) is energetically more favorable than a
Si–Si bond (327 kJ/mol). Moreover, it has a similar strength as
the Si–C bond (435 kJ/mol) created during CFx deposition on
SiO2 (s). Therefore, the same probabilities were taken for chemi-
sorption of SiFx on SiO2 (s) as for the CFx radicals in step 22.

24. For x ¼ 4, physisorption takes place instead of chemisorption,
so the reasoning in steps 22 and 23 cannot be used. Instead, the
deposition probabilities of CF4 and SiF4 on SiO2 (s) were
assumed equal to the ones for attachment on Si(s), as deter-
mined in step 5.

25. Reaction probabilities of gaseous neutrals on SiO2CFy (s) are
chosen identical to the ones on CFy (s) groups.

Ions interacting with the new surface groups

26. Similar to step 9, the energy dependency of physical sputtering
for Arþ ions on bare SiO2 (s) was determined from a collection
of the literature data in the interval of 0 to 500 eV, as shown in
Fig. 23(b). The angular dependency, depicted in Fig. 24(d), was
taken from Ref. 274. Note the difference with the angular
dependency of Si sputtering.

27. The energy dependency of direct reactive ion etching of SiO2 (s)

by Fþ ions has been deduced from the experimental data in
Refs. 279 and 280 and compared with the MD simulated rela-
tionships in Refs. 260 and 281. The same angular dependency

TABLE III. The reactive etch products and surface groups considered in the surface
chemistry subset of SiO2 etching with CF4/Ar, in addition to the ones mentioned in
Table II. As before, the etch product SiO2 consists of 10 molecular units. The non-
reactive etch products CO2 and O2 were immediately removed from the simulation
region after their emission.

Additional
neutral
incident species

Additional
incident
ions

Additional chemically
active gaseous
etch products

Additional
surface groups

none none SiO2 SiO2 (s)

SiO2C (s)

SiO2CF (s)

SiO2CF2 (s)

SiO2CF3 (s)

SiO2CF4 (s)
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was assumed as in step 14 and Fig. 24(c) for a Si substrate.
Deposition of the Fþ ions was implemented with the reaction
SiO2 ðsÞ þ Fþ ! SiFðsÞ þ O2, using a relative probability to the
etch reaction based on the results of step 14, but divided by 10
to account for the lower chance to fluorinate SiO2 (s) in compar-
ison with Si(s) (see step 21).

28. The result of step 27 served as a base for the interaction of F2
þ

with SiO2 (s), following the same philosophy as in step 17.
29. The energy dependency of the interaction between CFx

þ ions
and SiO2 (s) was deduced from the experimental data in Refs.
279, 280, and 282 and compared with the relationships given in
Ref. 278. For the sake of simplicity, the energy at which no net
etching occurs was chosen as the threshold energy between the
deposition reaction at lower energy and the etching reaction at
higher energy. The angular dependency of these reactions was
assumed to be the same as the one of Fþ etching of Si of Fig.
24(c) (see also the discussion further in step 33).

30. MD calculated etch yields of individual SiO2CFy (s) groups by
incident ions are not present yet in the literature. Fortunately,
sufficient experimental data are available for most ions on the
average etch yield, that is, integrated over the different surface
groups with y from 0 to 4. In a first approximation, the reac-
tions were assumed to be independent from y. For Arþ, the
threshold energy of 71.1 eV and the etch yield of 1.3 SiO2/ion at
130 eV was taken from the atomic layer etching study in Ref.
283, corresponding to the reactions SiO2CFy ðsÞ þ Arþ !
SiFy þ CO2 þ Ar (for y from 0 to 4). Next to that, the reactions
SiO2CFy ðsÞ þ Arþ ! SiFy ðsÞ þ CO2 þ Ar were added with half
the probability, to account for the release of CO2 alone, in
agreement with the accepted theory in the literature.283,284 The
threshold energy of 25 eV of the latter reaction was taken from
another atomic layer etching investigation.285 The angular
dependence of these reactions was not found in the literature.
Based on the MD simulation output by Harafuji and
Kawamura for ion-assisted chemical etching versus physical
sputtering of GaN with and without a Cl-adsorbed layer by
Arþ286–288 (see Fig. 25), we assumed this angular dependence to
be equal to the one for Arþ in Fig. 24(d). We will discuss this
topic further in Sec. IVC.

31. No experimental data could be found for the interaction of Fþ

ions with SiO2CFy (s) groups. The reactions were assumed to be
identical to the ones of Arþ.

32. The interaction between F2
þ ions and SiO2CFy (s) groups was

deduced from the reactions of Fþ ions in step 31, according to
the same principle as explained in step 17.

33. Each reaction between an CFx
þ ion and an individual SiO2CFy(s)

group forms a part of the overall interaction between this type of
CFx
þ ion and an initially clean SiO2 (s) substrate. The energy

dependencies determined in step 29 can therefore serve as a basis
for the reactions on SiO2CFy (s), with y ranging from 1 to 4. Once
more, as a first approximation, the probabilities were assumed to
be independent of y. The angular dependencies, however, were
chosen different for the reactions emitting SiF4 into the gas phase.
More precisely, the latter reactions were given the angular depen-
dency of physical sputtering in Fig. 24(d), in contrast to the
dependency of Fig. 24(c) for the reactions which emit SiFx
radicals. This choice is crucial for obtaining a correct agreement

FIG. 25. Ion-assisted chemical etching of a GaN substrate with adsorbed Cl atoms
and incident Arþ under a varying angle with the surface, with (a) the first sputter
event upon impact, (b) molecular emission after hot spot formation, and (c) the
angular dependence of the sputtering yield. The curves are obtained by averaging
over 30 incident ions per angle, for a kinetic energy of 250 eV. Note that the incident
angle is considered relative to the surface plane; that is, 90� represents the direc-
tion along the surface normal. The angular dependence of ion-assisted etching (red
curves) roughly coincides with the one of physical sputtering (blue curves). (a)–(c)
From Harafuji and Kawamura, 21st International Symposium on Plasma Chemistry.
Copyright 2013 the authors. [(a) and (b)] Reproduced and (c) adapted with permis-
sion from the International Plasma Chemistry Society and the authors.286
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with experimentally etched trench profiles, as further discussed
in Sec. IVC. In the scientific literature, the etch yield for all of
these reactions is often assumed to be monotonically decreasing
as a function of the incident angle. The experimental angular
dependencies of CFx

þ obtained in Refs. 232, 274, and 275 and
shown in Figs. 24(d)–24(f) prove this to be incorrect. Rather, the
overall angular dependencies of etching with CFx

þ ions seem to
be a combination of the one from Arþ in Fig. 24(d) for physical
sputtering and the one in Fig. 24(c) for direct reactive ion etching,
justifying the way they have been implemented in the subset.

The subset focused on the addition of H-containing species in SiO2

etching with CF4/CHF3/Ar considers one additional neutral incident
species and two ions, but does not introduce new gaseous etch prod-
ucts or surface groups (see Table IV). Obviously, the absence of hydro-
genated surface groups is a simplifying assumption, but can also be
justified for the following reasons:

• According to several sources in the literature, the main difference in
etching between fluorocarbon-based and hydrofluorocarbon-based
gas mixtures is related to the gas chemistry, not the surface chemis-
try. More specifically, the presence of H radicals depletes the density
of F radicals in the gas phase, by forming HF as a stable product.
This reduces the net flux of reactive F-containing species toward
the wafer, as HF has a very low reactivity. Accordingly, the etching
process is mainly influenced by a shift in fluxes.

• H radicals are less reactive than F radicals, making the latter not
only more dominant in relative density, but also in reaction
probability.

• Several other incident H-containing species either have a low
reactivity (e.g., HF and Hþ) or a low flux (e.g., CH, CHF2, and
CHF) relative to the other particles considered in the surface
chemistry set.

• Hydrogenation of polymeric surface groups, Si(s) and SiO2 (s)

plays a similar role in the overall surface chemistry as fluorina-
tion. Indeed, both H and F atoms reduce crosslinking between
superficial C or Si atoms and can lead to the formation of volatile
molecules, such as SiF4, SiHF3, and SiH4.

Still, CHF3, CHF2
þ, and CHFþ cannot simply be neglected, due

to their high relative incident flux. Their reaction probabilities were
estimated as follows:

34. In comparison with CF4, CHF3 is expected to have a lower
physisorption strength due to its smaller size, and a lower reac-
tion probability in ion-assisted chemical etching due to the
lower reactivity of the H atom. To take these effects into

account, its reactions were obtained from the ones of CF4 by
rescaling them with the factor 0.80, which is the mass ratio of
both molecules. Note that these reactions produced the H-free
surface groups CF4 (s) and SiO2CF4 (s), as a simplifying
approximation.

35. For the ions CHF2
þ and CHFþ, the H atom was neglected. In

other words, their reactions were copied from CF2
þ and CFþ,

respectively. Note that this is in agreement with the low etch
yield of the Hþ ion.

The subset focused on the surface chemistry of the photoresist
was considered in less detail than the ones of Si(s) and SiO2 (s). It was
implemented as follows:

36. For simplicity, the photoresist was assumed unreactive to
neutrals.

37. The interactions between ions and the photoresist were
obtained from the ones of the C(s) surface group by multiplying
the reaction probabilities with a factor of 2.67. Accordingly, the
angular dependency of Fig. 24(c) was implemented for all ions,
except for Arþ, where the one of Fig. 24(d) was used.

Despite its simplicity, this subset gave a satisfying agreement with
the experimentally observed etched profiles of the photoresist (see Sec.
IVC).

C. Benchmarking the simulation model—Bringing
uncertainties to the surface

In Sec. IVB 2, we demonstrated how a surface chemistry set can
be designed by means of the bottom-up approach introduced in Sec.
IVA1. As such, quantitative experimental and computational data on
individual interactions between a plasma species and the surface were
used to implement the surface reactions in the set. If such reliable data
were not found in the scientific literature, estimations were made
based on similar interactions and on the involved binding strengths.
In this way, we tried to keep the assumptions and approximations in
the set to a minimum. Accordingly, the set has already been bench-
marked for a significant part on the level of the individual interactions.
In the present section, we experimentally benchmark the set further
with a top-down approach, that is, by comparing the simulation out-
put and experimental data for the plasma–surface interaction as a
whole, in the CCP Leybold F2 reactor at the operating conditions pre-
sented in Sec. IVA7. Next, we analyze the contribution of the individ-
ual surface mechanisms and some of their properties.

Table V and Fig. 26 present some details on the output of the
macroscale HPEM model that serves as input for the mesoscale
MCFPMmodel, namely, the incident species fluxes and the ion energy
and angular distributions. Based on these data, the dominant surface
mechanisms may already be predicted. The ion energies range over an
interval of around 280–340 eV, which only varies a little between dif-
ferent ions. This energy range favors etching over deposition, also for
the carbon-containing ions CF3

þ, CF2
þ, CFþ, CHF2

þ, and CHFþ,
whose threshold energy between the two mechanisms is implemented
at 108, 106, 221, 106, and 221 eV in the surface chemistry set, respec-
tively. The fluxes, on the other hand, reveal a clear divergence between
the various incident species. Among the ions, Arþ and CF3

þ are most
prevalent. CF2

þ, CFþ, CHF2
þ, and CHFþ, bombard the surface with

fluxes of one to two orders of magnitude lower. Their similar surface

TABLE IV. The incident neutral species and ions considered in the surface chemistry
subset of SiO2 etching with CHF4/CHF3/Ar, in addition to the ones mentioned in
Tables II and III.

Additional
neutral incident
species

Additional
incident ions

Additional chemically
active gaseous
etch products

Additional
surface
groups

CHF3 CHF2
þ none none

CHFþ
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chemistry relative to CF3
þ allows considering them as a correction on

the CF3
þ flux. Removing them from the MCFPM simulation thus can

be compensated by proportionally increasing the CF3
þ flux. The con-

tribution of Hþ, Fþ, and F2
þ is negligible, due to their comparatively

low fluxes and the low reactivity of Hþ. CHF3 is the most prevalent
neutral species, as expected, followed by the F radical. Since H and HF
are neglected in the surface chemistry due to their relatively low reac-
tivity (see Sec. IVB2), the next radicals to be considered are CF, CF2,
and CF3. Because of their similar chemistry and depositing nature,
they can be understood as an equivalent fluorocarbon radical with a
flux equal to their fluxes combined, that is, 3.2� 1016 cm�2 s�1. This
approximates the F radical flux of 4.3� 1016 cm�2 s�1. Their relative
reactivity with the surface can, however, not easily be compared, as it
strongly depends on the interacting surface group. Therefore, an anal-
ysis of the surface fractions of the various groups will give additional
insight.

Figure 27 shows the initial photoresist profile for a critical dimen-
sion (CD) value of 315nm and the corresponding etched trench as
predicted by the MCFPM simulation after 240 s of plasma etching. In
the analysis of the surface group fractions, the trench bottom needs to
be distinguished from the trench walls. The surface fractions are,
namely, expected to depend on the average angle that the incident
ions make with the surface normal, due to the angular dependency of
the ion reaction probabilities (see Fig. 24). As seen in Table VI,
SiO2CHF3(s) has by far the highest surface fraction from all surface
groups, confirming the dominance of CHF3 deposition by physisorp-
tion among the neutral species. The surface is mainly covered with the
groups responsible for ion-assisted etching, that is, SiO2CHF3(s),
CF4 (s), and SiF4 (s), which are supposed to be unreactive to neutral spe-
cies. A quarter of the trench bottom remains uncovered, that is,
exposed as SiO2 (s), implying that physical sputtering and chemical
etching may still play a noticeable role. This stands in contrast to the
sidewall, which lies exposed for only 5%. Regarding the other groups,
SiO2CFx (s), CFx (s), and SiFx (s) (with x¼ 0 to 3) have a higher reactiv-
ity toward F radicals than CFx radicals, according to the surface
chemistry set. SiO2 (s) contrarily reacts more easily with CFx than F.

Both types of radicals are therefore expected to contribute in their own
unique way to the etching process.

Note the already remarkable agreement between the simulated
and experimentally observed etched profile (see Fig. 27). This demon-
strates the power of the bottom-up benchmarking approach, and facil-
itates a further analysis. Especially, the trench sidewalls are predicted
very well by the surface chemistry set, making angles of 7.9� and 7.5�

with the vertical axis at the left and right side, respectively. On the
other hand, the model only explains the curved shape of the trench
bottom in a qualitative way, overestimating the height difference
between the bottom center and the micro-trenches at the sides with a
factor of 5. Also, the strong bottom roughness in the simulations
clearly contrasts with the experimental result. Additional top-down
benchmarking is required to resolve the origin of these errors and to
remediate them. Based on the surface fractions and incoming fluxes,
ion-assisted chemical etching and direct reactive ion etching with
CHF3, Ar

þ, and CF3
þ are expected to be the dominant surface mecha-

nisms in the etching process. This is confirmed by eliminating all other
plasma species from the simulation input in MCFPM. As shown in
Fig. 28 (top center frame), this results in a similar trench profile and
etch rate relative to the complete etch chemistry (bottom left frame).
The uncertainties in the surface reactions of Arþ and CF3

þ therefore
deserve a great deal of attention, as they affect the simulation results
with the highest sensitivity.

Here, we encounter the first obstacle in the surface chemistry set
design: ion-assisted chemical etching and direct reactive ion etching
are the least accurately quantified etching mechanisms, despite being
the dominant ones. Most likely, this is due to their multi-step nature.
That is, ion-assisted chemical etching requires physisorption (e.g., of
CHF3) before the ion–surface interaction, which complicates its inves-
tigation. Similarly, direct reactive ion etching leads to the formation of
a deposited layer on the substrate surface, of which the composition
and thickness varies with the operating conditions. Only carefully
designed experiments or atomistic simulations can provide quantita-
tive data on the reaction probabilities between the ion and the involved
surface groups, none of which were found in the scientific literature.
An exception is the single data point of the etching yield for atomic
layer etching of SiO2 with Arþ and physisorbed C4F8 from Ref. 283 as
described in step 30 of Sec. IVB2. However, the ion energy and angu-
lar dependencies remain unknown, as well as the exact reaction proba-
bilities for physisorbed CHF3 and chemisorbed CFx groups. Hence, in
the following we investigate the influence of these dependencies on the
feature profiles and etch rate.

The etched profile is strongly sensitive to the angular dependence
of the ion reactions. Figure 29 illustrates this for Arþ or CF3

þ bom-
bardment of the SiO2 wafer in the presence of CHF3, as well as the
complete chemistry. The angular dependencies of the etch yield are
chosen based on the limited information that we could find in the lit-
erature. In general, regardless of the involved plasma species and sur-
face groups, two angular dependencies are often distinguished,
referred to as physical and chemical etching.284,289,290 Whereas the
physical variant displays a maximum in the etch yield at an off-normal
angle around 60�–70�, the chemical counterpart is described by a
cosine dependence, thus with a maximum at normal incidence.
According to the conventional theory, direct reactive ion etching is
considered a composite of both cases, in agreement with Figs.
24(d)–24(f) and the surface chemistry set designed in Sec. IVB2.

TABLE V. Fluxes of the plasma species toward the wafer surface in the Leybold F2
reactor at standard settings, averaged over the third wafer segment in Fig. 16, that
is, between R¼ 1 cm and R¼ 9.5 cm.

Neutral species Flux (cm�2 s�1) Ions Flux (cm�2 s�1)

CHF3 7.8� 1017 CF3
þ 1.7� 1015

F 4.3� 1016 Arþ 1.4� 1015

H 1.9� 1016 CHF2
þ 1.9� 1014

CF 1.6� 1016 CFþ 1.4� 1014

CF2 9.3� 1015 CF2
þ 6.7� 1013

HF 7.5� 1015 CHFþ 2.3� 1013

CF3 7.0� 1015 Hþ 2.3� 1013

H2 3.4� 1015 Fþ 7.1� 1012

CH 6.6� 1014 Cþ 5.3� 1010

C 6.2� 1014 F2
þ 3.0� 109

CHF2 5.4� 1014

CHF 2.6� 1014

F2 1.6� 1013
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FIG. 27. Comparison of (left) the experimental etched trench for initial CD¼ 315 nm and an etch time of 180 s, with (right) the simulated one using the original surface chemis-
try set designed in Sec. IV B 2, at approximately the same etch depth. The dimensions are indicated in nanometer.

FIG. 26. The ion energy and angular distributions of the most prevalent ions over the wafer surface in the Leybold F2 reactor at standard settings, averaged over the third
wafer segment in Fig. 16, that is, between R¼ 1 cm and R¼ 9.5 cm.

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 8, 041305 (2021); doi: 10.1063/5.0058904 8, 041305-34

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/are


The situation for ion-assisted chemical etching is less clear, with many
sources assuming a monotonously decreasing angular dependence
(see, e.g., Refs. 291–296) while Fig. 25 suggests otherwise. Perhaps, it
can also be considered a composite of the physical and chemical etch-
ing counterparts, with variable relative contributions.

The crossover between the two regimes may strongly depend on
the considered plasma species, the substrate material, and its surface
conditions, as well as the ion energy. Figure 24(e), for instance, indi-
cates a strong physical etching component of SiO2 at low energy for
CF3
þ, contrary to the less pronounced energy dependence for CF2

þ in
Fig. 24(f). This also stands in contrast to several claims in the scientific
literature, which assume the chemical component to prevail at low
energies or simply be dominant overall in direct reactive ion etching
(see, e.g., Refs. 289, 290, and 297–299). Several experimental studies
with CF4 and other pure fluorocarbon plasmas on SiO2 seem to agree
with this assumption, detecting a growing physical component as a
function of the ion energy (see, e.g., Refs. 266 and 300–304). However,
a large physical etching component was observed in some of these

investigations even at relatively low kinetic energies.300,302,304 The role
of the physical component is therefore dependent on the operating
conditions. Based on the available data in the literature, it is yet unclear
which individual reactions are responsible for its contribution. The
results in Figs. 24(d)–24(f), namely, only show data at fixed surface
conditions for each ion.

The situation for ion-assisted chemical etching of SiO2 with phys-
isorbed fluorocarbon gas molecules by Arþ ions is even less under-
stood. The only data we could find in the scientific literature related to
its angular dependence is presented in Fig. 30, for a CF4/Ar plasma.305

Similar to Fig. 24(e), a physical etching component seems to dominate
at low ion energies, while a chemical component becomes more
important at higher ones. Unfortunately, Fig. 30 only shows the effect
of a full CF4/Ar plasma chemistry under specific operating conditions,
as it does not resolve between surface reactions by Arþ and CFx

þ ions.
It is thus unclear which factors determine the physical component,
and to which extent Arþ ions contribute to it. Possibly, the thickness
of the formed polymeric CFx layer plays a decisive role. This aspect is
not taken into account in the MCFPM simulations, as the model does
not allow to describe a stable surface layer with a thickness of more
than one mesh cell during etching. Alternatively, the composition of
the polymeric layer, such as the surface groups and the C/F ratio, may
regulate the angular dependence of the surface reactions. MCFPM can
take such effects into account by resolving the angular dependences
between individual surface reactions. This, however, requires accurate
quantitative knowledge on these dependences, which is not available
yet.

Returning to Fig. 29, one sees that the angular dependence can
account for several effects. Replacing the angular dependence of physi-
cal etching in the surface chemistry set with the one of chemical etch-
ing causes spikes to develop on the trench bottom during etching, thus
strongly increasing the bottom roughness, as seen in the right col-
umn of Figs. 29(a)–29(c). This effect took place independent of the
identity of the incident ion (Arþ or CF3

þ) in the presence of the
CHF3 flux. Remarkably, similar spikes formed when all CF3

þ

TABLE VI. The surface fractions of the surface groups located at the trench bottom
and sidewall. The groups with x¼ 0 to 3 are presented together. Note that no differ-
ence is made in the surface chemistry set between SiO2CHF3 (s) and SiO2CF4 (s),
and hydrogen is further not considered on the surface as a simplification (see step
34 in Sec. IV B 2).

Surface group Bottom fraction Wall fraction

SiO2CHF3 (s) 45.2% 65.1%
SiO2CFx (s) 8.6% 6.8%
CF4 (s) 9.7% 12.6%
CFx (s) 5.0% 2.6%
SiF4 (s) 5.3% 7.6%
SiFx (s) 1.4% 0.2%
SiO2 (s) 24.8% 5.1%

FIG. 28. Variation of the etched profile by the stepwise addition of incident species. Starting the exposure of the surface by only CHF3 and Ar
þ, first CF3

þ is added and then
the six other main ions CHF2

þ, CFþ, CF2
þ, CHFþ, Fþ, and F2

þ. Next, F radicals join the simulation, followed by CF, CF2, and CF3 radicals. Finally, the inclusion of the remain-
ing plasma species gives the complete surface chemistry. The left and right sidewall angles and the etch time are indicated in each frame.
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FIG. 29. Effect of the etch yield angular dependence on the etched trench profile. (top) The standard and modified angular dependences used for the ion reactions. (bottom)
The etched profile produced by the complete chemistry (left), only CHF3 and Ar

þ (middle), and only CHF3 and CF3
þ (right), where the insets X! Y indicate that the angular

dependence X was replaced with Y, for all reactions except if mentioned otherwise in parentheses. For each simulation, a frame is shown with an etch depth around 120 nm
for the ease of comparison, except for the right column, where the frame with an etch time of 88 s is selected.
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reactions were given the experimental angular dependence of CF3
þ

shown in Fig. 24(d) (not shown in Fig. 29). This may partly be an
artifact from the simulations. The surface plane calculation in
MCFPM (see Fig. 13 and Sec. IVA 5), and thus, the incident ion
angle is, namely, determined from the adjacent cells, that is,
approaching the atomic scale. This might result in a different angle
than the one experienced by an ion in the experiments, which is
likely correlated with the size of the generated hot spot (see Sec.
IVB 1, Figs. 18 and 25). Moreover, MCFPM only considers surface
reactions of ions with the upper surface group, while underlying
layers may play an important role in the experiment.

If only CHF3 and Arþ are released toward the surface, a reduc-
tion of the etch yield maximum around 70� in physical etching con-
tracts the height difference between the micro-trenches and the center
of the trench bottom (not shown in Fig. 29). If additionally the reac-
tions SiF4 ðsÞ þ Arþ ! SiF4 þ Ar and CF4 ðsÞ þ Arþ ! CF4 þ Ar
have their chemical etching angular dependence (see steps 11 and 13
in Sec. IVB2) replaced with the modified ones for physical etching,
that is, M1 and M2, the height difference is further reduced, as shown
in the middle column of Figs. 29(a)–29(c). In this way, the overestima-
tion of this height difference relative to the experiments drops to a fac-
tor of about 2 in the simulations for the middle frame of Fig. 29(c), a
significant improvement from the original value of 5. Simultaneously,
the sidewall angles contract significantly, leading to a larger deviation
from the experiment in this regard. However, this gives useful infor-
mation on how to further benchmark the surface chemistry set.

This is illustrated in the left frame of Fig. 29(c) for the complete
chemistry including all incident plasma species. If the chemical etching
dependence of the aforementioned two reactions of Arþ is replaced
with the one of physical etching, the bottom strongly flattens. In other

words, the physical etching angular dependence seems to apply to
most ion-assisted chemical etching reactions in the surface chemistry
set, in contrast to what is often suggested in the literature. Moreover,
this demonstrates a decisive contribution of the SiF4 (s) and CF4 (s) sur-
face groups to the etching process, despite their relatively low surface
fractions (see Table VI). Contrary to the observations for only CHF3
and Arþ as incident species, exchanging the angular dependence of
physical etching with M2 in the complete chemistry for Arþ alone or
for all ion reactions has a negligible or worsening effect on the bottom
shape, respectively (not shown in Fig. 29). The etching process is
therefore not simply the sum of the isolated effects of its sub-
processes. Still, fine-tuning the chemical etching angular dependence
can further improve the etched trench shape, as exemplified by the
smoother trench bottom in the left frame in Fig. 29(b) and confirmed
in a separate simulation that combines the modifications in the left
panels of Figs. 29(b) and 29(c) (not shown in the figure). However, a
smoother bottom by adapting the angular dependences generally
came at the cost of sidewall contraction in our case study. In a nutshell,
this analysis illustrates the crucial need for accurate quantitative data
on the angular dependence of each individual reaction, with ion-
assisted chemical etching and direct reactive ion etching in particular.
Such data can only be reliably obtained with a combination of dedi-
cated fundamental experiments and atomistic time-dependent models.

Note the very small sidewall angles produced by the surface
chemistry set with the original settings, when the surface is only sub-
jected to the CHF3 and CF3

þ fluxes [right column of Fig. 29(a)]. This
explains the smaller sidewall angles in the case of the three fluxes of
CHF3, Ar

þ, and CF3
þ combined (top center frame in Fig. 28), relative

to the simulation with all species fluxes enabled and to the experiment
(Fig. 27). Therefore, the other plasma species and surface mechanisms
are required in the model to obtain an accurate result. Further insight
into the role of the other surface mechanisms is readily obtained by
adding other incident plasma species to the simulation in a stepwise
manner, as shown in Fig. 28. Including the next six most prevalent
ions, as well as F radicals, does not significantly influence the sidewall
angle and floor shape. Incorporating the CFx radicals, on the other
hand, increases the bottom roughness and the height difference
between the microtrenches and the bottom center, as well as the side-
wall angle. Interestingly, including the CFx radicals without the F radi-
cals prevents any etching, due to dominant deposition (not shown).
Every considered step therefore has a noteworthy contribution to the
trench shape. The surface chemistry set can thus not simply be
reduced to ion-assisted chemical etching and direct reactive ion etch-
ing by CHF3, Ar

þ, and CF3
þ, without losing in information and accu-

racy. The latter three species, however, dominate the etch rate, as seen
from the etch times in Fig. 28.

Up to now, we only considered top-down experimental bench-
marking of the model in terms of the etched feature profile. Another
important aspect is the etch rate. In this respect, a stronger deviation
with the experiments is found. Table VII compares the experimental
etch rate with a few simulation results. The original surface chemistry
set of Sec. IVB 2 overestimates the etch rate with a factor 3.9. This dis-
crepancy can have different origins, each related to deviations in either
the MCFPM input data or the surface chemistry set. Regarding the lat-
ter, the reaction probabilities for ion-assisted chemical etching and
direct reactive ion etching may be overestimated in MCFPM. More
specifically, such overestimation can be related to the CHF3

FIG. 30. Measured angular dependence of the SiO2 etch yield by a CF4/Ar plasma
(blue) and an Ar plasma (red), for the ion energies of 120 eV (dotted line) and
530 eV (solid line). The lines serve as guides for the eye. Reprinted with permission
from K. Kurihara, Jpn. J. Appl. Phys., Part I 50, 120206 (2011). Copyright 2011 The
Japan Society of Applied Physics.305
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physisorption or the Arþ and CF3
þ etching probabilities, because

these interactions determine the dominant etching mechanisms.
However, this hypothesis could not be fully confirmed by means

of MCFPM. As seen in Table VII and Fig. 31, decreasing the physi-
sorption probability with a factor 100 only led to a 1.9 times lower
etch rate, while worsening the etched profile with deeper micro-
trenching. Similar findings were obtained by reducing the Arþ and
CF3
þ etch probabilities for SiO2CFx (s) surface groups (x¼ 0 to 4).

When only the radical-emitting surface reactions are decreased in
probability over one order of magnitude, the etch rate decreases only
slightly. Lowering the probabilities of both the radical- and molecule-
emitting surface reactions with a factor 10, on the other hand, brings
the etch rate beneath the experimental value. However, this makes the
sidewall-angle contract significantly, causing a stronger deviation with
the measured trench shape. Considering that the probabilities of the
molecule-emitting reactions for Arþ and the CFx

þ ions have been
acquired from independent literature sources, a systematic overestima-
tion of all of their values with a factor around 10 or even 5 seems
unlikely. Still, a precise determination of the ion-assisted chemical
etching yield for Arþ in the relevant energy range and for physisorbed
CHF3, instead of C4F8 as used in Ref. 283 (see step 30 in Sec. IVB2), is
required to obtain more clarity.

As an additional and perhaps more plausible reason for the devi-
ation from the experimental etch rate, inaccuracies may exist in the
MCFPM input data. That is, the gas chemistry set in HPEM has not
been experimentally benchmarked for the CCP reactor and operating
conditions used. Overestimated ion energies or fluxes can, for instance,
partly explain why the etch rate is overestimated. Since the ion energy
already lies relatively low, it unlikely is the main cause, if it is any at all.
According to the energy dependence of ion-assisted chemical etching
by Arþ on SiO2CFy (s) groups (for y¼ 0 to 4), as deduced in step 30 of
Sec. IVB 2, decreasing the ion energy from 320 to 130 eV only brings
down the etch yield with a factor of 2.1. If the exponent in the relation-
ship is assumed to be 1 instead of 0.5, the reduction factor becomes
4.2. Net deposition of CF3

þ ions takes place below a threshold energy
of 108 eV, in agreement with steps 29 and 33 in Sec. IVB2. An overes-
timation of the ion energy alone therefore cannot explain the discrep-
ancy between the experimental and simulated etch rates, unless the

ion energy is reduced to implausibly low values. This suggests to
assume lower fluxes instead for further use of the surface chemistry
set. Next to that, the emission of wafer material into the plasma gas
was disregarded up until now, for the sake of simplicity. Including this
effect into the gas and surface chemistries should lead to an additional
decrease in the etch rate, due to redeposition of the wafer material.

Although the surface chemistry of the photoresist is implemented
in a strongly simplified way, it performs remarkably well in the case of
a more complex initial resist profile. Figure 32 displays the etching
process for a resist profile with CD¼ 36nm, which naturally exhibits
a mushroom shape in a serial arrangement, originating from the
lithography step. Also in this case, the original surface chemistry set
predicts the final etched profile to a satisfying degree, with sidewall
angles of 4.5� and 3.9� at the left and right side, respectively. A
straightforward comparison with the experiment could not be made,
because of the dissimilarities between neighboring etched trenches (see
Fig. 32). These dissimilarities are caused by an unidentified stochastic
effect, despite the apparent regular initial photoresist structure.
Possibly, tiny undetected differences in the initial structure can lead to
the observed variation after etching.

Last, but not least, it is useful to compare the surface chemistry
set with other sets presented in the scientific literature, dealing with
the same plasma species and surface material (see, e.g., Refs. 284, 306,
and 307). As a main qualitative difference, all other sets assume physi-
sorption of molecular species from the plasma to be absent. More spe-
cifically, the sets consider polymerization of the surface to originate
exclusively from CFx radicals. This makes an essential difference with
the set designed in Sec. IVB2, which integrates molecule physisorp-
tion as one of the major mechanisms. Which of the two approaches
corresponds best to the experimental surface mechanisms is currently
a matter of speculation, and can only be resolved by additional dedi-
cated experiments, probing the fundamentals of plasma–surface inter-
action. Yet, recent experimental studies and first-principles
calculations on atomic layer etching of silicon nitride with CHF3 indi-
cate that physisorption may be a key mechanism even at room tem-
perature and beyond.251,252 In contrast, chemisorption of CHF3 does
not significantly modify the surface and does not yield a stoichiometri-
cally reasonable pathway for the etching.251 We therefore conjecture

TABLE VII. Etch rate for a few investigated conditions, calculated at the center of the trench floor. Simulations were performed with the original surface chemistry set discussed
in Sec. IV B 2, with all plasma species and interactions enabled. This corresponds to the experiments, where an etch rate of 0.63 nm s�1 was measured. To study the influence
of a surface mechanism, the corresponding reaction probabilities were rescaled with the listed multiplication factor.

Adapted interaction probabilities Multiplication factor Etch rate (nm s�1)

Original surface mechanisms
Original chemistry none none 2.48
Modified surface mechanism
Physisorption all �0.1 1.62

all �0.01 1.38
Radical-emitting ion reactions Arþ with SiO2CFx (s) �0.1 2.27

Arþ and CFx
þ with SiO2CFx (s) �0.1 2.03

Molecule-emitting ion reactions Arþ with SiO2CFx (s) �0.1 1.05
Arþ and CFx

þ with SiO2CFx (s) �0.1 0.68
Radical- and molecule-emitting ion reactions Arþ with SiO2CFx (s) �0.1 0.94

Arþ and CFx
þ with SiO2CFx (s) �0.1 0.50
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FIG. 31. Simulated etched profiles for the original surface chemistry set and for adapted reaction probabilities as described in Table VII. For the bottom frames, the probabilities
for both Arþ and CF3

þ reactions were rescaled. The corresponding etch time is indicated in each frame.

FIG. 32. Initial and etched profiles for CD¼ 36 nm, (left) in the experiment and (right) according to the simulations with the original surface chemistry set. The etch time is indi-
cated in the frames and the dimensions are expressed in nanometer.
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that the same may be true for SiO2 etching and other plasma–surface
chemistries. Once more, this underlines the need for more fundamen-
tal investigations.

As another qualitative difference, other surface chemistry sets
often consider the distinct SiO2CFx (s) groups (with x¼ 0 to 3) as
one and the same surface species and/or attribute them a common
reaction probability with incoming ions, independent of the ion
and the C/F ratio of the surface group (see, e.g., Refs. 284 and 306).
While this is an understandable simplification, it likely induces
notable inaccuracies with regard to the experimental surface mech-
anisms. According to the set designed in Sec. IV B 2, it will at least
be useful to distinguish between F-poor and F-rich SiO2CFx (s)

groups, because they display considerable dissimilarities in chem-
istry. On the other hand, the set constructed in Sec. IV B 2 disre-
gards certain effects that are accounted for in other surface
chemistry sets. Huard et al., for instance, take physisorption into
account for the depositing radicals, by including surface diffusion
followed by chemisorption in the MCFPM simulations.284 This
setting can prevent dendritic growth as a computational artifact,
which is especially relevant in polymerizing plasmas. The absence
of this setting in the case study may explain the bottom roughness
induced by the CFx radicals (Fig. 28). Next to that, other sets gen-
erally include polymer activation by interaction with energetic ions
(see, e.g., Refs. 284, 306, and 307). This effect was omitted in our
case study for the sake of simplicity, because the required quantita-
tive data were not found in the literature. Perhaps, this deficiency
causes, in part or entirely, some of the observed deviations with the
experiments. We hope that this too will motivate plasma scientists
and engineers to continue unraveling and quantifying the elemen-
tary mechanisms in plasma–surface interaction.

V. SUMMARY AND FUTURE OUTLOOK—LOOKING
TOWARDS, BENEATH, AND BEYOND THE SURFACE

In this review, we emphasized plasma–surface interaction physics
and chemistry as an overarching domain with applications in many
scientific areas, for which multiscale modeling serves as a universal
simulation strategy. The physical and chemical processes underlying
the plasma–surface interaction range over many orders of magnitude
both in time and length scales, which cannot be captured with a single
standard simulation technique. Instead, several standard simulation
methods can be applied for the different decisive time and length
scales, and coupled with one another in a multiscale model. The com-
munication between some of the methods may occur by means of
cyclic iterations in a single encompassing model, when the corre-
sponding processes strongly influence each other. In other cases, a
method functions as an autonomous model, providing input data to
other models. Next to the classification of the methods based on the
atomistic level, the mesoscale, and the macroscale, they can also be dis-
tinguished according to the region they describe, that is, the plasma,
the plasma–solid interface, and the solid.

Correspondingly, we have considered four classes. The solid
phase is generally modeled by means of time-independent atomistic
models, such as density functional theory, dynamic mean field theory,
quantum Monte Carlo, and the Bethe–Salpeter equation approach.
The plasma–surface interface can be captured for the highest accuracy
by time-dependent atomistic methods, including time-dependent den-
sity functional theory, Born–Oppenheimer, Car–Parrinello and

classical molecular dynamics, the binary collision approximation, and
non-equilibrium Green functions. Larger time and length scales
become accessible for the interface through coarse-graining by means
of mesoscopic models, like quantum kinetic methods based on the
quantum Boltzmann equation, kinetic Monte Carlo and quasiparticle
models. The plasma volume is described with macroscopic models,
distinguished into fluid and kinetic methods, which can be combined
in a hybrid model. These four classes also contain techniques that have
not been explored yet for the study of plasma–surface interaction, or
only to a limited degree, such as the lattice Boltzmann method and the
vortex-in-cell method.

Next to the four classes of universal methods, multiscale model-
ing can also include application-specific techniques, for example, sim-
plified geometric procedures to rapidly calculate the surface profile
evolution. Plasma sheath models form a special case with a crucial role
in coupling the macroscale to the other classes. Despite their analytical
or semi-analytical nature, many major developments in their under-
standing and implementation have only taken place throughout the
past three decades. Another promising trend is the synergetic combi-
nation of multiscale modeling with data mining and machine learning,
resulting from the complementary features of both computational
strategies. Regarding the standard and non-standardized methods, we
believe that many opportunities currently present themselves to opti-
mize plasma–surface interaction models and computational techni-
ques. For this reason, we want to motivate astrophysicists,
meteorologists, plasma scientists and engineers to explore these oppor-
tunities, by further developing, testing and comparing this numerical
technology on the various levels of the multiscale modeling. In addi-
tion, a close collaboration with experimentalists will strongly benefit
this process, as measured data not only allow to verify the models, but
also provide reliable checking points where the distinct methods in a
multiscale model are coupled with one another.

As a concrete example, we discussed the design of a multiscale
model for Si and SiO2 wafer etching with fluorocarbon plasmas. The
foundation of the multiscale model consists of the hybrid plasma
equipment model (HPEM) combined with the Monte Carlo feature
profile model (MCFPM), both developed by the Kushner group.
HPEM and MCFPM couple the macroscale and mesoscale processes
of the plasma–surface interaction through a hybrid computational
methodology, a semi-analytical sheath model and kinetic Monte Carlo
simulations. The atomistic processes at the plasma–wafer interface are
included by means of a user-defined surface chemistry set. In practice,
up until now, such sets have primarily been designed by researchers
and engineers in a top-down approach through trial-and-error, treat-
ing the surface mechanisms phenomenologically or disregarding them
for a major part. While such procedure has been proven helpful and
timesaving in the past to obtain approximate results, it reaches a bot-
tleneck stage when a higher accuracy is demanded.

In contrast, we demonstrated the benefits and high potential of a
bottom-up design approach, where every unique interaction between
a plasma species and a surface group is implemented based on quanti-
tative data from atomistic simulations or experiments. By keeping the
number of assumptions, estimations, and approximations to a mini-
mum, inaccuracies in the set can more easily be identified, giving a
higher transparency in the surface chemistry. Moreover, this design
strategy automatically benchmarks the surface chemistry set on a fun-
damental level. Accordingly, the set immediately produces a
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satisfactory result, as shown by our simulations. Further fine-tuning of
the set is performed subsequently through top-down benchmarking
with experimental data for the complete plasma chemistry, in a more
straightforward way as compared with the traditional approach. This
permits computationally analyzing the plasma–surface interaction on a
fundamental level and identifying the most crucial gaps in knowledge.

According to our simulations, the etched profile is strongly sensi-
tive even to certain reactions involving surface groups with a low sur-
face fraction. Each contributing mechanism therefore requires an
accurate quantitative description, in order to obtain a trustworthy
multiscale model. However, our investigation indicates a substantial
lack of qualitative and quantitative data on the dominant plasma–
surface interaction mechanisms, i.e., ion-assisted chemical etching and
direct reactive ion etching. First of all, the angular and energy depen-
dence of the corresponding etch yields are still largely unknown on the
level of individual reactions, to which the simulated etched profiles
and the etch rate are very sensitive, respectively. Second, many uncer-
tainties especially remain on the mechanism and the reaction proba-
bilities of ion-assisted chemical etching. Closely related to that, the
probabilities of deposition (i.e., both physisorption and chemisorption)
and chemical etching reactions by neutral species are partly uncertain
yet. In this regard, we want to emphasize the importance of physisorp-
tion in ion-assisted chemical etching, as suggested by the recent studies
in Refs. 251 and 252. This mechanism is considered in our surface
chemistry set, contrary to sets previously proposed in the scientific lit-
erature. In general, most data available on plasma–surface interactions
originated from experimental measurements, which did not resolve
between individual surface groups, or from atomistic modeling studies,
but seldom from both. Physical sputtering seems to be the only excep-
tion, on which a large body of quantitative data can be found in the lit-
erature. Since Si and SiO2 etching with fluorocarbon plasmas has a
history of intense investigation, our case study suggests that similar
deficiencies exist for most plasma–surface combinations, and for
many applications and processes different from plasma etching. We
therefore hope to motivate both computational and experimental sci-
entists and engineers to collaborate on scrutinizing the elementary sur-
face mechanisms further. In this way, plasma–surface modeling can
progress through the aforementioned bottleneck stage, which we
expect to occur for all relevant applications and processes.

SUPPLEMENTARY MATERIAL

See the supplementary material for the gas chemistry subset of
the Ar-related reactions and the complete surface chemistry set
designed in Sec. IVB2.
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