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Predicting crime across cities and regions: A comparative 

analysis of predictive modelling in three Belgian settings 

Introduction and background  

The importance of the environment in generating or discouraging crime has long been recognised in 

theoretical and empirical criminology (e.g. Brantingham & Brantingham, 1981, 1991; Taylor & Harrell, 

1996; Andresen, 2014). Especially within the subfield of spatial-temporal criminology, the relationship 

between crime and environmental factors is heavily studied. From this perspective, crime is often 

explained as the result of an interaction between personal and environmental characteristics (Wikström 

& Treiber, 2016), in which the spatial-temporal clustering of crime (e.g. Bruinsma & Johnson 2018) 

represents a situational dimension of criminality. The spatial-temporal clustering of crime thereby 

reflects the idea that crime is neither randomly distributed nor evenly distributed in a geographical 

setting and over a stretch of time (Butt et al., 2020). As such, the literature often alludes to so-called 

‘crime hot spots’ and ‘burning times’, referring to the idea that certain micro-places are more 

criminogenic than others, also often pertaining to a specific temporal context to which a vast majority 

of crime relates. This includes the underlying premises of a relatively recent law in the criminological 

research field, ‘the law of crime concentrations at place’, for which Weisburd (2015) has stated that “for 
a defined measure of crime at a specific micro-geographic unit, the concentration of crime will fall 

within a narrow bandwidth of percentages for a defined cumulative proportion of crime” (p. 138). The 
criminogenic effects of specific micro-places and time-bounded properties, and their interactions, should 

thus not be underestimated in efforts to prevent crime from happening (Cohen & Felson, 1979; Levin et 

al., 2016; Weisburd, 2015). This provides motives for both policymakers and academics to map and, 

more recently, even predict the spatial-temporal convergence of crime. Last one is often referred to as 

place-based predictive policing (Ferguson, 2017). 

Hence, - especially driven by the emergence of big data - historical crime data, contextual and socio-

economic data are increasingly being subjected to methods aimed at predicting the likelihood of where 

and when crime is more likely to occur. The main objective is to use these predictions within an 

intelligence-led policing framework to deploy police resources more efficiently and effectively. The 

spatial dimension is indispensable in that regard, as it provides us with variables that correlate with 

crime and could therefore act as a proxy to predict new crime events at small spatial levels (Ratcliffe, 

2014, 2016; Hardyns & Rummens, 2017; Uchida, 2014). One of the common methods of place-based 

predictive policing, risk terrain modelling (Kennedy & Caplan, 2010), focuses solely on the presence 

and proximity of opportunity characteristics such as bars, schools, and parks. It has been proven to be 

successful in the prediction of among others gun violence, child maltreatment and robberies (e.g. Daley 

et al., 2016; Drawve et al., 2016; Connealy & Piza, 2019). However, it is equally important to emphasise 

the temporal dimension when making predictions about criminal opportunities. Neglecting the temporal 

dimension would entail resorting to one-sided conceptions of crime, in which both the spatial and 

temporal dimensions of criminal opportunity are merely considered as distinct components (Grubesic 

& Mack, 2008). For that reason, other predictive methods situated within the realm of crime prediction, 

such as machine learning methods, do incorporate both spatial and temporal dimensions to leverage the 

link between environment and crime (Rummens & Hardyns, 2020; Wheeler & Steenbeek, 2021). 

Apart from the growing interest in predictive modelling and its deployment for police governance 

purposes, predictive policing has until now largely been applied in homogenous settings, in particular 

large metropolitan (US) cities. Mohler et al. (2015), for example, applied predictive policing in Los 
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Angeles (ca. 4 000 000 inhabitants), while more recently, Ratcliffe et al. (2021) conducted an 

experimental study in Philadelphia (ca. 1 500 000 inhabitants). As these settings provide the large 

amount of crime data needed to train complex predictive models, it makes sense that predictive policing 

systems have been developed and optimised in these settings, like the PredPol system1 in Los Angeles 

and the Crime Anticipation System (CAS) in Amsterdam (ca. 870 000 inhabitants), in the Netherlands. 

Ever since the introduction of these applications, there has been a growing interest in predictive policing 

programs, both in the US and in Europe. In the US, one more recent application is HunchLab2 (Ferguson, 

2017, 2020) for which, unlike the PredPol system, different data sources can be employed to make 

predictions about criminal behaviour (Mugari & Obioha, 2021). Thus, not only spatial-temporal crime 

data can feed the predictive analysis, but also socio-economic crime data and opportunity characteristics 

can be included, allowing the use of ‘maximal’ rather than ‘minimal’ data. In doing so, HunchLab has 
mainly addressed the accessibility of predictive policing among police administrations by incorporating 

the predictive system into police patrols via a mobile app (Ferguson, 2017, 2020; Shapiro, 2017). 

Furthermore, albeit to a lesser extent, emphasis has been put on predicting potential perpetrators and 

victims (e.g. Hu et al., 2021; Saunders et al., 2016; Singh & Mohapatra, 2021; Ting et al., 2018; Uchida 

& Swatt, 2013). 

In Europe, however, predictive policing applications are scarcer, yet mainly discernible in Germany, the 

UK and, as already mentioned, the Netherlands. In Germany, the applications are spread across no less 

than 16 federal states, for which various predictive systems have been rolled out. Applications such as 

PreMap and PRECOBS are probably the most coveted in that regard (CCI, 2020; Gerstner, 2018)3. In 

the UK, they are rather moving from a commercial system to a government-oriented system. 

Commercial applications such as PredPol or software such as Palantir were rather deemed not cost-

effective, which is why nowadays the UK government prefers to rely on predictive mapping systems 

provided by the government itself (Couchman, 2019; Jansen, 2018). In the Netherlands, as mentioned, 

the CAS system has been rolled out, mainly in Amsterdam. Additionally, in 2015, a pilot study was 

conducted with the aim of testing the potential of the CAS system considering its deployment across 

different cities and/or areas. Despite the enthusiasm and opportunities conveyed by predictive policing 

and its application, the report on this pilot study was not splendid. In fact, no significant improvements 

were observed in terms of crime reduction across the regions where the application was piloted (Mali et 

al., 2017). Nevertheless, the various initiatives being pioneered all over the world demonstrate that 

predictive policing applications have not yet reached their limits.  

The unprecedented scale on which predictive policing has evolved, reflects the fact that predictive 

policing applications are no longer restricted to a specific city. The aforementioned initiatives such as 

the application of the CAS system across Dutch Cities (Mali et al., 2017) and the implementation of 

Predpol in different American cities (Ferguson, 2017, 2020; Mugari & Obioha, 2021) are just a few 

examples of the tendency to apply predictive policing applications in several cities or even whole regions 

at once. However, in that regard, some critical questions need to be asked and addressed. Since most of 

the applications have originally been designed for a specific setting or city, it should be considered if 

these applications can be transferred so readily to other cities or whole regions, whose contextual factors 

might differ significantly from the original setting or city. In other words, can we assume that predictive 

policing performance will be consistent across cities, or do city-specific contextual factors require a 

                                                 
1 PredPol, which can be seen as one of the first applications of predictive policing worldwide, has recently changed its name to 

Geolitica.  
2 The rights of HunchLab have been transferred to Shotspotter in 2018.  
3 PRECOBS has also been applied in Switzerland. 



3 

 

more case-by-case approach in applying predictive policing? One factor we already know about, is the 

effect of scale, specifically the effect of high crime density (i.e. large crime counts in a relatively small 

area). More crime events provide more information for the model to distinguish and learn underlying 

patterns (Ferguson, 2017; Meijer & Wessels, 2019; Rummens & Hardyns, 2021; Vlahos, 2012). 

Therefore, one might expect that predictive policing models will perform better in the case of high-

frequency crime types such as home burglary, and in urbanized settings, which also tend to have higher 

crime counts. Yet, as Rummens and Hardyns (2021) have argued, at a certain point, “adding more data 

will not provide enough new information anymore compared to the data already in the model to justify 

the increasing efficiency costs in training the model (e.g. the model training process will take 

considerably longer)” (p. 5). In addition, it is worth noting that earlier studies of predictive policing have 

largely focused on one setting (i.e. one city or region) at a time. However, a comparative analysis 

between multiple settings would be very helpful in estimating the effect of contextual factors and to 

what extent they should be considered when replicating or extending predictive policing to other cities 

or regions. As such, the aim of this article is to examine the consistency of predictive policing model 

performance across different urban settings.   

To provide the reader with ample transparency, the properties of the respective settings are first and 

foremost discussed along with the explanatory background of the input variables of the predictive model. 

A more complex ensemble machine learning model is preferred in this study, where an attempt is made 

to increase the value and quality of the predictions using multiple input variables. Subsequently, 

theoretical clarification is provided for each of the indicators according to which the performance of the 

predictive model is interpreted in this study. We hence provide an integrated overview of both the 

included predictor variables and the theoretical background to which the predictors pertain. In a next 

section, the results of this comparative study are presented, primarily by setting. Then, we invert our 

reasoning by interpreting the results more visually per crime type, to provide a comparative perspective 

between the settings for each crime type. Finally, the results of this research are interpreted relative to 

contemporary challenges and future scientific research. 

  



4 

 

Methodology 

Settings and variables used in the analysis 

Crime data and supporting data (demographic, socio-economic and proximity variables) were collected 

from official police and municipal sources for three urban settings (A, B and C)4 in Belgium, spanning 

the period from 2012 to 2016. Table 1 presents some basic statistics related to the different settings. 

Settings A and B are two of the largest cities in Belgium, both consist of one local police department5. 

Setting C is an urban region, including another major city of Belgium and the surrounding urbanised 

areas. It consists of multiple police departments. The crime data were geocoded and aggregated to a 

200x200m grid overlaying the study areas. The grids of settings A and B, respectively, contain 5403 

and 4254 grid cells in total. The grid over setting C contains 4284 grid cells in total. Thus, the settings 

are quite equivalent in terms of grid cells. Some of the supporting data were not available at the grid 

level and were collected at the statistical sector level instead. This is the smallest unit of analysis for 

which most statistical data is collected in Belgium, comparable with census tracts in other countries.  

Table 1: basic statistics for the three settings 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                 
4 Upon request of the cities involved, we do not mention the names of the cities for which the analyses are conducted. This 

does not affect the relevance of the results in any way. 
5 In Belgium, there is a system of an integrated police, structured on two levels. The federal police with federal competences 

across the entire territory. Its tasks consist mainly of providing specialised functions and support to local police forces where 

necessary. Secondly, there is the local police organised per local police departments responsible for the basic police tasks. 

Today, Belgium contains 185 local police departments.  

 

 

Setting A Setting B Setting C 

Population density (2016) 2529/km² 1655/km² 7378/km² 

Area 205 km² 156 km² 161 km² 

Number of police departments 1 1 6 

Number of municipalities 1 14 19 

Number of statistical sectors 300 202 724 

Number of grids 5403 4258 4284 

Total home burglary crimes 

(2016) 

3031 1697 7512 

Total battery crimes (2016) 2063 1151 4589 

Total aggressive theft crimes 

(2016) 

1241 466 3543 
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The crime data for home burglary6, battery7 and aggressive theft8 were collected from the local police 

departments for settings A and B, and from the federal police for setting C9. These specific crime types 

were chosen to represent both property and violent crime. The criminal events were aggregated to the 

grid cells and temporal distributions using XY-coordinates. Furthermore, some additional variables were 

included in the predictive model.10  

First, crime history variables were included in the predictive model, which mainly pertain to the 

temporal dimension for which the crime events are linked to a specific spatial distribution (grid cells). 

As such, the predictive model is able to discern patterns in the data, varying for different temporal 

conditions. Instead of only considering the number of criminal incidents in the past month or year, the 

predictive model also incorporates for example data varying according to when the last criminal incident 

occurred. As a result, multiple temporal parameters are available concerning the crime events involved, 

which thus provides more variation and more opportunities for the model to learn definite temporal 

patterns of the criminal events relative to a specific spatial distribution (McCue, 2014).  

Furthermore, demographic and socio-economic variables were collected through the official regional 

open data repositories and mainly pertain to long-term structural characteristics. The demographic 

variables included in the analysis are the population rate, the percentage of young people between 15 

and 24 years of age, the percentage of immigrants, the percentage of single households and the 

migration intensity rate. The socio-economic variables included pertain to, amongst others, 

unemployment rate, homeownership, number of multi-family homes and so on. From both a theoretical 

and an empirical point of view, both groups of predictor variables are often perceived as indicators of 

vulnerability or mentioned as signs of social (dis)organisation and social cohesion and are thus often 

associated with an increased or decreased risk of offending and/or victimisation (Sampson, 2009; 

Sampson et al., 1997; Shaw & McKay, 1969). However, these factors should not be directly associated 

with criminal behaviour. Rather, they represent risk factors associated with broader structural 

mechanisms that appear in relation to the environment and correlate to social or situational dimensions 

of crime. For example, socio-demographic and socio-economic variables are often associated with 

decreased levels of collective efficacy, involving decreased levels of informal social control and 

(mutual) social trust, which may thus again lead to increased levels of crime.  

Additionally, environmental and proximity variables were collected via Open Street Map. Both the 

environmental and the proximity variables commonly refer to opportunity characteristics in committing 

criminal offences relative to for example the environmental design of the setting (Menting, 2018; 

Menting et al., 2020; van Sleeuwen et al., 2021). It enhances the predictive model’s understanding of 

situations in which the criminal opportunities are not equally distributed across certain settings. This 

mainly supports the idea of crime generators and crime attractors. Crime generators are often depicted 

as venues where people meet, and consequently potential perpetrators and targets converge in time and 

space, often without specific intent of the perpetrator to engage in criminal behaviour. Crime attractors, 

in that sense, rather allude to the incitement of a criminal opportunity as such, to which perpetrators 

deliberately gravitate (Brantingham & Brantingham, 1984, 1995; Kinney et al., 2008; Menting, 2018; 

Menting et al., 2020). Environmental variables such as the presence of shops, restaurants and cafés in 

                                                 
6 Home burglary is defined as: theft from a residential building while entering illegally, including attempts. 
7 Battery is defined as: the intentional use of force or violence resulting in injuries; intra-familial violence is excluded. 
8 Aggressive theft is defined as: purse snatching or robbery using a weapon or threats, including attempts. 
9 The federal police collect data from the local police departments, making it the most important data source in Belgium for 

regional data.   
10 A full overview of all the variables included in our model can be found in appendix 1. 
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a setting sometimes exhibit characteristics of both generators and attractors of criminal opportunities. 

These encompass places where many people congregate, creating the possibility for potential offenders 

and targets to encounter each other, as well as the presence of contextual factors that increase the 

likelihood of a criminal event to occur, such as the presence of alcohol. Likewise, variables such as the 

number of areas with green spaces and the number of vacant buildings can be considered as features of 

criminal opportunity that exhibit their effect via perceptions of (social) disorganisation. Deserted and 

poorly maintained areas indicate signs of decay, thus suggesting that perpetrators may acquire the 

perception that the given setting is abandoned. This entails fewer eyes on the street and less ability to 

identify outsiders (Cozens, 1999; Jacobs, 1993; Quinn, 2019). Moreover, the inclusion of a variable that 

indicates whether the given setting is in a built-up area or not implies the incorporation of another 

opportunity variable in the model, as this can provide an indication of the presence of particular targets 

such as cars (Copes, 1999; Farrell et al., 1995). In addition, a street connectivity score is included, which 

is not collected via Open Street Map but is based on the walkability tool of the Flemish government 

(VIGL, n.d.). Better-connected streets can provide enhanced opportunities for offenders to successfully 

navigate through a setting (Brantingham & Brantingham, 1993; Foster et al., 2014; Frank et al., 2003), 

which in combination with the ‘proximity variables’ could result in more opportunities to escape 
apprehension by law enforcement.  

Finally, the predictive model includes (6) a so-called ‘seasonal indicator’, which is a mere ‘non-

traditional data source’. The latter takes into account the effects of seasonal conditions on criminal 

behaviour, since both normal conditions such as rain or snow and more drastic conditions such as storms, 

might equally affect individuals' routine activities and their access to potential targets (McCue, 2014). 

Despite the potential benefits of adding predictor variables, it remains important to consider the potential 

side effects of this choice. Including more variables in the predictive model may also lead to more noise 

in the trained data set (McCue, 2014). Therefore, it is important to consider both issues of data quality 

and include an ethical appraisal in the training process. 

Statistical model and performance measures  

Using the crime and supporting data, a predictive policing model is trained to make predictions for each 

of the three settings. For this purpose, we employ a machine learning method by using an ensemble of 

neural networks (ensemble modelling). In general, neural networks can be considered as prominent 

methods used to handle the complexity of big data sets since the statistical power emanating from such 

networks is of very large venue for making predictions. However, ensemble-modelling is a more useful 

technique when one is envisaging the analysis of more complex problems/phenomena, such as criminal 

events (Rummens & Hardyns, 2020). This method implies combining multiple neural networks in order 

to maintain sufficient statistical power and to generate better results in relation to the complexity of the 

problem, whereby the strengths of the respective models outweigh one another's weaknesses (Rummens 

et al., 2017; McCue, 2014). As such, ensembling modelling provides us with a machine learning method 

in which the prediction performance of the model ought to be better than when using the distinct types 

of neural networks independently (Rummens & Hardyns, 2020; Zhou, 2012). More specifically, we used 

an averaged neural network, which means that the model scores are averaged before being transformed 

into prediction classes. Model averaging is a type of ensemble modelling approach for reducing the 

variance error in the final neural network model. When leveraging a more ‘conventional’ neural network 

model, the overall model would produce different predictions every time the same model configuration 

is trained on the same dataset. Model averaging attempts to solve this challenge by merging the findings 

of both classification and logistic regression machine learning algorithms in a single forecast (Brownlee, 
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2020; Ellman et al., 2019; Naftaly et al., 1997). The function we employed has one hidden layer, and 

the variance in the dataset is reduced via bootstrap aggregation, i.e. bagging.  

In the present study, predictions are made for three test months: January, May and September 2016.11 

This was done to capture variations between different months and to account for possible seasonal 

differences. The comparative analysis is done using the retrospective analysis procedure: only the data 

leading up to each month were used to train the models and optimize them, after which the data of the 

test months were used to test and evaluate the prediction performance. The number of predictions made 

for each month was determined in the same way for each setting: a fixed number of predicted risk 

locations is determined based on the expected frequency of the crime type in question. The resulting 

predictions for each of the settings are compared against each other by calculating their prediction 

performance based on the actual locations of the crime events for each test month. To evaluate the 

performance of the predictive model, four measures are used: (1) the direct hit rate, (2) the near hit 

rate, (3) a precision indicator and (4) the F1-score. Using several measures allows to have a more 

complete picture of the prediction performance, mitigating disadvantages of using single performance 

measures.  

The direct hit rate or recall shows the proportion of correctly predicted crime events relative to the 

total number of actual crime events.  Consequently, the near hit rate is reported, which is a less strict 

alternative for the direct hit rate, where crime events adjacent to the predicted risk location are also 

included into the calculation as correct predictions. These are also often referred to as measures of 

sensitivity (Rummens et al., 2017; Rummens & Hardyns, 2020, 2021). Precision is the proportion of 

correct predictions relative to the total number of predictions. In other words, precision is a measure of 

efficiency, reflecting how many ‘attempts’ were needed to obtain a certain number of correct 

predictions. A model would perform good to very good when all indicators display high scores. 

Obviously, this would represent an ideal situation. However, a balance needs to be struck as these first 

three indicators are dependent on the number of risk locations predicted, in the sense that direct hit and 

near hit rates will generally be higher the more risk locations are predicted, while the precisions will be 

lower and vice versa for a lower number of predicted risk locations. The F1 score is often used to 

express the balance between hit rates and precision, as it is the harmonic average of the direct hit rate 

and precision. The F1-score is a number between 0 and 1; the higher, the better the balance between the 

hit rate and the precision scores.12  

 

An inherent difficulty is associated with these indicators, as no universal threshold exists with regard to 

defining what are good or worse values for the indicators. The threshold often bears a relation to the 

phenomenon for which predictions are made. Some allowance must thus be made considering the 

context and realm to which the predictions relate. As such, setting specific thresholds concerns a process 

that is often entrusted to the researchers involved, for whom the intrinsic motivation is often related to 

the content of the predictive model and the dependent variable. This implies that imposing thresholds to 

the values of the performance indicators of a predictive model will differ when forecasting criminal 

activity than when forecasting for example the probability of an individual to be ill or not (McCue, 

2014). Yet, irrespective of the performance of a prediction model, there will always be a general concern 

of producing both false positives and/or false negatives (Kuhn & Johnson, 2013). This problem pertains 

to a mere modern statistical issue, for which it has been noted that researchers, and analysts in general, 

should take into account the purposes of the outcome variables when setting thresholds with regard to 

                                                 
11 For the modelling process, the caret package was used in R.  
12 Higher F1 scores will be obtained if both the precision and recall are high. Lower F1 scores will be obtained if both 

measurements are low.  It is true that the F1 score is very sensitive towards disparate values for both precision and recall, but 

this is always a balanced and harmonic mean, not a conventional mean.  
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the accuracy and performance of the predictive model, which generally involves a trade-off between the 

costs of false negatives versus the costs of false positives (Saunders et al., 2016).  

Results  

General prediction performance comparison between settings 

First, we will look at the results obtained for the F1-scores, as this provides the most general and 

balanced indication of prediction performance. Figure 1 summarises the F1 scores for each setting 

according to crime type for each of the three months. Low F1 scores indicate a poor balance between 

hit rates and precision scores, while conversely, high F1 scores suggest a better balance between hit 

rates and precision scores, thus indicating a better prediction performance of the model in that regard 

(Manning et al., 2018; Rummens & Hardyns, 2020). 

Figure 1. Predictive model performance according to the F1 score for each setting 

 

 

 

 

 

 

 

 

For setting A, we see a clear separation between the three different crime types, with battery scoring the 

highest, followed by home burglary and aggressive theft scoring the lowest. Thus, for setting A, a better 

balance between the hit rate and the precision indicator is obtained for battery, followed by home 

burglary and aggressive theft. For aggressive theft, we clearly observe decreasing F1 scores every 

month. In the other two settings, however, aggressive theft generally scores higher (September in setting 

B being the exception), despite aggressive theft displaying the lowest rates in each setting. Setting A 

scores lower in general for all three crime types, even though it is the setting with the second highest 

crime counts. Both setting A and B have a very low score for aggressive theft in September, but this is 

not the case for setting C, where aggressive theft scores the highest of all three crime types in September. 

The F1 scores for both home burglary and battery are more consistent across settings and months, except 

for home burglary in January in setting B, even though January tends to be a month with a high number 

of home burglaries. While setting A (for aggressive theft only) and especially B (January for home 

burglary and September for aggressive theft) show some clear differences between months, the scores 

for setting C, the setting with the highest crime counts, are more consistent for all three crime types. In 

the following sections, the prediction performance of the predictive model is discussed in more detail 

for each setting. The resulting prediction parameter scores for each setting are shown in tables 3, 4 and 

5.   
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Setting A prediction performance 

Table 1: Prediction performance scores for setting A 
 Home burglary Battery Aggressive theft 

January 2016    

Direct hit rate 34,02% 51,10% 25,00% 

Near hit rate 63,23% 68,13% 36,54% 

Precision 29,20% 32,00% 22,00% 

F1-score 0,32 0,42 0,24 

May 2016    

Direct hit rate 38,85% 47,87% 23,26% 

Near hit rate 65,38% 71,09% 30,23% 

Precision 27,20% 34,50% 16,00% 

F1-score 0,33 0,41 0,20 

September 2016    

Direct hit rate 33,48% 50,26% 13,79% 

Near hit rate 70,59% 70,26% 48,28% 

Precision 25,60% 33,00% 8,00% 

F1-score 0,30 0,42 0,11 

In general, the predictive model performs relatively well for both home burglary and battery in setting 

A (see Table 3), with consistent scores for all three months. The direct hit rates exceed 30% for both 

home burglary and battery in every month, while the near hit rates pertain around 65-70% for the same 

types of crime. The prediction performance scores for aggressive theft on the other hand, are much 

lower, especially for September. However, the near hit rate for aggressive theft in September is the 

highest of all three months; 48,28% compared to 36,54% and 30,23%, indicating that the model did not 

predict the exact locations very well, but was able to predict the more general neighbourhood of the 

actual events. The enhancement in the performance of the model for both home burglary and battery 

relative to aggressive theft might be explained by more clustered crime patterns being more stable over 

time. This is equally presented in the precision scores, which are generally lower for aggressive theft. 

In general, between 8% and 34,5% of the predictions made by the model for setting A were correct.   
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Setting B prediction performance 

Table 2: Prediction performance scores for setting B 
 Home burglary Battery Aggressive theft 

January 2016    

Direct hit rate 36,70% 75,74% 77,78% 

Near hit rate 60,55% 87,77% 77,78% 

Precision 16,57% 15,45% 20,00% 

F1-score 0,27 0,45 0,49 

May 2016    

Direct hit rate 58,75% 84,27% 54,32% 

Near hit rate 70,00% 94,38% 62,53% 

Precision 17,14% 14,09% 10,00% 

F1-score 0,38 0,49 0,55 

September 2016    

Direct hit rate 60,94% 84,62% 20,00% 

Near hit rate 68,75% 96,15% 40,00% 

Precision 13,14% 17,73% 10,00% 

F1-score 0,37 0,51 0,15 

Overall, setting B (see Table 4) scores good hit rates, with relatively worse precision scores. The 

precision scores are never higher than 20%, which might indicate that the model is overpredicting, i.e. 

predicting a much larger number of risk zones relative to the actual number of crime events (Kuhn & 

Johnson, 2013). The direct hit rates are much higher compared to setting A and setting C, except for the 

prediction of home burglary in the month of January. Especially for battery, the direct and near hit rates 

are very good, which is indicative for a larger proportion of correct predictions compared to the total 

number of actual criminal offences in the same month, thus also considering the number of correct 

predictions in adjacent prediction locations. Equally, the F1-scores demonstrate that the predictive 

model performs comparatively well in setting B, not hindered by it being the smallest-scale setting of 

the three, with the lowest crime counts. The model performs bad for home burglary in January and for 

aggressive theft in September. Especially the lower score for aggressive theft in September is striking, 

as in the other two months, the prediction performance was best for aggressive theft compared to the 

other two crime types.  
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Setting C prediction performance 

Table 3: Prediction performance scores for setting C 
 Home burglary Battery Aggressive theft 

January 2016    

Direct hit rate 41,63% 52,97% 68,89% 

Near hit rate 83,46% 78,31% 88,19% 

Precision 28,62% 35,11% 40,00% 

F1-score 0,35 0,44 0,54 

May 2016    

Direct hit rate 47,79% 57,67% 60,61% 

Near hit rate 86,19% 82,21% 84,42% 

Precision 34,83% 44,44% 41,73% 

F1-score 0,41 0,51 0,51 

September 2016    

Direct hit rate 41,92% 55,70% 65,57% 

Near hit rate 80,94% 79,39% 85,86% 

Precision 30,51% 37,78% 37,31% 

F1-score 0,36 0,47 0,51 

Finally, the predictive performance for setting C (see Table 5) shows the most consistency across the 

three months and the different performance parameters. The direct hit rates tend to be higher for 

aggressive theft, with medium direct hit rates for battery and the lowest percentages of direct hit rates 

displayed for home burglary. Despite the differences in performance between the crime types, there are 

no outlying values, as was the case for setting A and B. This is also reflected by the F1 scores, which 

are equally distributed across crime types. There are no signs of overpredicting. In general, prediction 

performance is considered best for setting C.  
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Direct hit rate (Jan)

Near hit rate (Jan)

Precision (Jan)

F1 score (Jan)

Direct hit rate (May)

Near hit rate (May)

Precision (May)

F1 score (May)

Direct hit rate (Sep)

Near hit rate (Sep)

Precision (Sep)

F1 score (Sep)

Setting A

Setting B

Setting C

Comparing the results between settings per crime type 

In conjunction with the presented results for each setting, we aim to visually present the inter-setting 

differences regarding the performance indicators of the predictive model for each of the crime types. 

Hence, so-called ‘radar charts’ were constructed per crime type, visualising the values of the 
performance indicators for each setting according to the considered prediction month. Higher values on 

the indicators are reflected by a closer positioning of the lines at the outside of the chart. Thus, the more 

central the values are, the lower the values are for the corresponding performance indicator. The 

indicators are presented in chronological order of the respective months (January, May and September). 

In general, as illustrated by figure 2, the performance pattern for home burglary can be considered stable 

for every setting. However, the performance indicators for the predictions of home burglary are 

relatively better for setting C compared to setting A and B. Especially the near hit rates are higher for 

setting C, which is, as stated, indicative for a higher number of correct predictions relative to the total 

number of criminal incidents, for which incidents in the adjacent areas are also included as correct 

predictions. Except for the direct hit rates in September, all indicators’ values for setting C are higher or 
equal to the values of the indicators in the other settings. In addition, for setting B, a combination of 

relatively high hit rates and low precision is observed, which is again suggestive for the fact that the 

model is overpredicting. Setting A scores average, often better than setting B, yet often worse than 

setting C. 

Figure 2. Comparison of the performance indicators between settings for home burglary 

 

 

 

 

 

 

 

 

 

 

Figure 3 shows a yet more ‘erratic’ performance pattern for battery but which is still relatively stable 
for each of the three settings. The performance indicators for the predictions of battery take relatively 

higher values and are thus considered to indicate a better prediction performance of the model for setting 

B (red line) compared to setting A and setting C. Nevertheless, it is noticeable that the precision indicator 

is lower for setting B, in every month, and that the F1 score is similar between the different settings. 

Again, this reflects the idea that the combination of good hit scores and low precision values could be 

indicative for overpredicted results for setting B.  
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Figure 3. Comparison of the performance indicators between settings for battery  

 

 

 

 

 

 

 

 

 

 

Finally, figure 4 presents the performance indicators for aggressive theft for the three settings. The 

pattern differs considerably across the three settings. As for home burglary, higher values are found for 

the performance indicators for setting C compared to settings A and B. In particular, the near hit rates 

are high in all three months for setting C, as well as for setting B in January and May. In September, the 

model shows low hit rates for the predictions in setting B, indicating less correct predictions relative to 

the number of criminal incidents compared to the other months. However, once again, relatively higher 

hit rates for setting B are accompanied by low precision scores, which in turn may indicate that the 

model is overpredicting for this specific setting. Noteworthy are the results for setting A, which indicate 

relatively poor performance of the predictive model for aggressive theft. The values for all indicators 

are very low. 

Figure 4. Comparison of the performance indicators between settings for aggressive theft 
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Discussion and conclusions 

As stated in the introductory part, scale is an important factor to consider when applying predictive 

policing across various settings, as more events equal more information for the predictive model 

(Rummens et al., 2017; Rummens & Hardyns, 2021; McCue, 2014). This is in line with the findings of 

this study, which suggest that predictive modelling performance will be more consistent in settings with 

higher crime counts relative to their area, as prediction performance will exhibit fewer extreme 

fluctuations. However, it is not always true that settings with lower crime counts cannot benefit from 

predictive policing. If the frequency of a specific crime type is too low, it can be compensated for by 

aggregating the data to a higher spatial or temporal level, or by grouping related crime types in a larger 

group (Rummens & Hardyns, 2021). Not only may the higher scale enhance prediction performance, it 

may also aid in acquisition of cross-border crimes which do not take into account the borders between 

different police departments. However, despite these considerations, the findings show that scale does 

not provide the complete picture and that significant differences between settings can exist that go 

beyond scale and frequency, that are associated to the crime type and/or a combination of contextual 

factors. This is a convincing argument for adapting the predictive policing approach to the specific 

context (Gerstner, 2018), which may be achieved by undertaking a comprehensive pre-implementation 

contextual analysis and tailoring the predictive model to the findings. 

The latter was equally illustrated by the so-called ‘radar charts’ in the preceding section, demonstrating 
that differences between the various settings are evident as regards the performance of the predictive 

model for the different crime types. In general, different performance patterns were observed for each 

crime type when compared across settings. For home burglary, performance patterns were relatively 

stable, however for battery, performance patterns were yet more ‘erratic’ and eventually for aggressive 
theft, the performance patterns were fluctuating and varying a lot across the three settings. This could 

be suggestive for the fact that different performance patterns are obtained when predictive modelling is 

applied for different crime types. Additionally, better performance was reached for the relative ‘larger’ 
urban setting (C) compared to a slight smaller urban setting (A) (setting B not included because of the 

signs of over-prediction of the results). This could equally indicate that the setting size of the urban 

region/city itself also has a bearing on the prediction performance of the model. The degree of 

urbanisation might thus also be a relevant factor contributing to different levels of prediction 

performance across settings. Moreover, population density might also be a relevant factor that 

contributes to the prediction performance of the model. Our model seems to perform better in setting C, 

which has a higher overall population density. This would be in line with the findings of the study of 

Kadar et al. (2019), which is an important prior to this study. Comparing prediction performance across 

different ML techniques and population densities, they found that a hyper-ensemble Machine Learning 

model predicts crime more accurately for cities with a higher population density. In that regard, it was 

concluded that areas with a higher population density generally have higher crime rates, implying that 

the algorithm can be fed with more positive cases and because such areas typically “coincide with a 
wider distribution of the features, which allows the algorithm to discover more discriminative patterns” 
(Kadar et al., 2019, p. 115). However, when the number of crimes per crime type is divided by the 

population density (crime rates), it can be observed that the crime rates of setting B and C are almost 

equal for battery and home burglary, while setting A generally has higher crime rates (appendix 2). As 

such, we do not assume that population density nor the density of crimes sufficiently explain the 

performance of the prediction model. Prediction performance was also generally better for setting C, 

with lower crime rates, than for setting A. The fluctuation and distribution of crime incidences could 

also have led to differential class-imbalance problems across the three settings in each prediction month, 
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which in turn may have affected the performance of the model, i.e. the model’s ability to recognise 

‘discriminative patterns’ in the test dataset, based on the patterns discovered from the training dataset. 

We could thus also assume that the distribution of historical crime features differs significantly from 

setting to setting, which would also be in line with the assumptions and findings of the study of Kadar 

et al. (2019), who argued that the importance of historical crime features increases when population 

density increases. Nonetheless, based on the F1 scores, which is generally a better measure to present 

when facing class-imbalance problems, we can still conclude that the predictive performance of the 

model varies a lot from month to month, taking into account the differential effects across the three 

settings. One could therefore also argue that the spatial stability of crime varies a lot across the three 

settings, which makes it again difficult for the model to recognise these patterns. After all, if a specific 

proportion of micro-places is responsible for a large proportion of crime for several years, this does not 

immediately imply that the same proportion of micro-places will be responsible for a large proportion 

of crime the following years (Andresen et al., 2017). This could thus also suggest that more structural 

factors – other than the variation in crime frequencies or crime densities – may partially explain the 

monthly variation in F1 scores across the three settings. One might for example contend that the positive 

results in setting C are due to differences or changes in the geographical composition of the city, which 

is again associated with the crime patterns discovered by the model in the dataset. For example, as setting 

C is the largest of the three settings, it could be assumed that the positive results in setting C can be 

partially explained by a higher concentration of opportunity characteristics at the grid-level, which again 

may vary per crime type. Yet, these conclusions cannot be made so easily and one-on-one, as machine 

learning models have a so-called ‘black box structure’, making it difficult to reveal the throughput of 
the neural network, i.e. linking the input with the output of the model (Rummens et al., 2017). 

Despite the contributions of this study to the limited field of research pertaining to predictive policing 

and its application across settings, some limitations should be taken into account in future studies. As 

has been clearly stated, this study was limited to the urban context so that mere suburban or rural areas 

were neglected to a certain extent. However, this mainly bears to the fact that only data at the urban 

level were disposable. In addition, this study was mainly focusing on the Belgian context, so that in the 

future, studies should not only aspire to mere cross-regional applications but should equally study and 

apply predictive policing from more cross-national and international perspectives. Moreover, it could 

be seen as a limitation that we only devoted attention to 2016 as prediction year and that the predictions 

only pertained to three specific non-consecutive months in that year. Hence, research should pay 

attention to predict for mere consecutive months and for a longer period. In addition, research should 

also aim to predict crime across different settings, taking into account more granular temporal 

resolutions such as weeks or days, to see how the prediction performance varies across contexts. The 

approach that was adopted in this study significantly varies from the more commercial systems such as 

PredPol or HunchLab, which aim to make spatiotemporal predictions of crime at a time granularity of 

days or even hours. However, as Rummens and Hardyns (2021) have shown, in European police zones, 

monthly predictions of crime can be more reliable, although this should be balanced against the spatial 

resolution. Moreover, as we only employed one specific method group (ensemble modelling), future 

research should explore different forecasting techniques in predicting crime across different contexts 

such as hyper-ensemble models, which can be used to account for imbalance distributions of crime 

events or other features. Furthermore, research should also employ new developing forms of big data, 

such as data from new technologies like CCTV and track and trace data from police patrols. These can 

be incorporated in a predictive policing model. Studies should also elaborate upon the problem of the 

dark figure of crime in crime prediction and how other non-police data sources, such as self-reported 

data or data from private security companies, might supplement and improve the quality of official 
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police statistics. Although we did not particularly include an ethical assessment in the development of 

our prediction model, this should be a goal in future studies. For example, research might employ 

particular frameworks to examine all potential errors and biases that may arise during the data collection 

or training process. 

Nevertheless, future research should mainly envisage the extent to which predictive policing is 

applicable in more isolated rural settings compared to highly urban areas. The spatiotemporal 

distribution of crime patterns may appear quite different, with distinct spatiotemporal dynamics at work 

or exerting effects in a different way. In line with Weisburd and Telep (2014) and Santos and Santos 

(2015), it is not entirely implausible to assert that urban areas are more likely to be exposed to long-term 

clusters of crime, while more suburban or rural areas are more likely to be exposed to short-term clusters 

of crime experiencing crime 'flare ups' rather than stable crime patterns. A such, the distribution of crime 

might be significantly different in rural areas, which in turn might impact the performance of a model 

predicting spatiotemporal patterns of criminality and its application in a rural context. Dynamic hot spots 

of crime, compared to more static hot spots, may also require different police strategies, or at least the 

need to ‘cool’ the hot spots in a somewhat different way. For example, as Sherman (1990) argued, police 
patrols in so-called short-term hot spots should be short, rotated by target and rely on unpredictability. 

Of course, scale issues arise once again, as the hot spots policing literature provides little evidence for 

rural areas being equally exposed to high crime concentrations at small geographical levels relative to 

urban areas. Moreover, research is indicative for finding less ‘hot’ hot spots in small cities and rural 

areas compared to large urban cities (Santos & Santos, 2015; Weisburd & Telep, 2014). This could point 

to the fact that smaller (rural) areas with a lower population density are less or differently exposed to 

crime. It is thus inadvisable to take the transitivity of predictive policing models for granted. Carefully 

planning and investigating its application might initially prove to be time-consuming and costly, in the 

long run it will prove to be much more beneficial in terms of potential benefits. Future research should 

thus focus on more diverse settings and aggregate the obtained results (e.g. through a meta-analysis) to 

gain more insight into how the predictive modelling of crime can be replicated and extended to various 

settings. In addition to research that should focus on applying predictive crime models across different 

contexts, it is equally important that future research gives due consideration to the complexity of the 

statistical modelling procedure, as we repeatedly encountered the impression that the model was over-

predicting for one setting. After all, measuring a model's efficacy entails more than simply determining 

its overall accuracy. It is hence necessary to ascertain the nature of the deficiencies when predicting 

crime across settings and evaluate which deficiencies are acceptable and which are not (McCue, 2014).  

Furthermore, several other reasons should be considered too when one is advocating to tailor the 

predictive policing approach to the specific context. First and foremost, some contexts may contain 

interesting data that is not obtainable throughout all settings, which especially relates to the availability 

of data. The higher the level of hierarchy, the more likely the data will be heterogeneous. A general 

model, on the other hand, would be unable to use this data because it would be lacking for some settings. 

In addition, predictive policing applications generally require ‘big data’, as their premises rely on mere 
complex statistical models and procedures as demonstrated in this study. However, as Ferguson (2017) 

puts it: “…some small towns do not have adequate data to build a strong model”. It might thus be 

reasonable to assume that police departments in smaller geographical settings bear less possibilities to 

both extract big data and employ big data techniques and to ensure data quality, relative to police 

departments in larger geographical settings. In addition, if myriad settings are combined, the data for 

some variables may be collected or calculated differently, introducing bias into the predictions, 

something that should be avoided. Data quality is hence another reason to assert that big data and the 
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application of techniques in function of big data are not always straightforward when applied across 

different settings.  

A tailored approach therefore allows for the predictive model to be adjusted to the specific aspirations 

of the police department in question (e.g. local priorities). While priorities may overlap across zones, it 

may be beneficial in some cases to tailor the predictive policing approach to address key challenges 

within a police department. It may also be beneficial to investigate alternative methods and techniques, 

as this may be related to context specifics. For example, while machine learning and hotspot analysis 

performed better than risk terrain modelling when compared (Rummens & Hardyns, 2020), Ohyama & 

Amemiya (2018) discovered the opposite in a study conducted in Tokyo, Japan: Risk Terrain Modelling 

outperformed machine learning and hot spot analysis. A more hybrid approach combining both the 

general multi-setting and the more specific single setting approaches could be a viable solution. While 

more rural areas may benefit from a more general approach led by the federal police, major cities may 

benefit from a(n) (additional) tailor-made predictive model. In doing so, it is equally pertinent to bear 

in mind policing practice. The principles on which predictive policing draws, lend themselves 

extensively to the realm of operational policing tactics applicable within the field, proactive foot and car 

patrols in particular (Ratcliffe, 2016). Nevertheless, given the differences between larger and smaller 

settings, both in terms of spatial-temporal crime dynamics and contextual factors, it is not incongruous 

to expect differences in the application of certain policing strategies in smaller areas compared to larger 

areas when supported by the insights of predictive analytics. More evaluation research is thus also 

needed, applying different predictive models across different settings and different policing strategies, 

pertaining to both urban and rural settings. 
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Appendix 1: List of included variables wihtin the predictive model 

*Only available at the statistical sector level instead of grid level 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Appendix 2: Crime rates (per population density) 

 Setting A Setting B Setting C 

Home burglary 1.20 1.03 1.02 

Battery 0.82 0.70 0.62 

Aggressive theft 0.49 0.28 0.48 

 

(1) Crime history variables 

Crime events in the previous month 

Time since last crime event (in months) 

Crime events in the past year 

Crime events in the previous period in the neighbourhood* 

Crime events in the same month last year 

(2) Demographic variables 

Population 

Youth (15- to 24-year-olds) (percentage)* 

Immigrants (percentage)* 

Single households (percentage)* 

Migration intensity rate* 

(3) Socio-economic variables 

Unemployment rate* 

Homeownership / renting rate* 

Housing stock* 

Number of single-family homes* 

Number of multi-family homes* 

Mean surface area of houses* 

(4) Environmental variables 

Number of shops 

Number of bars/cafés 

Number of restaurants 

Green space (area) 

Number of vacant buildings* 

Built-up area * 

Street connectivity score 

(5) Proximity variables 

Distance to nearest train stop (m) 

Distance to nearest highway (m) 

Distance to nearest bus stop (m) 

(6) Indicator variables 

Seasonal indicator (winter, summer) 


