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Abstract: As the need for stand-alone energy harvesting devices increases, the alleviation of the ecological and economic

impact of their production and maintenance is possible by increasing battery life while reducing needed bat-

tery capacity. However, the increasing energy requirements of far-edge Artificial Intelligence and long-range

wireless transmissions in the Internet of Things threaten to demand ever-larger battery capacities for such re-

mote devices. Dynamic adaptation of device operation based on harvestable energy – i.e., energy awareness –

is a proposed solution and can be implemented using an energy management unit. Standardizing this unit as a

separate, active electronic component with standardized drivers can simplify overall system development and

benefit existing devices. Hence, we propose a novel interface that allows decoupling this unit from the rest

of the system, independent of the power management unit in use. As a first step, we developed a prototype

that uses the proposed interface to make existing, solar energy-based, third-party devices energy-aware with

provisions to be cross-compatible with differing power management units. The prototype was evaluated using

an air quality sensing device and improved the overall device’s transmission rate.

1 INTRODUCTION

Energy Harvesting (EH) embedded devices and sys-

tems are widely encouraged due to their self-sufficient

nature and the flexibility they provide during the

installation and maintenance (Chetto and Queudet,

2016). These devices usually harvest energy from un-

intentional ambient power sources (e.g., light, wind,

heat, motion, etc.) (Shaikh and Zeadally, 2016), that

are not under any artificial control for the intents of

powering the device, and use the energy harvested for

their normal operation. Due to the nature of their

energy source, these devices have a low impact on

the ecosystem compared to a purely battery-powered

(Kang et al., 2013; Hamers, 2020) or grid-powered

device (Yue et al., 2021).

Current Energy Harvesting Internet of Thing(s)

(EH-IoT) devices often execute their tasks periodi-

cally with fixed time intervals (Kjellby et al., 2018;

Bhusal et al., 2020; Kjellby et al., 2019; Ramson

a https://orcid.org/0000-0001-8167-9171

et al., 2021), without taking their available energy

budget into account. Consequently, this leads to

power failures during periods with a low energy yield.

On the other hand, excess energy is not optimally used

during periods with a high energy yield. Having a

large energy reservoir such as large capacity batter-

ies or super capacitors might solve this issue, but that

leads to higher costs, greater waste after end-of-life

and larger form-factors (Shaikh and Zeadally, 2016).

Ideally, devices should change their behavior based

on their currently available energy, which will re-

quire energy-aware task scheduling (EATS) schemes

for energy management (Babayo et al., 2017), where

the device’s behaviour is altered by scheduling tasks

based on the energy availability. For this purpose, re-

searchers have developed energy-aware task schedul-

ing algorithms for low power – and even battery-less

– Internet of Things (IoT) (Sabovic et al., 2022; Del-

gado and Famaey, 2021). However, there are two vari-

ations of the same question whose answer is impor-

tant to increase the EATS’s performance, “How much

energy will be available after a certain time period?”
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Figure 1: Overall system block diagram.

(first question) and “When will a certain amount of

energy be available?” (second question). As both

questions are concerned with future available energy,

prediction algorithms, which allow the device to act

proactively, are used to answer them (Shafik et al.,

2018; Cammarano et al., 2016).

In this paper, unlike most of the current State of

the Art (SotA) techniques discussed in Section 2, we

focus on the second form of the question and answer

it with an Auto-regressive Integrated Moving Aver-

age (ARIMA) based energy prediction algorithm. A

simple EATS scheme uses the answer obtained (i.e.

the timing information) to maximize the efficient uti-

lization of harvested energy in a real EH-IoT device,

which is usually not the case in current SotA sys-

tems as the implementations based on the ARIMA

algorithm are often limited to simulation in this con-

text (Ji et al., 2009; Tanha et al., 2021). The pro-

posed predictive system is more adaptive and energy-

efficient compared to periodic polling-based reactive

techniques (Sabovic et al., 2022), which might require

a backup battery for continuous operation (Anagnos-

tou et al., 2018). Another novelty in our approach

is that, unlike most of the current SotA systems that

combine everything into one EH-IoT device, we sep-

arated the EATS scheme from the rest of the system

by building it into a prototype (cf. Section 4) i.e.

the energy management unit (EMU). This allows us

to add energy awareness (i.e., EATS) to non-energy-

aware third-party devices, through the proposed novel

interface, with ease. This idea was validated using

OnePlanet sensor box (Hofman et al., 2022) equipped

with Arduino as the third-party device and the corre-

sponding overall system block diagram with only the

significant connections is shown in Figure 1. The ex-

perimental setup used for validation is shown in Fig-

ure 5. In this paper, the role of EMU is associated

with optimal control of power consumed by the de-

vice with respect to time, while the role of the power

management unit (PMU) is associated with harvest-

ing maximum power from the energy harvester.

Other differences in our approach from most of

the current SotA are listed in Table 1. It includes han-

dling power cycles (Rodriguez Arreola et al., 2022),

due to energy shortages and additional overhead due

to energy predictions, which are usually unaccounted

by the current SotA energy prediction systems in

EH-IoT.

2 RELATED WORK

Current SotA techniques extensively use energy pre-

diction for answering the first question – i.e., “How

much energy will be available after a certain time pe-

riod ?” –, and use the energy information obtained

to improve their task scheduling schemes. Statistical

models, such as Exponentially Waited Moving Aver-

age (EWMA) (Kansal et al., 2007), Weather Condi-

tioned Moving Average (WCMA)(Recas Piorno et al.,

2009) and similar (Noh and Kang, 2011; Dehwah

et al., 2017), split a day into different time slots



Table 1: Difference between current SotA and our approach.

Current SotA approach Our approach

Requires accumulated energy data from time slots

older than at least a day (Kansal et al., 2007; Re-

cas Piorno et al., 2009; Cammarano et al., 2012;

Kosunalp, 2016; Stricker and Thiele, 2022; Yamin

and Bhat, 2021) for prediction. Hence, non-volatile

memory access to store day(s) old data and avoid

data loss is required, if the power cycle (Rodriguez

Arreola et al., 2022) is less than two days

Non-volatile memory access to store the time slot

data for prediction is not required as it can be col-

lected within a few minutes in the field. If the power

cycle is less than a few minutes, then the required

data can be augmented (cf. Section 3.2.2)

Overheads, such as the energy required to collect

data in the field for prediction are not usually con-

sidered as prediction overhead (Cammarano et al.,

2016; Stricker and Thiele, 2022; Yamin and Bhat,

2021)

Overheads associated with data collection in the

field for prediction purposes are mostly accounted

for and reported in Section 4 and Table 2

Accumulated solar energy (Yamin and Bhat, 2021;

Stricker and Thiele, 2022) or harvested power

(Cammarano et al., 2016; Kansal et al., 2007) is

the prediction variable. This variable’s present value

is measured in an EH-IoT device using either some

undisclosed circuitry (Yamin and Bhat, 2021) or so-

lar current with or without voltage (Kansal et al.,

2007; Dehwah et al., 2017), whose accuracy dis-

tortions due to PMU are not discussed. Training

a prediction model with this variable often requires

device-specific parameters, such as the characteris-

tics of its solar panels or training data collected from

a similar device, thus locking the trained model to

those device parameters (Stricker and Thiele, 2022;

Yamin and Bhat, 2021; Cammarano et al., 2016;

Kansal et al., 2007). Hence, changing a device pa-

rameter might often require retraining the prediction

model

Instantaneous solar irradiance is the prediction vari-

able. The present value of this variable is measured

using a dedicated light sensor, hence it is not af-

fected by the PMU (cf. last paragraph, Section 5).

Solar irradiance is the only variable used for training

the prediction model. The model’s predictions are

integrated with time and device parameters, such as

the efficiency of its solar panel, PMU, etc., for cal-

culating the actual harvestable energy (cf. Equation

1). As these device parameters can be changed even

during the run-time and are not involved in the pre-

diction model’s training process, it enables our pro-

totype to be plugged into different devices without

retraining the model

Long-term timekeeping (days) despite the power cy-

cles (Rodriguez Arreola et al., 2022) is required for

identifying time slots with respect to a day and for

managing old data (Cammarano et al., 2012; Kansal

et al., 2007; Stricker and Thiele, 2022; Yamin and

Bhat, 2021)

Long-term timekeeping is not required as there is

no need to identify any time slot with respect to a

day. Data older than a few minutes are usually not

required and are discarded

Prediction horizon is from short to long (minutes to

days) (Cammarano et al., 2016)

Prediction horizon is very short (seconds to min-

utes)

Aperiodic sleep is not possible as the device needs

to periodically collect the data for prediction (Cam-

marano et al., 2016; Kansal et al., 2007; Dehwah

et al., 2017; Yamin and Bhat, 2021)

Aperiodic sleep is possible as the missing periodic

data can be obtained using data augmentation (cf.

Section 3.2.2)



and records the energy accumulated in those time

slots during the present and previous days, which

is later used for predicting future energy accumula-

tion. PROfile Energy Prediction (Pro-Energy) (Cam-

marano et al., 2012) is based on data from previ-

ous days, but only typical days, which are charac-

terized as sunny, rainy, cloudy or mixed, are stored.

It analyzes the present-day weather condition and

matches it with the closest profile, whose time slot

data are then used for prediction. PROfile En-

ergy prediction model with Variable Length Times-

lots (Pro-Energy-VLT) (Cammarano et al., 2016) is

based on Pro-Energy but the granularity of time slots

for the profile are varied, based on the dynamics of

power source. Improved PROfile Energy Prediction

(IPro-Energy) (Muhammad et al., 2017) is based on

Pro-Energy but the previous days recorded are based

on how old they are rather than typical day character-

ization. It uses an additional parameter called ‘smart-

ing factor’ that takes into account the rate of change of

energy between the time slots. Enhanced Pro-Energy

(Enhanced-Pro) (Deb and Roy, 2021) handles a previ-

ous day’s data similar to IPro-Energy but is also based

on Pro-Energy. It adds two new parameters: the tun-

ing factor, and the fine adjustment index to refine the

accuracy.

Machine learning algorithms are also used for pre-

dicting energy (Stricker and Thiele, 2022; Yamin and

Bhat, 2021). For instance, Q-learning-based solar

energy prediction (QL-SEP) (Kosunalp, 2016) is an

algorithm based on EWMA with an additional pa-

rameter called ‘daily ratio’, which is calculated us-

ing Q-learning. However, when dealing with short

term energy predictions in solar-based EH low-power

devices, statistical models are preferred to stochastic

and machine learning models (Wahba et al., 2020;

Bergonzini et al., 2009) due to their suitability in

terms of accuracy and overhead.

3 ENERGY AWARE TASK

SCHEDULER

This section describes our EATS, which consists of a

task scheduling algorithm aided by the energy predic-

tion algorithm. EATS is responsible for scheduling

tasks associated with actions such as sense and trans-

mit in the third-party device.

3.1 Task Scheduler

The prototype of EMU uses an energy-adaptive,

cyclic-scheduler to schedule independent atomic

tasks in the third-party device with the goal of max-

imizing the efficient utilization of harvested energy,

thereby decreasing residual energy utilization from

energy reservoirs. This is done in four steps. First,

the prototype checks the battery voltage and proceeds

to the next step if it is above the lower limit; else it

rechecks after a predefined period. Second, the proto-

type selects the task to execute next. Third, it calcu-

lates the waiting period (cf. Section 3.2.3) and waits

in sleep mode while collecting the energy required

to execute this task. However, this step is skipped

if the battery voltage is above the upper limit. Fi-

nally, it executes the task and the cycle repeats. Cal-

culating the waiting period based on the required and

harvestable energy is what makes the cyclic sched-

uler energy adaptive. It is done using energy predic-

tion. This scheduler can also be replaced with more

complex ones (Sabovic et al., 2022) (Delgado and

Famaey, 2021) based on task priorities and dependen-

cies, deadlines, etc.

3.2 Energy Prediction

A univariate time series forecasting technique is used

by the prototype of EMU for energy prediction, us-

ing the non-seasonal ARIMA model (Tanha et al.,

2021). The univariate being forecast is solar irradi-

ance, whose historical time series data is used to train

the model. Two functions, represented in Figure 2,

were used to implement the ARIMA model in the pro-

totype. Function 1 stores the observed data from the

prototype and calculates the residuals (difference be-

tween observed and predicted value). Function 2 uses

the observed data and residuals to predict the wait

time for accumulating a certain amount of energy.

Measured
harvester power

Energy required 
(Er)ARIMA model

Predict harvester
power in next

time point

Store / Update  
the data and 
time slot info.

Calculate 
residuals

Net energy  
>= Er ?

YES

NO

Function 1 Function 2

Number of time
slots to wait

Figure 2: Implemented ARIMA model abstract.

The consecutive data samples observed and pre-

dicted have equal time intervals (sample period) be-

tween them, which can be used to split the time do-

main into multiple, equally spaced time slots. A sam-

ple collected at the end of a time slot also belongs to

the beginning of the next time slot. The average of

the samples belonging to the beginning and end of a

particular time slot is assumed to be valid throughout

that time slot; i.e., if Sa
ir and Sz

ir are the solar irradiance

data measured at the beginning and end of a time slot,

then the solar energy harvested per m2 in that time

slot is given by multiplying
(

Sa
ir+Sz

ir
2

)

with the sample



period.

The observed data belonging to the beginning or

end of a time slot are called lag values and it is the

input to the Auto-regressive (AR) part of the ARIMA

algorithm. The difference between the observed data

and the corresponding prediction is called the resid-

uals or lagged forecast errors and it is the input to

the Moving Average (MA) part of the ARIMA al-

gorithm. The values P,D and Q are parameters that

define a ARIMA(P,D,Q) model, obtained after train-

ing the model using a custom framework in Python,

that uses the auto arima() function provided by ‘pm-

darima’ (Taylor G. Smith, 2022) Python library. P

represents the number of autoregressive terms, D rep-

resent the order of differencing required to convert a

time series data from non-stationary to stationary, and

Q is the number of residuals used by the prediction

model. After training the model, an intercept value

along with arrays of length P and Q containing co-

efficients corresponding to the AR and MA part of

the prediction model are obtained. The P,D,Q values,

coefficients and the intercept value are transferred to

the embedded platform of the prototype, described in

Section 4, and are used by the ARIMA model im-

plemented in it using the C language. The number

of lag values required by the model in the field for

prediction is given by max(P+D,Q). To complete the

training process within a reasonable time frame, the

P,D,Q values were constrained to 10, thus the maxi-

mum number of lag values possibly required by the

model would be 20. If each value consumes 4 bytes,

the worst case memory consumption by the lag values

will be 80 bytes.

3.2.1 Training and Testing

The dataset to train and test the model was col-

lected using a custom setup (Anuj Justus Rajappa,

2022a; Anuj Justus Rajappa, 2022b), shown in figure

3, which includes a solar panel (Seed Studio, 2022)

and APDS-9960 light sensor (BROADCOM, 2022)

whose surfaces are placed on the same plane and as

close to one another as possible, without obstruct-

ing the incoming light. The INA226 power sensor

(Texas Instruments, 2022) was used to collect the so-

lar panel’s open circuit voltage (Vocv) and closed cir-

cuit current (Iccc), while the light sensor was used

to collect the solar irradiance data. An additional

DHT22 temperature and humidity sensor (Aosong

Electronics Co.,Ltd, 2022) was used to record the

environmental data. The sensors were sampled ev-

ery 200ms and logged. The setup was placed in-

doors, next to a curtain-less glass window facing

south-west in Antwerp (Belgium) between August

of 2021 and February of 2022. The total data col-

lected over around 120 days consumes approximately

2GB in memory and is publicly accessible (Anuj Jus-

tus, 2022). ARIMA(5,1,0) was obtained after train-

ing with the dataset obtained between 12-11-2021 to

15-01-2022 and testing was done with the dataset ob-

tained between 24-01-2022 to 03-02-2022 due to their

continuity in time. The performance of the model

with the shortest prediction horizon (cf. Section 4)

is shown in Figure 4a. The root mean square error

(RMSE) for the prediction is around 7.99×10−2 mW
cm2 ,

which is two orders of magnitude less than the aver-

age operating range during daytime.

Irradiance sensor

Power(VI) sensor

Solar panel

Figure 3: Custom setup for compiling historical dataset.

3.2.2 Deployment and Data Augmentation

Once the prediction model is trained and its parame-

ters are transferred to the prototype of EMU, the past

and present solar irradiance measurements from the

field are required to predict the future value(s) of that

variable, which is obtained using an APDS-9960 light

sensor (BROADCOM, 2022) attached to the proto-

type. The sensor is disabled when not in use by is-

suing an I2C command to improve the prototype’s

energy efficiency. The nature of the data required is

time series; i.e., it must have a constant sampling pe-

riod. Due to uncertainty in the energy availability, it is

not possible to guarantee that the system will wake-up

at regular intervals to collect the data for prediction.

Besides, the wake-ups would also be costly in terms

of energy consumption. So, whenever data is miss-

ing and is required for prediction, the required data is

augmented with naive prediction using the previously

observed data; i.e. using the previous observed data to

fill the missing data. This also applies when the pre-

diction horizon spans across more than one time slot.

Assume the current time slot as T and the consecutive

two time slots as T+1 and T+2. When predicting for

the end of T+1, actual observed data until T is used as

lag values. When predicting for the end of T+2, the

lag value from the end of T+1 is required. Since it is

in the future, the lag values are augmented by using
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Figure 4: Analysis of the prediction and light sensor output.

the lag value from the end of time slot T. This will

add to the prediction error such that it increases as the

prediction horizon lengthens, as shown in Figure 4b.

3.2.3 Calculating Wait Time

Let T be the current time slot. T +1,T +2,T +3, . . .

represent the consecutive time slots in the future with

sample period SP. Let IRa
T+n and IRz

T+n be the solar

irradiance prediction for the beginning and end of the

time slot T+n, where n ∈N. The harvested energy for

that time slot (EhvT+n) is calculated using the Equa-

tion 1, where PVarea is the surface area of the solar

panel with efficiency PVe f f and PMUe f f is the effi-

ciency of the PMU, which can be obtained from the

datasheet of the solar panel and PMU, respectively.

EhvT+n =
IRa

T+n + IRz
T+n

2
×SP×PVarea

×PVe f f ×PMUe f f

(1)

‘Function 2’ is responsible for calculating the wait

time (cf. Figure 2). Let the measured quantity of en-

ergy required for a task to execute (Er) be input to

the function. The lowest value of w which will satisfy

the Equation 2 is the function’s output, where w ∈ N.

The wait period is w×SP. The graph showing the plot

between the measured panel power using the custom

setup (cf. Section 3.2.1) and predicted panel power

(i.e. IRx ×PVarea ×PVe f f , where IRx is the irradiance

predicted for the time point x) is shown in Figure 4c,

where the efficiency of the panel was evaluated based

on the obtained dataset and a typical fill factor value

of 80% (Khanna et al., 2013; University of Washing-

ton, 2022) was chosen to assume the effects of max-

imum power point tracking (MPPT) in PMUs. The

prediction’s RMSE is 1.35mW, which is an order of

magnitude less than the average operating range dur-

ing daytime.

Er <EhvT+1+EhvT+2+ . . .+EhvT+(w−1)+EhvT+w

(2)

4 PROTOTYPE DESCRIPTION

The prototype of EMU is shown in Figure 5 and it’s

block diagram is shown in Figure 1. It consists of



a Nordic nRF52840 development kit (Nordic Semi-

conductor, 2022) running in nRF only mode as the

compute unit for running the prediction algorithms.

Irradiance data is collected with the APDS-9960 light

sensor, which communicates with the compute unit

using I2C protocol. To monitor the energy reservoir,

such as batteries, its voltage needs to be measured.

However the range of voltage available at the battery

terminal is incompatible with the range of voltage that

can be input to the ADC unit of the prototype. Hence,

a custom active voltage divider circuit was developed

and was used to scale the battery voltage and bring

it within the ADC input range. Electrical parame-

ters of the prototype were measured with a Joule-

scope (Jetperch, 2022; Huybrechts et al., 2021) under

different conditions, such as short-term time keeping

with a high resolution timer (timer) versus a real-time

clock (RTC), as shown in Table 2. A active max.

scenario corresponds to the measurement made dur-

ing the active states, when the sensor and EATS are

in their maximum power consumption configuration.

The Worst-case execution time (WCET) measured for

the active states was around 240ms.

Interface

nRF52840_DK

OnePlanet

sensor box

Prototype

APDS-9960

Ajfalcon

Figure 5: OnePlanet sensor box (left) and Prototype (right).

The prototype was interfaced with an air qual-

ity sensor from OnePlanet (Hofman et al., 2022), as

shown in Figure 5. It consists of air quality moni-

toring sensors, a solar panel, a rechargeable lithium

battery (J & A, 2022), a power management board,

a processing and control unit from Arduino with on-

board transceiver from uBlox, which is a LTE Cat M1

/ NB1 and EGPRS cellular module to transmit the

measurements at least once every 60 minutes. With

our prototype, it was required to transmit a measure-

ment at least once every 15 minutes i.e. to increase

the performance by four times. The flow of the pro-

totype’s firmware is shown in Figure 6. Function 2

(cf. Section 3.2.3) shown in Figure 2 is invoked to

accumulate enough harvested energy only when the

battery voltage is within its upper limit (4.1 V) and

lower limit (3.3 V), which approximately marks the

100% and 30% states of charge, respectively (J & A,

2022). The last 30% of the battery is utilized as a

reserve for handling worst-case and unexpected sce-

narios. Even during normal operation, it is not rec-

ommended to reach 100% depth of discharge, as it

Table 2: Electrical parameters of Prototype.

Scenario / Task Power Voltage

Sleep (timer0) 0.9mW 3.29

Active max. (timer0) 1.5mW 3.29

Sleep (rtc0) 35µW 3.29

Active max. (rtc0) 600µW 3.29

stresses the battery and worsens the cycle life (Bat-

tery University, 2022) and can cause the battery man-

agement system (BMS) to shutdown the power out-

put. If the battery voltage is greater than the upper

limit, it means enough energy is already available and

can execute the next task. When battery voltage is

below the lower limit, no task is executed and volt-

age is rechecked after a predefined period. WCET

and Worst-case energy consumption (WCEC) of the

tasks executed on the OnePlanet sensor box were not

readily available but they are required to calculate the

sample period and energy required in Function 2 (cf.

Fig. 2). Hence, the WCET and WCEC of the tasks

were measured using the Joulescope and the measure-

ments are tabulated in Table 3. During sleep, the One-

Planet box consumes around 4.8mW at 3.29V. The

execution time was calculated based on the energy

consumption pattern. The worst case energy con-

sumption is set as 0.13J for measurement and 14J for

transmission (Tx), which includes some overhead to

account for its consumption during sleep and opera-

tion of the prototype.
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Read the
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 Battery 
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Battery  
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within limits ?
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Figure 6: Flowchart of the prototype firmware.

4.1 Time Management

The sample period used by the prediction model was

used to discretize the time domain and eliminate the

complexity involved in calculating the time in the

continuous time domain. Hence, all the execution

times and wait times used by the firmware of the pro-

totype of EMU are quantized with the quantum set as



the sample period (SP). This quantization of time do-

main can also reduce the number of wake-ups, cer-

tain routines and associated overheads by synchro-

nizing the events to the points in the discrete time

domain and therefore reducing the energy required.

To increase the efficient utilization of the harvested

energy, the device should be capable of executing

tasks consecutively without delay. Hence, an aver-

age execution time of 61.8s, obtained from Table 3

for both the Tx and measurement tasks in the One-

Planet sensor box, is considered for the sample pe-

riod; i.e., 61.8s is halved and rounded to 30s is used

as the sample period (1SP = 30s) by this prototype as

it provides fine-grained control over the time domain

during event scheduling. Lowering the sample period

further might provide even finer control but increases

the prediction overhead by increasing the iterations

required to solve for w in Equation 2, sensor on-time,

etc., thereby increasing the energy consumption as the

sample period decreases.

Based on Table 3, the execution time for a mea-

surement task is fixed as 1SP and the Tx task is fixed

at 5SP and together they take 6SP; i.e., 3 minutes.

As there is a requirement to transmit at least every

15 minutes or 30SP, the maximum waiting period

affordable is 24SP, which is the maximum predic-

tion horizon used during evaluation by limiting the

maximum value for w as 24 in Equation 2 during

the evaluation. The maximum prediction horizon of

24SP(12 minutes) falls under very short to short pre-

diction horizon. Since the sample period is the time

slot period, the oldest data possibly required by the

model would be sample period times the maximum

number of lag values possibly required (cf. Section

3.2): i.e., 30s×20 = 10 minutes.

4.2 Novel Interface

The interface of the prototype of EMU consists of

three parts, as shown in Figure 1. One is to power

our prototype, another to measure the voltage of the

reservoir, and the third one is responsible for com-

munication between the prototype and the third-party

device. Currently, the communication between our

prototype and the third-party device is done through

edge-triggered interrupts (one per task). Only a minor

firmware adaption was required in the third-party de-

vice to replace its old timer-based logic with interrupt-

based triggers, which enables the device to receive

alerts from our prototype when there is enough energy

to measure or Tx. The current prototype can be in-

terfaced to third-party devices with only solar panels

as energy harvesters. From the current SotA EH-IoT

systems, we couldn’t identify a similar interface for

decoupling EMU from the rest of the system. Hence

we consider this interface to be novel.

5 OBSERVATION AND

DISCUSSION

An APDS-9960 light sensor was configured to oper-

ate with the value of 19210 in its ADC integration time

(ATIME) register during the experiment. This causes

the sensor to achieve maximum resolution of the ir-

radiance measurement equivalent to a 16-bit ADC

with the maximum count value of 6553510, which

takes almost 178ms of the execution time during the

active states of the prototype of EMU. By chang-

ing the ATIME register value to 25510, it only takes

2.78ms to conduct a measurement and the maximum

count value will be lowered to 102510. Meanwhile

the active state’s WCET is reduced to around 14.3 ms

with approximate power consumption of 2mW. This

can significantly shorten the maximum energy con-

sumption during an active state from around 144µJ

to around 29µJ at the expense of the measurement’s

resolution.

The solar irradiance’s trend can be roughly de-

duced with the battery voltage data available from the

third-party backend server. As shown in Figure 7, it

hits the maximum value and remains constant around

the afternoon, when the solar irradiance is usually

high relative to the rest of the day. The number of

Tx and measurements along with the battery voltage

for a single day (12-05-2022) is shown in Figure 7

with respect to time. Red bars indicate the number

of Tx of the standalone third-party device, whereas

green bars show the number of Tx when our prototype

is plugged in. The standalone third-party device was

programmed by the third-party to make 1 Tx every

hour by default. The experiment was conducted on a

sundeck facing north-east for 63 hours, between 11th

to 13th of May, 2022 at Antwerp (Belgium). Hence,

the standalone third-party device would have made 63

Tx. After plugging in our prototype to this device, we

were able to achieve 694 Tx, which is an eleven-fold

increase in Tx rate. Even if the default Tx rate was in-

creased to the minimum observed rate of 6 Tx every

hour, the performance improvement achieved would

be around 80% increase in Tx rate. This can be at-

tributed to EATS’s dynamic optimization of the Tx

rate compared to a constant Tx rate, as evident from

Figure 7, for devices that use unintentional ambient

power sources. Due to the cyclic nature of the sched-

uler, 1 Tx and measurement constantly consumes 8

active states, each consuming a maximum of around

144µJ (cf. Section 4 and Table 2). With the RTC for



Table 3: Electrical parameters of OnePlanet sensor box.

Scenario / Task Execution time Electric current Voltage Charge

Boot (connection timeout)
69 s 65 mA 4.95 V 4.5 C

80 s 36 mA 3.29 V 3 C

Boot (connected) 40 s 86 mA 4.17 V 3.4 C

1 measurement 1.75 s 14.2 mA 4.17 V 25 mC

(1 measurement) Tx failed
125 s - 3.29 V 2.42 C

71 s - 4.17 V 1.13 C

(0 measurement) Tx 31 s 88 mA 4.17 V 2.73 C

(1 measurement) Tx 80.25 s 41 mA 4.17 V 3.3 C

time keeping, the energy consumed by the prototype

during the experiment would have been around 3.32J

per day (3.01J per day in sleep and around 0.31J per

day in active state).

Overall, the battery voltage did not show a de-

creasing trend during evaluation. This means the bat-

tery’s state of charge is regularly replenished despite

the increase in the operation rate, which can be at-

tributed to the third-party device’s dynamic adaption

to the harvestable energy due to the addition of the

prototype. It also means that the system is now capa-

ble of detecting excess available energy, which can be

effectively used by the third-party device for improv-

ing its quality of service (QoS) (Shafique et al., 2020)

and energy efficiency. However, a decreasing trend in

the battery voltage could have been noticed if the so-

lar panel had lower panel wattage rating or the battery

had lesser capacity, which opens the door for further

optimization.
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Figure 7: Number of Tx by default vs with the prototype.

The number of analog inputs required by the pro-

totype for measuring the voltage at energy reser-

voir can increase if the third-party device uses multi-

capacitor (Colin et al., 2018) or multi-battery based

power source and could have a dedicated PMU to han-

dle them. In such cases, the prototype is capable of

working with no analog input by leaving the voltage

checks to the third-party device, thus being able to

operate without accessing the electrical data of the en-

ergy reservoirs by always waiting to acquire enough

harvestable energy before executing a task. Currently,

the prototype’s interface requires one interrupt pin per

task. Hence, increasing the number of tasks will in-

crease the number of connections between the proto-

type and the third-party device. With this first imple-

mentation, there is no feedback when a task is exe-

cuted. It is assumed to be executed after the WCET.

Both these issues could be solved in the future using

a standard communication protocol.

Energy harvested from unintentional ambient

power sources can be difficult to monitor in an

EH-IoT device deployed in a real environment, as

conventional methods can be expensive in terms of

energy. Harvested energy can be calculated by di-

rectly measuring the harvester power and integrating

it with the sample period. Directly measuring power

requires measuring voltage and electrical current, but

the overheads can negate the overall benefit. For in-

stance, using a shunt resistor-based passive electri-

cal current measurement design consumes energy in

and of itself, depending on the design and the resis-

tor value. Another issue with direct power measure-

ment is the access to the PMU. When plugging into

third-party devices, this might not be easily possible.

Even if possible, some PMUs (e-peas, 2022b; e-peas,

2022a) uses Vocv of the solar panel to calculate the op-

erating maximum power point voltage (Vmpp). Hence,

synchronization is required so that direct power mea-

surements aren’t made when the PMU is measuring

Vocv, which might require changing the PMU’s con-

figuration, the interface and our prototype’s firmware

depending on the exact PMU used by the third-party

device. Otherwise, the PMU’s Vocv measurement pro-

cess can distort the direct power measurement causing

its value to plummet to zero as the circuit is effectively

broken during a Vocv measurement.

In order to mitigate the disadvantages of the direct

power measurement and, as solar panels were the only

energy harvester being considered in this experiment,

we used the light sensor to measure the incoming light

energy in terms of irradiance (cf. Section 3.2.3). Us-

ing a separate sensor eliminates the need for tinker-

ing with the PMUs of third-party devices and results



in a more independent interface. It allows us to dis-

able this sensor when not in use or when the energy

is low. The accuracy trade-off between directly mea-

sured and sensor-estimated panel wattage was studied

using the custom dataset and was found to have an

RMSE of 1.22mW, which is an order of magnitude

less than the average operating range during daytime,

as shown in Figure 4d (cf. Section 3.2.3), with raw

solar irradiance data plotted in blue for reference.

6 CONCLUSION AND FUTURE

WORK

We proposed a novel interface that brings energy

awareness with ARIMA based short-term energy

forecasting to non-energy aware EH-IoT devices and

demonstrated its feasibility using OnePlanet sensor

box. Our real world experiments with this system

showed that the overall dynamically optimized Tx

rate outperforms constant Tx rate based solution (cf.

Section 5) and the efficient utilization of the harvested

energy could be maximized, when compared to its

standalone state. Instead of only increasing the Tx

rate, the Tx power of the third-party device can also

be increased with the prototype of EMU, which, can

be more beneficial for exceedingly remote and indoor

deployments. The prototype’s ability to operate in-

dependently of the type of energy reservoir(s), and

its ability to operate without retraining the prediction

model even when the third-party device parameters

change enable easy adaptation. During the evalua-

tion period, the total energy overhead of our proto-

type (not just the prediction) built with commercial-

off-the-shelf (COTS) components was estimated to

be around 3.32J per day, with the majority of it con-

sumed during sleep. This can be reduced by using

more intentionally designed hardware (Zhang et al.,

2011) and software. Future experiments for research

purposes will benefit from increased evaluation peri-

ods, analyzing the impact of location and orientation

of the third-party device, and adding an externally

powered data acquisition (DAQ) system to monitor

the environmental and in-system parameters affecting

the system operation. It is also required to analyze

the drift in the outputs from system components such

solar panel, light sensor, PMU, etc., due to ageing or

other factors and take these into account. In addition,

the effect of spectral sensitivity on the error between

measured and sensor-estimated panel Wattage needs

to be analyzed.
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