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A B S T R A C T   

Adverse selection harms market efficiency and access to essential services, particularly for disadvantaged groups. 
Risk equalization policies attempt to mitigate this by compensating agents for risk disparities, but often fall short 
of addressing interactions between risk factors. Using health insurance data from the Netherlands, we present a 
machine learning approach to capture unanticipated interactions that impact medical expenditure risk. We 
compare our novel approach to a state-of-the-art statistical model. We find that our approach explains an 
additional 1.5% of medical expenditure, equivalent to 571 million euros over all individuals in the Dutch market. 
In particular, this translates into better compensation for low- and high-cost groups that are especially vulnerable 
to adverse selection. These findings confirm the significance of risk factor interactions in explaining medical 
expenditure risk, and support the adoption of machine learning alongside statistical models to further mitigate 
selection incentives in risk equalization policies.   

1. Introduction 

Risk equalization (RE) is an important regulatory instrument in 
markets that face adverse selection problems, a prominent example 
being health insurance (Aguirre and Beitia, 2017). Adverse selection 
encompasses actions taken by both insurers and consumers to exploit 
unpriced risk variation, leading to adverse market outcomes. In health 
insurance, selection incentives are known to undermine access, service 
quality, and overall market efficiency (Layton et al., 2017; Van de Ven 
et al., 2017, 2023). Similar challenges also arise in other economic 
settings facing adverse selection, such as local government service 
provision and education. In these settings, RE mechanisms like fiscal 
equalization and weighted student funding are used (Bos, 2013; Eich
horst, 2007; Ladd and Fiske, 2011; Roza et al., 2021). These policies aim 
to minimize adverse selection problems and level the playing field by 
compensating agents for the risk disparities they encounter. Improving 
the effectiveness of RE in these public-oriented markets would benefit 
society. 

Our key argument is that machine learning can help regulators 
improve RE when used complementary to prevailing statistical methods. 

One recognized issue with statistical RE models is their inability to 
address the impact of unanticipated – yet relevant – interaction effects 
between risk factors. This leads to inadequate compensations that still 
leave room for selection incentives (Layton et al., 2017; Van de Ven 
et al., 2017, 2023). Machine learning’s ability to algorithmically learn 
from data without predefining a data generation process solves this 
limitation and can help address risk factor interactions more effectively 
(Breiman, 2001b). Taking the example of health insurance, we introduce 
a population-wide machine learning approach to RE modeling and 
contrast our novel approach to standard statistical modeling. We discuss 
where these methods may complement each other in light of policy re
quirements like transparency and provide recommendations for future 
RE implementations. 

While relevant in many sectors, the use of RE is most sophisticated in 
health insurance markets that employ a form of regulated competition to 
manage efficiency and equity (Van de Ven and Ellis, 2000). This includes 
basic health insurance in Germany, Israel, and the Netherlands, sup
plementary health insurance in Australia and Ireland, and Medicare 
Advantage and the Affordable Care Act’s Marketplaces in the United 
States. In all these examples, regulators use statistical models to 
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compensate insurers for the medical expenditure risk of their plan
holders. In the past three decades, RE models have been gradually 
improved by adding new risk classes or refining the definition of existing 
ones. However, despite these efforts, even state-of-the-art models, like 
those used in the United States and the Netherlands, remain prone to 
under- and overcompensation (McGuire et al., 2020; Van de Ven et al., 
2017). 

Typically, RE models apply linear regression to estimate medical 
expenditure based on demographic, morbidity-related, and cost-based 
risk factors. Interactions effects are only moderately included in such 
models. Some two-way interactions, like between age and sex, have 
been well documented and have since been included in RE imple
mentations. Higher-order interactions, specifically among diagnostic, 
pharmaceutical or cost-based risk classes, are however often left unad
dressed (Van Veen et al., 2017). While theoretical literature on 
higher-order interactions is limited, such effects may help further 
explain the heterogenous medical expenditure observed in smaller 
subgroups with complex risk profiles, as in the case of co-morbidity 
(Oskam et al., 2023). 

Machine learning involves a modeling tradition very different from 
classic statistics, as explained by Breiman at the beginning of this cen
tury (2001b). In contrast to classic statistics, machine learning gives full 
leeway to the data, with the ‘machine’ learning the actual data gener
ation process iteratively. The essential difference lies in the (non-)use of 
a priori assumptions regarding the form and nature of the full data 
generation process. As a result, machine learning can flexibly accom
modate any higher-order interaction that improves capturing the data 
generation process. Recent studies have explored machine learning ap
plications to improve RE, but mostly focused on variable selection or 
evaluated machine learning models on limited samples that were not 
representative at the population level (Iommi et al., 2022; McGuire 
et al., 2021; Van Veen et al., 2017). Critically, these samples may omit 
the smaller subgroups with complex risk profiles for whom interactions 
may be most relevant. 

We address this gap in literature by presenting a population-wide 
machine learning approach to capture unanticipated risk factor in
teractions and determine their impact on medical expenditure risk. Our 
contribution consists of three aspects. First, by using population-wide 
data, we prevent sampling bias and can explore the ability of machine 
learning methods to detect interaction effects across all possible sub
groups. Second, we benchmark our approach against the Dutch RE 
model, which is considered state-of-the-art internationally (McGuire 
et al., 2021; Van de Ven et al., 2023). This allows us to quantify the 
added value of machine learning and, specifically in the context of this 
study, its ability to capture interactions that were not anticipated in the 
Dutch RE model. Finally, we impose constraints in line with substantive 
criteria that regulators typically encounter to replicate real-world con
ditions, and place particular emphasis on transparency requirements. 

Our findings allow insight in the effectiveness of machine learning in 
addressing unanticipated risk factor interactions, their impact on indi
vidual medical expenditure risk, and how this translates into the 
compensation of low- and high-risk subgroups in the population. We set 
a threshold for the extent to which regulators may improve their RE 
system by adopting machine learning, and provide guidance on the 
process. These findings should be relevant to the numerous health sys
tems that rely on RE to preserve societal goals. More generally, we add to 
this journal’s conversation regarding nationwide health system issues 
across many countries, such as medical expenditure risk (Du, 2023, on 
the US), health insurance reform (Cui et al., 2021, on China), access 
inequity (Brown et al., 2014, on Turkey), drivers of expenditure (Murthy 
and Okunade, 2016, on the US), and price dispersion (Oliva and Carles, 
2013, on Catalonia), introducing the issue of RE as a regulatory 
instrument. 

The structure of the article is as follows. Section 2 provides further 
technical background. Section 3 describes the data, model development, 
model evaluation, and functional analysis performed. Section 4 presents 

our findings in terms of model performance and gives an overview of 
important model parameters and their effects. Section 5 includes a dis
cussion of key findings, limitations, and the implications for regulators 
and insurers. 

2. Technical background 

This study leverages two established machine learning algorithms: 
random forests (RFs) and gradient boosting machines (GBMs). As shown 
by the emerging stream of research in this journal, these tree-based al
gorithms can be used to model a wide arrange of issues, including 
earthquake losses (Gu et al., 2023), IPO failure risk (Colak et al., 2022), 
and micro-simulation (Hughes et al., 2022). From all machine learning 
methods, tree-based models have also been most extensively applied in 
RE (Iommi et al., 2022; Van Veen et al., 2017). Regression trees, which 
form the base of tree-based models, offer a non-parametric modeling 
technique that can identify higher-order interactions between pre
dictors. While relatively interpretable, singular regression trees can be 
prone to overfitting (Hastie et al., 2009). RFs and GBMs are two 
ensemble approaches that address this issue by combining multiple 
regression trees in a parallel or sequential structure, while retaining the 
ability to detect higher-order interactions (Friedman, 2001). An 
important advantage of these methods, particularly in policy context, is 
their comprehensive research process pipeline, which includes model 
interpretability metrics comparable to those we are familiar with in 
classic statistics. 

Our approach is centered on leveraging the ability of RFs and GBMs 
to automatically capture higher-order interactions between risk classes, 
while regularizing model complexity to ensure robustness of findings. 
We expect that allowing for more and higher-order interactions, pro
vided that they are structural, will improve the prediction of medical 
expenditure in subgroups with complex risk profiles, which will ulti
mately result in overall better compensation of insurers. To test whether 
our machine learning approach results in better RE, we apply a thorough 
out-of-sample evaluation at the individual and subgroup level based on 
traditional RE performance criteria (Geruso and Mcguire, 2016). How
ever, the ensemble structure of the applied methods means that model 
transparency requires further inspection. To understand the conceptual 
differences between the machine learning models and the existing linear 
RE model, we turn to modern interpretable machine learning (IML) 
techniques, such as variable importance and marginal effect analyses 
(Friedman, 2001). Note however that the primary focus in RE is accurate 
prediction; and that for this reason, we put more emphasis on model 
performance. 

Finally, to ensure comparable conditions in our evaluation, we take 
substantive criteria often applied to RE models into consideration. These 
include fairness, appropriateness of incentives, and feasibility (Van de 
Ven and Ellis, 2000). Fairness refers to the solidarity between low-risk 
and high-risk enrollees, appropriateness of incentives involves distor
tions or undesirable behavioral responses to incentives created by the RE 
model, and feasibility concerns transparency of the model plus the 
practicality of development and implementation. Moreover, a distinc
tion is made between factors for which solidarity is desired, known as S 
(ubsidy)-type factors, and N(on-subsidy)-type factors for which this is 
not desired (Schokkaert et al., 1998; Van de Ven and Ellis, 2000). S-type 
factors include aspects such as health, age, and sex, while N-type factors 
concern risk adjusters considered as the responsibility of insurers such as 
differences in supply, price, or practice patterns. Regulators impose re
strictions on the risk adjusters used in RE models to reflect these criteria. 
We adhere to this by taking all data as given, and not introducing any 
alterations to the input data. 
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3. Methods 

3.1. Dataset and variables 

This study makes use of the so-called ‘Overall Test 2018’ adminis
trative dataset that was constructed for the development of the Dutch RE 
model of 2018 (year t+3). The dataset contains individual-level infor
mation on pre-defined risk classes measured in 2014 (year t-1) and so
matic medical expenses incurred in 2015 (year t) of all Dutch citizens (N 
= 17,004,068). The data was primarily sourced from insurance claims 
data, tax authorities, and the social benefits registration service. Note 
that it is standard practice to estimate the prospective Dutch RE model 
(year t+3) based on historical data (year t-1 and t) since more recent 
population-level data is usually not available. All variables are taken as 
given to warrant consistency with the Dutch RE model, since it forms a 
point of comparison throughout this study. The response variable con
cerns the somatic medical expenses measured per individual in euros. 
The risk adjusters include pre-defined risk classes specified as binary 
variables indicating whether an individual belonged to that risk class. A 
description of the Dutch RE model’s risk classes is provided in Table 1. 

3.2. Data preparation 

The dataset (N = N1 + N2) was randomly split using a 70:30 ratio 
into a training set R (N1 = 11,901,755) and a test set S (N2 =

5,102,313). The training set was used to develop the models and the 
test set to evaluate the models. As is standard in machine learning’s 
research, we opted for an out-of-sample assessment to penalize models 
for potential overfitting (Hastie et al., 2009). The training set was 
vertically aggregated to reduce the computational burden of training the 
machine learning models. This means that individuals with the same set 
of risk classes were combined into one row to yield a dataset in which 
each observation represented a unique combination of risk classes (N1 =

1,355,008). Furthermore, the mean somatic medical expenses was 
computed for each row and a weight was assigned that represents the 
number of individuals within a row. The test set was used to estimate the 
out-of-sample predictive performance on data unseen during training. 

3.3. Methods of analysis 

First, we fitted a no-intercept OLS model to simulate the Dutch RE 
model of 2018 using the somatic medical expenses as the response Y and 
the risk classes Xj as predictors on training set R. The linear relationship 
between Y and the predictor set X = {X1,…,XJ} assumes a model of the 
form Y = f(X) + ε with ε a mean-zero random error term and a function 
f , given by 

f (X)=
∑J

j=1
βjXj, (1)  

where Y is a (N1 × 1) vector (y1,…, yN1 )
T , Xj a (N1 × 1) vector, βj the 

parameters to be estimated, and J the total number of risk classes as 
described in Table 1. It is common practice in the Netherlands to include 
all age and gender classes in Equation (1) and to apply an identifying 
constraint during the estimation phase – i.e., the expenses predicted by 
these classes should sum up to the total expenses. 

Second, we developed two alternative machine learning RE models 
on training data R using the RF and GBM algorithms without making any 
alteration to the input variables. We made use of the Ranger imple
mentation of the RF algorithm and the XGBoost implementation of the 
GBM algorithm, which effectiveness has been shown in economic 
analysis before (Alanis, 2022; Carmona et al., 2019). 

3.3.1. Regression analysis of aggregate data 
At the aggregate level, each row in the data contains a unique 

combination of risk classes, a weight representing the number of in
dividuals with that set of risk classes, and the computed mean somatic 
medical expenses. For standard OLS applied to a linear regression model 
with continuous y and categorical variables, such as the binary risk 
classes in our study, parameter estimates calculated using aggregate 
data should align with those calculated using individual data (Nicoletti 
and Best, 2012). No information on the distribution of expenses other 
than the mean is necessary to fit the RE models at the aggregate level. 
Since the parameter estimates of both individual and aggregate regres
sion models are the same, it follows that the minimized sum of squared 
errors (SSE) at the aggregate and individual level is identical, where SSE 
based on individual observations is defined as 

Table 1 
Risk classes as defined in the ‘Overall Test 2018’ administrative dataset.  

Risk classes Description 

Age and gender (A&G: 42 
classes) 

21 age classes for males and females with a 5-year 
interval except for the following deviant age 
groups: 0 years (two classes), 15–17 years, 18–24 
years and >90 years. 

Pharmaceutical cost groups 
(PCG: 34 classes)a 

34 classes of PCGs to which an individual can be 
assigned based on the extramural medicines that 
were used. A threshold of 180 daily dosages is 
used, otherwise an individual is assigned to the 
‘no PCG’ reference class. Individuals can be 
assigned to multiple PCGs. 

Primary diagnostic cost groups 
(pDCG: 16 classes) 

16 classes of primary diagnoses to which 
individuals can be assigned based on hospital 
admissions with a reference class for individuals 
without any such diagnosis. Assignment to 
multiple pDCGs is not possible. 

Secondary diagnostic cost 
groups (sDCG: 8 classes) 

8 secondary diagnostic cost classes that follow the 
same logic as the pDCGs. sDCGs reflect secondary 
diagnoses and intend to improve compensation in 
case of multimorbidity. 

Durable medical equipment 
groups (DME: 11) 

11 classes based on the usage of durable medical 
equipment, including a class for those who have 
not used any. 

Source of income and age (SI: 
25 classes)b 

6 source of income classes (social security 
payments, full disability payments, miscellaneous 
disability payments, students, self-employment 
and higher-educated) interacted with 4 age 
groups (18–34, 35–44, 45–54, 55–65) and two 
additional classes for <18-year-olds and >65- 
year-olds. 

Region (10 classes) 10 clusters of ZIP code areas that are based on 
commonly shared risk characteristics. These 
include healthcare supply, socioeconomic 
circumstances, and residual health differences. 
The clustering is not necessarily related to 
geographic proximity. 

Socioeconomic status and age 
(SES: 12 classes) 

4 socioeconomic classes (very low, low, mid, and 
high income) interacted with three age groups 
(0–17, 18–64, 65+). 

Persons per address and age 
(PPA: 12 classes) 

4 PPA classes (permanently institutionalized, 
temporarily institutionalized, living alone and 
miscellaneous) interacted with three age groups 
(0–17, 18–64, 65+). 

Multiple-year high-cost groups 
(MHC: 9 classes) 

6 classes for those with consecutive high costs 
(top 15%, 10%, 7%, 4%, 1.5% and 0.5% costs) in 
the previous three years. One class for those who 
were two years within the top 10% and once not 
in the top 15%. Two classes for those without high 
costs in consecutive years (bottom 85% or bottom 
70%). 

Physiotherapy cost groups 
(PTCG: 5 classes) 

4 classes based on physiotherapy claims and one 
reference class for those without any claims. 

Costs nursing and care year t-1 
(CNC: 8 classes) 

7 classes based on the costs of nursing and caring 
in the previous year. The highest risk class is split 
into two age groups (<18 or ≥ 18).  

a The only risk adjuster for which the risk classes are not mutually exclusive. 
b Number of classes does not add up as interaction with age does not hold for 

every source of income group. 
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SSE =
∑

i∈R
(yi − ŷi)

2
, (2)  

with yi being the observed value for an individual i and ŷi the predicted 
value for that individual i. The mean squared error (MSE) can be derived 
by dividing the SSE by the number of rows. Note that information on 
variances would be needed to calculate confidence intervals for these 
parameter estimates, which is lost due to vertical aggregation. However, 
we do not test for statistical significance or calculate confidence in
tervals as this would be uninformative considering the size of our data, 
and unnecessary for the predictive evaluation we aim for in the current 
study. 

3.3.2. Tree-based models explained 
Regression trees are non-parametric machine learning algorithms 

that use a set of if-then rules to partition data into subregions that are 
more homogenous regarding a response variable (Breiman, 2001a). This 
is achieved by searching the optimal predictor and corresponding value 
that partitions the data such that the within-error of the resulting sub
regions is minimized. The splitting process begins with the entire 
training set, and searches the predictor and corresponding split value 
that partitions the training data into two groups (R1 and R2) such that 
the overall sums of squared errors (SSE) are minimized, given by 

SSE =
∑

i∈R1

(
yi − ŷR1

)2
+
∑

i∈R2

(
yi − ŷR2

)2
, (3)  

where ŷR1 and ŷR2 are the averages of the training set outcomes within 
groups R1 and R2, respectively (Hastie et al., 2009). Subsequently, 
within each of the groups R1 and R2, this method searches the next 
predictor and split value that as a pair best reduces the SSE. The splitting 
process is reiterated within each resulting subregion until a tree with a 
minimum error rate is constructed, i.e., groups R1,…,RM are formed 
that minimize the overall SSE given by 

SSE =
∑M

m=1

∑

i∈Rm

(
yi − ŷRm

)2
, (4)  

where ŷRm is the average outcome for the training observations within 
group Rm and M is the total number of groups (Hastie et al., 2009). The 
resulting regression tree, f(X), can be summarized as 

f (X) =
∑M

m=1
cm ∗ I(X ∈ Rm), (5)  

where Rm indicates subregions of the predictor space, I(.) a function that 
returns 1 if its argument is true and 0 otherwise, and cm the estimated 
value of the response variable in subregion Rm (Hastie et al., 2009). As in 
the case of standard OLS (see Subsection 3.3.1), no information on the 
distribution of the outcome variable other than the mean is needed to fit 
single regression trees or ensemble variants. Therefore, we can take 
advantage of vertical aggregation in this case, too. 

Regression trees naturally identify interaction effects of any order, as 
each asymmetrical branch in the regression tree is perceived as a local 
interaction between the involved predictors. A significant advantage is 
thus that interaction effects do not have to be specified manually. This 
illustrates machine learning’s flexibility since the nature of the data 
generation process is learned ex post rather than assumed ex ante. After 
all, due to the logic of their structure, regression trees do not rely on a 
pre-specified functional form in any way. Single tree-based models can 
however be unstable, since they tend to overfit as tree complexity in
creases. As a result, the predictive performance of such models is 
generally suboptimal. The RF and GBM algorithms solve the lack of 
generalizability by applying different ensemble approaches, which we 
explain below. 

3.3.3. Random forests 
RFs are an ensemble approach to regression trees that incorporates 

bootstrap aggregation to minimize the variance of single tree models 
(Breiman, 2001a). In bootstrap aggregation, random cases are sampled 
with replacement from a given dataset to yield B bootstrap samples. A 
full-grown regression tree is trained on each bootstrap sample and the 
RF prediction is obtained by averaging the estimations results across all 
independent trees. 

Each tree is constructed as described above, but only a random se
lection of predictors is considered in the search to find each split. The 
induced randomness reduces the correlation between the independent 
trees, and thereby further improves the predictive capacity of the RF. 
The independent trees retain their tendency to overfit, but the bias of 
each tree is eliminated when averaging out the predictions. An RF model 
can be summarized as 

f (X)=
1
B
∑B

b=1
fb(X), (6)  

where f(X) represents the averaged prediction of the RF, B the number of 
bootstrap samples, and fb(X) the prediction of the regression tree fitted 
on bootstrap sample b. 

3.3.4. Gradient boosting machines 
The GBM algorithm forms an ensemble approach that aims to reduce 

the bias of regression trees by applying the general idea of gradient 
boosting (Friedman, 2001). Gradient boosting combines multiple ‘weak 
learners’ sequentially to gradually reduce the error of an ensemble 
model. Regression trees form an ideal weak learner since their 
complexity, i.e., interaction depth, can be regularized. Restricting the 
interaction depth also reduces overfitting. 

Gradient boosting is initialized by fitting a weak learner, f0(X), and 
predicting the response. Note that this initial learner often concerns a 
tree model with no partitions – i.e., the mean of the response. It is 
assumed that the prediction of f0(X) can be improved by explaining the 
residuals of the learner. A second learner is therefore fit to predict these 
residuals, given by 

r1(X)= y − f0(X), (7)  

where r1(X) is a tree model approximating the error between the 
observed response y and the predictions of f0(X). The two learners are 
combined in an additive manner to form an ensemble, which can be 
summarized as 

f1(X)= f0(X) + r1(X). (8) 

The ensemble is extended by adding several learners until the error 
between the predicted and observed values is minimized. The GBM then 
evolves as follows: 

f (X)= f0(X) → f1(X)= f0(X)+ r1(X) … → fp(X)= fp− 1(X) + rp(X), (9)  

where p is the number of learners used in the GBM. The predictions of 
the initial learner are iteratively updated using the predictions of sub
sequent learners, and the final estimates of the ensemble are obtained by 
summing the prediction of all learners. 

3.4. Model development 

The RF and GBM algorithms, while relatively robust, both require 
hyperparameter optimization. This is another critical step in machine 
learning’s research process pipeline, where the aim is to optimize the 
model’s predictive performance on unseen data. The hyperparameters 
dictate the structure of the model and the rules through which the al
gorithm learns to model the response, as described in Table 2. The 
optimization process we applied consisted of three steps that will be 
elaborated on in the following subsections. First, we defined a set of 
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hyperparameter values to consider through a grid or random search. 
Second, a ‘candidate’ model was fit for each combination of hyper
parameter values. Third, the performance of each candidate model was 
assessed through adaptive k-fold cross-validation. The best performing 
candidate model was used for the out-of-sample evaluation. 

3.4.1. Hyperparameter optimization 
Hyperparameter values can be optimized through several search 

strategies. In this study, we applied a combination of grid and random 
searches (Hastie et al., 2009; Ozden and Guleryuz, 2022). Our optimi
zation strategy was informed by the number of hyperparameters and the 
sensitivity of performance to hyperparameter selection of each algo
rithm, but also took practicality into account considering the sample size 
used for model development. 

In a grid search, the hyperparameter values to be considered are 
specified manually and stored in a grid. This grid is then used to specify 
candidate models for each possible combination of values. In a random 
search, multiple sets of hyperparameter values are randomly drawn to 
form the candidate models. Random searches are considered more 
efficient than grid searches, but the latter are a viable option when the 
number of hyperparameters is low or if a priori insight on the optimal 
values is available. 

In the case of the RF hyperparameters, it is known that increasing the 
value of N.trees generally yields better results, while the effect of the k 
parameter is still debated (Hastie et al., 2009). We identified the optimal 
value of k using a grid search, and then gradually stepped up the number 
of trees. The grid contained values ranging from a 0.1 fraction of the 
total number of predictors to a 0.5 fraction, with a sequential increase of 
0.1 in between. The N. trees parameter was initially set at 500 trees and 
increased by steps of 100 until the model’s performance plateaued. 

For the GBM, the number of hyperparameters and the related 
computational burden is relatively high. Amongst these hyper
parameters, some empirical studies show that the number of trees, 
learning rate, and tree complexity are relatively influential, while 
randomization parameters such as column- and subsample fraction have 
a smaller effect on performance (Hastie et al., 2009). We therefore 
applied a two-step strategy. First, we performed a random search with 
30 trials to identify a smaller search domain of well-performing hyper
parameter values. Then we used a grid search to further optimize the 
number of trees, learning rate, and tree complexity hyperparameters. 
The grid contained values in proximity of the hyperparameter values of 
the best-performing candidate model identified in the random search. 

3.4.2. Cross-validation 
To select the optimal final hyperparameter tuple, each candidate 

model constructed through the grid or random search was assessed using 
adaptive k-fold cross-validation (Zhang and Yang, 2015). In k-fold 
cross-validation, the original training data is randomly divided into k 
subsets. Each of the k subsets acts as a simulation test set, and the other 
k-1 subsets figure as a simulation training set. A candidate model is fit on 
each of the generated training sets and then tested on the corresponding 
test sets. The error of all test model iterations is averaged to give an 
interim measure of performance – the R-squared in our case – of the 
candidate model. A futility analysis is performed to evaluate candidate 
models at each resampling step; inferior models are eliminated prema
turely to streamline the cross-validation process. To deal with the 
computational burden of population scale modeling, we restricted the 
number of folds to k = 5. The interim measure of predictive performance 
was used to select the final RF and GBM models. 

3.4.3. Regularization of overfitting 
The approach to regularizing overfitting consisted of three layers. 

First, tuning the hyperparameters allows us to balance the complexity of 
the models and restrain overfitting. Second, cross-validating all candi
date models, as described in the optimization process above, offers the 
opportunity to select the models that perform the best on ‘new’ data 
unseen by the trained algorithm. Third, penalizing all models for 
possible overfitting by performing an out-of-sample evaluation on the 
test data implies that we can get a better measure of how the final 
models would perform on external data. 

3.4.4. Transformation of predicted expenses 
Turning to our application to RE in Dutch health insurance regula

tion, reservation of the mean of the actual expenses is essential to RE 
models as the sum of money to be distributed across insurers should be 
equal to the incurred expenses. In contrast to classic OLS regression, the 
RF and GBM algorithms are non-parametric methods; therefore, they are 
not necessarily mean-preserving (Breiman, 2001a; Friedman, 2001). 
Hence, the predictions of the RF and GBM were rescaled to match the 
mean of the actual expenses. To do so, we derived a so-called smear 
factor for both algorithms by dividing the actual expenses by the fitted 
values in the training dataset. These smear factors, 1.01 and 0.92 for the 
RF and GBM, respectively, were used to rescale the predictions in the 
test dataset prior to the evaluation of the model fit such that the mean of 
the predictions matched the mean of the actual expenses. 

3.5. Model evaluation 

The RF, GBM and OLS models were evaluated on overall predictive 
accuracy and the net compensation of subgroups on test set S using 
traditional RE criteria (Geruso and Mcguire, 2016). At the individual 
level, this includes the R-squared (R2), Cummings prediction measure 
(CPM), and the mean absolute prediction error (MAPE). At the subgroup 
level, this involves the MAPE and the mean equalization result (MER). 

At individual level, the R2 gives a standardized measure that ranges 
from 0 to 1 that indicates the proportion of the variance in the response 
variable that can be explained by a predictive model. The R2 was 
calculated as the square of the correlation coefficient between the 
observed and predicted values, as suggested by Hocking (2003). The R2 

gives larger weight to large errors and is therefore relatively dependent 
on individuals with large expenses. The R2 is derived as 

R2 =

⎛

⎜
⎜
⎝

∑

i∈S
(

ŷi − ŷ)(yi − y)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑

i∈S
(ŷi − ŷ)2 ∑

i∈S
(yi − y)2

√

⎞

⎟
⎟
⎠

2

, (10)  

where y is the mean of the observed response variable, yi the observed 
value for an individual, ŷ the mean of the predicted values, and ŷi the 

Table 2 
Hyperparameters of the RF and GBM algorithms.  

RF GBM 

N. trees: number of independent trees 
grown on bootstrap samples of the 
original data. 

N. trees: number of trees that are used 
sequentially to minimize the residuals. 

k (mTry): number of random predictors 
considered at each split within trees. 

Tree complexity: maximum number of 
splits allowed within a tree, i.e., the 
interaction depth.  
Learning rate (shrinkage): a weight 
dictating the extent to which each tree is 
allowed to influence to final model.  
Minimum child weight: minimum 
number of training set samples in a node 
to commence splitting.  
Gamma: minimum improvement in error 
reduction to commence splitting.  
Column fraction: the fraction of random 
predictors to be considered within each 
tree.  
Subsample fraction: the fraction of 
random observations to be sampled for 
each tree  
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predicted value for an individual. 
The CPM indicates the proportion of the sum of absolute deviations 

from the mean that can be explained by a predictive model. The CPM is 
similar to the R2 in that it is a standardized measure that ranges from 0 to 
1. Unlike the R2, the CPM assigns equal weights to small and large errors. 
The CPM is described by Equation (11), where all parameters retain the 
meaning stated for Equation (10): 

CPM = 1 −

∑

i∈S

⃒
⃒yi − ŷi

⃒
⃒

∑

i∈S
|yi − y

⃒
⃒
. (11) 

The MAPE gives an absolute measure of the average deviation of the 
predicted values from the observed values. The MAPE is similar to the 
CPM in that it is expressed in absolute terms but differs from the CPM 
and R2 in that it is not a standardized measure. The MAPE at the indi
vidual level, where all parameters retain the meaning stated for Equa
tion (10), is derived as 

MAPE =
1

N2

∑

i∈S

⃒
⃒yi − ŷi

⃒
⃒ . (12) 

At the subgroup level, the MAPE gives an absolute measure of the 
average deviation of the predicted values from the observed values 
summed over all subgroups that are included in the RE model. The MER 
gives the mean difference between the predicted expenses and the actual 
expenses – i.e., the net compensation for selected subgroups that are not 
already included in the RE model. The MER describes ‘unpriced risk 
heterogeneity’ and therefore provides information on incentives for 
insurers to engage in risk selection of particular subgroups (With
agen-Koster et al., 2018). The MER is reported for two separate sets of 
subgroups based on actual and historical expenses, respectively. 

The first set of subgroups for which the MER is calculated, concerns 
population deciles ordered by expenses incurred in year t. Since these 
population deciles are based on actual expenses, deviations include 
incidental expenses as well. Incidental expenses are considered as 
typical insurance risk. However, the magnitude of undercompensation 
by even sophisticated RE models suggests that part of such deviations 
may also reflect omitted variables bias (Ellis and McGuire, 2007). The 
addition of higher-order interactions among risk classes that follows 
from using a machine learning approach may help address this. There
fore, the gap between predicted and actual expenses per decile is a 
relevant model performance indicator. 

The second set of subgroups concerns the top 15%, the middle 70%, 
and the lowest 15% of the population ranked by expenses in year t-3. 
These subgroups are defined using expenses from three years prior to the 
data used in the model construction to attenuate the impact of incidental 
expenses. Therefore, the MER in these subgroups represents structural 
under- and overcompensations better. The definition of these subgroups 
is in line with conventions of the Dutch regulator. Note however that 
studies outside of the Netherlands may instead report subgroups based 
on prior year t-1 expenses for the same purpose of filtering out incidental 
expenditure. 

3.6. Model interpretation 

To help interpret our models considering transparency criteria, 
which are critical for regulatory agencies, we add functional analyses on 
variable importance and marginal effects of risk classes. In classic OLS 
regression, the marginal effect of each predictor is expressed through a 
regression coefficient, and the importance of each predictor in predict
ing the response variable can be assessed through standardized co
efficients (Siegel, 2016). To obtain similar insights in the RF and GBM, 
we make use of IML methods introduced by Friedman (2001). Variable 
importance is here expressed as the number of times a predictor is used 
to perform a split within the regression tree, weighted by the improve
ment in error reduction resulting from each split averaged over all trees 

within the ensemble. The resulting measure provides insight in the 
relative importance of risk classes, similar to standardized coefficients 
for classic OLS regression models. Marginal effects are computed by 
estimating the response in the somatic medical expenses to changes in a 
sole predictor while holding the effect of the remaining predictors 
constant. Since all risk classes are binary coded, the computed marginal 
effects can be interpreted similarly to the regression coefficients of the 
classic OLS regression model. Whereas the marginal effects analysis 
solely reflects the main effect, variable importance also accounts for 
interactions with other risk classes, if they exist. This gives comple
mentary insight into which risk classes are given different weight in the 
three modeling approaches, and whether these differences relate to 
varying main effects or potential interactions. 

4. Results 

4.1. Population descriptives 

The descriptive statistics of the total population, training sample, and 
test sample are given in Table 3. The mean somatic medical expenses of 
the total population were €2239. The percentage of males was 49.5, and 
the median age group was 45–49. 19.6% was classified in a PCG and 
4.5% belonged to multiple PCGs. 10% was classified in a pDCG and 4.5% 
in a sDCG. 3.5% was classified in a CNC class, 2.1% in a DME, 5.9% in an 
MHC, and 26.2% in at least a PCG, pDCG, sDCG, CNC, DME or MHC. The 
mean somatic medical expenses, age and gender distribution, and 
prevalence of classes in the training and test sample were nearly iden
tical to that of the total population. 

4.2. Prediction of actual expenses 

The predictive performance metrics of the OLS, RF and GBM models 
are reported in Table 4. At the individual level, the RF outperforms the 
OLS model with a 1.5 percentage point improvement on the R2, 0.8 

Table 3 
Descriptive statistics of the population.   

Total population 
(N =
17,004,068) 

Training sample 
(N1 =

11,901,755)a 

Test sample 
(N2 =

5,102,313) 

Mean somatic 
medical expenses in 
euros (SD) 

2239 (7823) 2239 (7831) 2242 (7804) 

Male (%) 49.5 49.5 49.5 
Median age group 45–49 45–49 45–49 
Classified in a PCG 

(%) 
19.6 19.7 19.6 

Classified in multiple 
PCGs (%) 

4.5 4.5 4.5 

Classified in a pDCG 
(%) 

10.0 10.0 10.0 

Classified in a sDCG 
(%) 

4.5 4.5 4.5 

Classified in a CNC 
(%) 

3.5 3.5 3.5 

Classified in a DME 
(%) 

2.1 2.1 2.1 

Classified in an MHCb 

(%) 
5.9 5.9 5.9 

Classified in a PCG, 
pDCG, sDCG, CNC, 
DME and/or MHC 
(%) 

26.2 26.2 26.2 

* PCG (pharmaceutical cost groups); pDCG (primary diagnostic cost groups); 
sDCG (secondary diagnostic cost groups); CNC (costs nursing and care); DME 
(durable medical equipment); and MHC (multiple-year high-cost groups). 

a Aggregated to 1,355,008 rows. 
b Any of the MHC classes except the first two that indicate no consecutive high 

costs. 
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percentage point improvement on the CPM, and 32 euros on the MAPE. 
Note that the R2 is weighted towards cases with extremer expenses [see 
Equation (10)]. The larger increase in the R2 compared to the CPM in
dicates a larger improvement in the prediction for cases with higher 
expenses. The GBM shows an improvement of 0.4 percentage points in 
the R2, but a deterioration in the CPM and MAPE. The deterioration of 
the CPM and MAPE means that the predictive performance of the GBM is 
inferior when all cases are weighted equally. Similar to the RF, this also 
indicates an improvement for cases with high expenses. The superiority 
of the RF at the individual level translates into an improvement of 50 
euros on the MAPE measure for all subgroups compared to the OLS 
model. The absolute deviation within all conceivable subgroups in the 
RE model is thus reduced, on average. The GBM performs worse than the 
OLS regression model in this respect. 

Fig. 1 visualizes the net compensation measured by the MER of each 
RE model per decile of the population ordered by actual expenses. This is 
to better understand where improvements occur in the distribution of 
health expenses. The RF outperforms the classic OLS model in all but the 
first two deciles. The GBM reduces the overcompensation for the lowest 
deciles significantly but is outperformed in the middle segment of the 
population. Consistent with the results reported in Table 4, we perceive 
that the prediction for the upper deciles is better for both the RF and 
GBM compared to the classic OLS regression model. 

4.3. Compensation subgroups based on historical expenses 

Fig. 2 reports the MER of all models for subgroups defined using 
expenses in year t-3. As mentioned in Subsection 3.5, the t-3 specifica
tion filters out incidental expenses, and hence portrays structural out
comes better. Fig. 2 shows that OLS undercompensates the top 15% 
segment and overcompensates the other two segments. The RF reduces 

the overcompensation of the broad middle segment of the population 
from 6 euro to 4 euro, but this comes at the expense of a slight deteri
oration in the subgroups comprising the top 15% and lowest 15% of 
expenses. From the individual-level statistics, however, it follows that 
this reallocation of RE compensations among the three subgroups im
proves overall predictive accuracy. 

Fig. 2 also shows that the GBM drastically reduces the MER of the 
subgroup with the lowest 15% of expenses from 110 euro to 4 euro. This 
indicates a significant reduction in the overcompensation of individuals 
with predictably low expenses. This reduction comes at the cost of the 
performance in the middle 70% and, to a lesser extent, the highest 15% 
of year t-3 expenses. The individual-level statistics reveal that this 
reallocation of RE compensations among the three subgroups does not 
plainly improve total predictive performance of the RE model. In fact, 
GBM dominates OLS only in terms of R2. 

4.4. Model interpretation metrics 

Table 5 reports the marginal effects of the ten most important pre
dictors for the classic OLS model, the RF and the GBM. Overall, the 
importance of the predictors is comparable across models, while their 
marginal effects differ. The list of important predictors contains pri
marily cost-related risk classes. All predictors but two (PCG32 and 
pDCG14) present in the ranking of the OLS model are also identified in 
the ranking of the RF or the GBM. 

Moreover, three specific findings emerge from the data. First, MHC8, 
which relates to individuals with three consecutive years of top 0.5% 
expenditure, ranks highest in relative importance in the RF and GBM, 
which suggests that this variable is used in a high number of splits in the 
underlying regression trees. However, the marginal effect (i.e., the main 
effect) is comparable to the OLS model. The higher relative importance 
may in part be explained by interactions with other risk classes that are 
not reflected in the marginal effect. Second, PCG32 and 33, which 
represent two clusters of drugs with extremely high costs, drop in rela
tive importance in the RF and GBM. The estimated marginal effects are 
also considerably lower, explaining in part the lower ranking. Finally, 
sDCGs, which indicate co-morbidity. which effects could be dependent 
on the pDCG assigned, play a relatively larger role in explaining 
expenditure in the RF and GBM than in the OLS model. 

Table 4 
Comparative evaluation of predictive performance of RE models.  

Level Measure OLS model RF GBM 

Individual (n = 5,102,313) R2 (%) 32.0 33.5 32.4  
CPM (%) 31.9 32.7 30.0  
MAPE (€) 1984 1961 2029 

Subgroup (n = 699,237)a MAPE (€) 1121 1071 1317  

a The subgroups are analogous to all possible unique combinations of risk 
classes in the test data. 

Fig. 1. Mean equalization result (MER) of the population deciles ordered by expenses in year t.  
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5. Conclusions 

Improving RE modeling is critical to reducing adverse selection in
centives that may challenge the public goals of essential societal systems 
like health insurance, education, and lower government service provi
sion. Without effective RE mechanisms, these systems risk becoming 
exclusive, leading to disparities in societal equity and market efficiency. 
This study takes the case of regulated health insurance in the 
Netherlands to demonstrate how regulators can advance RE modeling to 
improve the accuracy, and consequently effectiveness of RE policies. In 
that context, our study extends the work of Iommi et al. (2022), McGuire 
et al. (2021) and Van Veen et al. (2017) by employing population-wide 
data representative at the national level. This allows us to fully leverage 
the ability of machine learning to identify unanticipated yet structural 
groups with meaningful deviation in medical expenditure and provide 
an authentic benchmark against an established RE model used in prac
tice. More generally, this paper extends the recent stream of research on 
machine learning applications, particularly, tree-based ensemble 

methods, in economic analysis (Colak et al., 2022; Gu et al., 2023; 
Hughes et al., 2022; Kleinberg et al., 2018). 

We find that machine learning improves predictive power and the 
net compensation of selective groups compared to the Dutch RE model 
based on OLS regression. The RF estimates medical expenditure most 
accurately, as shown by all model fit metrics, with improvements 
particularly for groups with moderate to high actual medical costs. The 
GBM selectively improves prediction for groups with the lowest or 
highest actual costs. Note that the actual costs include, to an extent, 
incidental expenses that are typically not in scope for compensation. The 
subgroup results based on historical expenses (year t-3) are less sensitive 
to incidental expenses and add insight in the mitigation of structural 
adverse selection incentives. The overall better model fit of the RF 
translates into an improvement over the classic OLS model in the net 
compensation of the large midsegment with moderate historical ex
penses, while results in the other subgroups are similar. The GBM 
notably reduces the overcompensation of the subgroup with the lowest 
15% of historical expenses, which concerns enrollees that are especially 

Fig. 2. Mean equalization result (MER) of subgroups based on expenses year t-3.  

Table 5 
Marginal effects of top 10 most important predictors in RF and GBM.   

Predictors 
OLS RF GBM 

Importance ranka,b Marginal effect Importance ranka,b Marginal effectc Importance ranka,b Marginal effectc 

PCG33 1 447,183 4 125,537 4 295,713 
CNC7 2 28,687 3 26,334 2 32,256 
MHC8 3 43,380 1 48,724 1 48,086 
pDCG15 4 51,837 5 49,774 3 72,254 
MHC6 5 8891 6 7174 9 8596 
MHC7 6 17,235 8 15,004 7 15,966 
PCG32 7 193,705 … … … … 
CNC4 8 10,178 10 9809 10 12,004 
pDCG14 9 64,847 … … … … 
PCG29 10 13,182 … … 5 16,487 
PCG0 … … 2 − 1278 … … 
PCG14 … … 7 1741 … … 
sDCG4 … … 9 7660 6 10,075 
sDCG3 … … … … 8 6271 

* PCG (pharmaceutical cost groups); pDCG (primary diagnostic cost groups); sDCG (secondary diagnostic cost groups); CNC (costs nursing and care); DME (durable 
medical equipment); and MHC (multiple-year high-cost groups). 

a Based on std. coefficients in case of the OLS model and based on Friedman’s method in case of the RF and GBM. 
b Ordered by the ranking of the OLS model, followed by the RF and GBM. 
c Can be interpreted similarly to the regression coefficients (i.e., marginal effects) in the classic OLS regression model. 
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prone to risk selection. The GBM could offer opportunities to mitigate 
these incentives, while combining both algorithms may yield the best 
overall results. 

The innovation machine learning algorithms offer over statistical 
models is their capacity to capture complex interaction effects without a 
priori assumptions. Since all explanatory variables concern binary risk 
classes and are kept constant across models, the observed improvements 
can be attributed to interaction effects detected by the RF and GBM, 
which were omitted in the OLS model. For the RF, this implies that 
unforeseen risk factor interactions account for an additional 1.5% of the 
variance in medical expenditure, translating to approximately 571 
million euros across all individuals in the Dutch context (see Table 4). In 
the case of the GBM, the additional 0.4% variance explained still cor
responds to 152 million euros. These improvements suggest that the OLS 
model may be improved considerably by solely introducing new inter
action effects. Delving into the outcomes of the RF and GBM, it is also 
worth noting where they differ. The RF leverages bootstrap aggregation, 
where the estimates of multiple trees trained on different subsets of data 
are combined to come to an overall more robust prediction on unseen 
data (Breiman, 2001a). The GBM instead uses boosting to iteratively 
improve the prediction of each regression tree (Friedman, 2001). This 
can lead to a focus on where residuals are largest and could explain why 
improvements are primarily perceived at the tails of the distribution of 
expenses. 

From a conceptual perspective, we observe that the machine learning 
methods place greater emphasis on the relationship of other risk classes 
to medical expenditure. Notably, the multiple-year high-cost group 
which relates to individuals with three consecutive years of top 0.5% 
expenditure, plays a pivotal role in explaining expenditure in the RF and 
GBM. The estimated main effect is however comparable to the OLS 
model, suggesting that its importance in part stems from interactions 
with other risk classes. Furthermore, it becomes evident that the top 
pharmaceutical cost groups, relating to clusters of drugs with extremely 
high costs, are given less weight in the RF and GBM, and have a 
considerably smaller impact on medical expenditure. Finally, we 
observe that secondary diagnostic cost groups (sDCGs), which were 
introduced to account for co-morbidity, are given more weight in the RF 
and GBM. Despite it being foreseeable that the impact of sDCGs on 
medical expenditure may be dependent on the primary DCG assigned, 
the state-of-the-art OLS model does not allow for interactions between 
sDCGs and pDCGs. In the RF and GBM, the sDCGs are allowed to interact 
with other risk classes, which may explain their importance in these 
models. 

A few considerations must be made regarding this study. Our ana
lyses were performed primarily from the standpoint of the health 
regulator, who wishes to minimize risk selection by private health in
surers (promoting access equity) and to level the playing field among 
insurers (increasing market efficiency). Since RE is executed at the 
population level in the Netherlands, we refrained from modeling ap
proaches that counter this by, e.g., segmenting the data and creating 
separate models per segment. Similarly, this study foregoes opportu
nities to introduce new risk classes or to improve their specification to 
ensure a close comparison to the existing RE model in the Netherlands. 
Note, however, that such approaches could potentially further optimize 
predictive performance, and are hence worth considering in future 
studies (McGuire et al., 2021). Our findings thus primarily relate to in
surance regulators. The extent to which an individual insurer may 
benefit from machine learning will depend on the maturity and quantity 
of their own data. 

Furthermore, an oft-expressed critique of machine learning is that 
the absence of an explicit equation compromises interpretability and can 
hinder implementation in policy context. Here, we present three coun
terarguments. First, the interpretability challenge is not dissimilar to 
that encountered by complex econometric models. For both holds that 
this challenge can be addressed through functional analysis. The inter
pretable machine learning (IML) research community is continuously 

working on addressing issues of interpretability through new methods. 
In this study, we leverage some of these methods to extract important 
main effects from the RF and GBM. For further reference, Chan and 
Mátyás (2022) provide more examples of IML methods to address 
transparency in economic analysis. Second, transparency varies among 
machine learning algorithms, with tree-based methods like RFs excelling 
in this regard. Hence, in policy settings where transparency is important, 
these methods may be one of the more suitable options. The final 
counterargument is specific to RE context, where the lack of an explicit 
equation can also have advantages. For instance, compromising trans
parency could restrict efforts from insurers to ‘game the system’ through 
up-coding and other risk-inflating behaviors (Geruso and Layton, 2020). 

The insights from this study may have several applications for reg
ulators seeking to improve their RE implementation. Our findings relate 
to RE in health insurance markets but could also be relevant for other 
healthcare financing applications, such as risk adjustment of healthcare 
provider payments and regional funds, and for other economic settings 
where RE-like policies are common, such as local services and educa
tion. Common feasibility criteria within RE schemes, which include 
transparency and practicality, suggest using a combination of classic 
statistics and machine learning modeling methods, combining the pros 
of both types of methods – i.e., the higher transparency of classic 
regression and the higher predictive accuracy of machine learning. 
Hence, it is foreseeable that machine learning methods find their 
application as a complement to OLS, rather than as a replacement. Van 
Veen et al. (2017) and McGuire et al. (2021) provide frameworks for 
applying machine learning for the identification of interactions among 
risk adjusters and variable selection. Applying machine learning as a 
complement to existing classic linear regression models could allow 
regulators to leverage the former’s advantages without foregoing 
feasibility criteria of practicality and transparency. 

The superior performance of machine learning over the state-of-the- 
art Dutch RE model also highlights a potential vulnerability that insurers 
could exploit. While our study adheres to common substantive criteria in 
RE, utilizing predefined risk classes and not employing more recent data 
than typically available to regulators, we believe that the machine 
learning models could yield even better results if these constraints were 
relaxed. Notably, insurers are not bound by these criteria and face fewer 
barriers to adopting machine learning for selection strategies. While 
Dutch law prohibits denial of access and premium differentiation for 
basic insurance, insurers still have alternative tools for risk selection. 
These encompass product design, service offerings, and marketing 
strategies, such as selection via supplementary insurance variations, 
targeting specific demographic groups like highly educated individuals, 
and segmenting their insurance products and group arrangements (Van 
de Ven et al., 2017, 2023). 

In conclusion, we find that the studied machine learning methods 
hold promise for regulators to improve RE in domains in society where 
adverse selection reduces access equity and harms market efficiency, 
and therefore recommend them to be embedded into the maintenance of 
regulatory RE models. In consideration of transparency, we advocate for 
the initial use of machine learning to inform conventional classic linear 
regression modeling. To facilitate this, further research is recommended 
on how to best translate parameters in machine learning models to 
existing RE models. Finally, we recognize the potential and increasing 
threat that lies in the use of machine learning for risk selection purposes 
by agents, and therefore urge regulators to invest in further research on 
vulnerabilities of current RE models that may be exposed through the 
application of machine learning. Importantly, adopting machine 
learning for the improvement of RE should help regulators to reduce 
such threats in advance and to identify them when they materialize, 
instead of being reactive. 
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