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A B S T R A C T   

To maintain continuous production, chemical plant operators may ignore faults or handle faults online rather 
than shutting down process systems. However, interaction and interdependence links between components in a 
digitalized process system are substantial. Thus, faults will be propagated to downstream nodes, potentially 
leading to risk accumulation and major accidents. However, limited attention has been paid to this type of risk. 
To model the risk accumulation process, a dynamic risk assessment method is proposed by integrating the 
system-theoretic accident model and process approach (STAMP) and the cascading failure propagation model 
(CFPM). Firstly, STAMP is used to model and analyze the system safety of a process system. Two CFPMs are then 
proposed to measure risk accumulation under two different engineering situations. The proposed method is 
applied to the Chevron Richmond refinery crude unit and its associated upstream process. The results show that 
the proposed approach can effectively quantify the process of risk accumulation. This method can generate a 
real-time dynamic risk profile to support auxiliary decision-making.   

1. Introduction 

With the development of technology in recent years, complex sys-
tems are developed rapidly, and more digital technologies and equip-
ment are employed to ensure system safety and to increase production 
efficiency. However, these kinds of digital systems or equipment may 
increase complex interactions and interdependencies between sub-
systems and components (e.g., technical-human-organizational factors) 
(Sun et al., 2021; Zinetullina et al., 2021). Besides, this type of change 
may lead to new risks and challenges in the process industries. For 
example, once a fault occurs in one (or some) components, due to the 
strong interdependence between components, the fault will be propa-
gated to the downstream nodes with a certain probability, which may 
gradually lead to the failure of the entire system (Wu et al., 2021). 

With the introduction and development of digital technology in the 
process industries, the production process is almost entirely automated. 

The internal components of these systems are usually linked to each 
other. It is well known that when one component of the system fails, a 
cascade failure occurs, which in turn causes other components of the 
system to fail. As a result, the performance of the entire system degrades. 
Faults caused by cyber-attack or components failure (e.g., pump, sensor, 
controller, etc.) in process systems have gradually increased (Zhou et al., 
2021). To enhance system safety, it is necessary to prevent accidents and 
deal with daily faults or disturbances timely to maintain system safety 
and production continuity. However, due to human errors, some faults 
are not undetected by operators or managers in time. For example, the 
failure of critical high-level alarm (LAH-5102) went undetected, which 
led to the fire and explosion accident at BP’s refinery in Texas (CSB, 
2007). Besides, to ensure the continuity of production and avoid pro-
duction losses due to the shutdown of the unit or system, managers 
prefer to deal with faults online rather than use the Stop Work Authority 
(CSB, 2014). Under these two situations, faults may propagate to 
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downstream nodes with a certain probability, leading to faults propa-
gation and accidents eventually (Wu et al., 2021). For example, in the 
accident that took place at the Chevron refinery, workers and managers 
found leaks in the 4-sidecut pipeline (i.e., faults). Before the pipeline 
leak occurred, the maintenance team did not conduct a full inspection of 
the pipeline as recommended. Besides, based on the local inspection 
results, they determined that only a small point leak had occurred in the 
pipeline. Therefore, instead of shutting down the system, they chose to 
deal with the leaks online to avoid production losses. This poor judg-
ment and decision making led to a fire accident eventually, as the fault 
propagation and risk accumulated (CSB, 2014). 

Peer researchers made significant contributions to assess the dy-
namic risk of a process system (Khan et al., 2020; Zhang et al., 2018; 
Ding et al., 2020; Hu et al., 2010; Zhu et al., 2021; Zhao et al., 2020; He 
et al., 2018). Because BN can handle uncertain information and its 
flexible modeling method, it is widely used in the field of risk assess-
ment. Tong et al. (2020) proposed a method based on Dynamic Bayesian 
network (DBN) to measure the resilience of process systems. Zinetullina 
et al. (2021) integrated Functional Resonance Analysis Method (FRAM) 
and DBN to assess the resilience of process systems. Khakzad (2015) 
proposed a methodology based on DBN to model both the spatial and 
temporal evolutions of domino effects and quantify the most probable 
sequence of accidents in a potential domino effect. Khakzad et al. (2015) 
used an event tree to investigate the dynamic evolution of fire protection 
systems and developed a DBN to assess the temporal changes and in-
fluence on domino effects. Cai et al. (2018) used DBN to consider the 
performance and time-related properties to measure the resilience of 
engineering systems. Guo et al. (2021) proposed a novel fuzzy dynamic 
Bayesian network (FDBN) to enhance the ability of dynamic risk 
assessment (DRA) methods to quantify uncertainties caused by incorrect 
or insufficient data. Although the works described above show the sig-
nificant contributions on dynamic risk assessment of process system, 
little attention has been paid to how to model the system systematically 
and how to assess the risk accumulation process considering two 
different engineering situations (i.e., fault is not processed, and fault is 
processed online) considering the digital age context. For digitalized 
process systems, interaction and interdependence of components and 
information feedback are essential factors to ensure system safety. They 
form a closed-loop within a process system. Bayesian network (BN) 
cannot model this closed-loop network because it is a directed acyclic 
network. In other words, BN cannot be employed to model complex or 
digital systems because it cannot take into account the interaction be-
tween components and the impact of information feedback on the 
system. 

System-theoretic accident model and process (STAMP) can be a po-
tential solution. It views safety as a control problem. Safety is managed 
by a control structure embedded in an adaptive socio-technical system 
(Leveson, 2004). In STAMP, the safety goal is to impose safety con-
straints on the system to sustain it in a normal state. STAMP has been 
proven to be a useful way to analyze safety in a highly complex system, 
particularly a process system, and is widely used in various fields 
(Altabbakh et al., 2014; Woolley et al., 2020; Yousefi and Hernandez, 
2020; Zhang et al., 2021; Fu et al., 2020; Ouyang et al., 2010; Abdul-
khaleq et al., 2015; Sultana et al., 2019; Goncalves Filho et al., 2019; 
Stanton et al., 2019; Castilho et al., 2018). Systematically modeling a 
system is the basis for accurate risk assessment. If the system cannot be 
accurately modeled, the risk assessment result cannot represent the 
actual risk of the system. The STAMP-based dynamic risk assessment 
model can more rigorously analyze the nonlinear interdependence, 
interaction, and feedback between complex technical-human- 
organizational factors and better reflect the real-world situation of a 
process system. 

A quantitative method is proposed in this paper to model the process 
of risk accumulation, which consists of two cascading failure propaga-
tion models (CFPM). Cascading failure refers to when a node of the 
system fails, and the fault may propagate to downstream nodes and 

cause them to fail. Most studies about cascading failure focus on the 
power system, industrial internet platform, critical infrastructure net-
works (Yang et al., 2021; Li et al., 2020; Duan et al., 2018). Two novel 
CFPMs and the mechanism of failure propagation under two different 
engineering situations (i.e., fault is ignored, and fault is processed on-
line) are proposed and described in this paper to assess the process of 
risk accumulation. It can help workers and managers to determine when 
the unit or system should be shut down to prevent accidents. 

The present study aims to develop a dynamic quantitative risk 
assessment method for chemical process systems considering the process 
of risk accumulation caused by digital technologies and equipment 
based on system theory and CFPM. Firstly, STAMP is used to model the 
system systematically to develop a network model. After this, two 
CFPMs are proposed to assess the risk accumulation of the system under 
two different engineering situations. To the best of the authors’ 
knowledge, it is the first time to integrate STAMP and CFPM to assess the 
risk accumulation of a chemical process system. 

The remaining parts of this paper are organized as follows. The 
preliminaries are presented in Section 2. A brief description of the 
proposed method, including STAMP modelling, the categories of real 
engineering situations, the process and mechanism of risk accumulation, 
and how to assess the dynamic risk of the system, is shown in Section 3. 
The case study is presented in Section 4. The comparison with DBN and 
the determination of the shutdown time are discussed in Section 5. 
Finally, conclusions are drawn in Section 6. 

2. Preliminaries 

2.1. The influence of digital technology in the process industries 

Digitalization is defined as the integration of digital technologies in 
process operations for greater efficiency and increased product quality 
(Khan et al., 2021). Digitization often means integrating information 
such as human judgment and decisions, empirical data, and detector 
data to help systems operate safely, improve efficiency and productivity, 
and respond flexibly to change. A production process within the process 
industry is a complex system with multiple constraints, multiple goals, 
and a complex hierarchical structure. It integrates information flow, 
material flow, and energy flow. With complex physical and chemical 
reactions, there are significant mutations and uncertainties. Due to the 
hazardous nature of these processes, high safety and reliability re-
quirements are in place for the process industry. 

The benefits of digital technology are reflected by:  

(1) The generation of digital operational data and;  
(2) The use of software-based automation to replace manual process 

operations. Thus, data can be automatically collected for effective 
process monitoring to ensure system safety (Khan et al., 2021). 

However, digital technology has brought some safety issues while 
improving the production efficiency of process systems, which are 

Fig. 1. Interdependence of nodes in a process system.  
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described as following: 

(1) The use of automation increases the interdependencies and in-
teractions of components in a process system. This makes the 
process system more complex. A closed-loop may form. Fig. 1 
gives an example of such a closed-loop. This type of network 
brings difficulties to traditional risk analysis methods. When a 
node fails, the fault will propagate to downstream nodes with 
some probability. Since the network is a closed-loop network, the 
fault may propagate to every node in the system and cause system 
failure, increasing system risk.  

(2) Digitization brings with it the opportunity to generate and collect 
digital operational data, reducing human manipulation and 
enabling effective process monitoring and control to ensure 
safety. At the same time, digitization increases the complexity of 
human–computer interaction, which brings new research and 
practical problems (Pasman et al., 2022). For example, when the 
detector is faulty, the wrong information will feedback and affect 
human operation and judgment, resulting in the fault constantly 
propagating to neighboring nodes, which may eventually lead to 
accidents. Once the equipment or instruments fail, the fault will 
propagate to workers, leading to wrong reading or decision. For 
example, suppose the liquid level gauge of a tank fails. In that 
case, it may lead to erroneous reading, which may cause an 
incorrect decision and operation, and consequently, an overflow 
accident may occur. A well-known example is the Buncefield oil 
storage station accident that occurred on December 11, 2005. The 
main reason for the overfilling of gasoline tanks was the failure of 
the automatic tank metering system (Paltrinieri et al., 2012). 
More examples are shown in Section 2.2. 

Due to the increasing complexity of the digital system, the compo-
nents are interrelated and affect each other. Once one or some compo-
nents fail, the system will be seriously affected. As a result, digital 
systems are more attractive to cyberattacks and deliberate attacks and 
vulnerable to component failure (Zhou et al., 2021; Varadharajan and 

Bajpai, 2023). Therefore, detecting and dealing with faults promptly, 
understanding the fault propagation mechanism, and cutting off the 
fault propagation path is essential to prevent catastrophic accidents in 
any digitalized process system. 

2.2. Review of past accidents 

On March 23, 2005, a severe fire and explosion occurred in the 
isomerization unit of BP’s refinery in Texas, USA. Before the accident, 
the operator directly turned on the pump to send combustible materials 
into the fractionation tower without following the procedures to check 
the meter of the tower. The operator did not correctly read the liquid 
level data, and the critical high-level alarm (LAH-5102) also failed. 
Under these circumstances, the operator continued to feed the tower 
with the material until the high liquid level alarm (LT-5100) of the 
liquid level indicator sounded an alarm when the tower was full, and the 
material in the tower overflowed into pipelines at the top of the tower. 
When the pipelines at the top of the tower were filled with liquid, the 
pressure at the inlet of the top condenser rapidly rose from 144.69 kPa to 
440.96 kPa, and the three top relief valves were opened to discharge the 
material into the blowdown drum and the chimney. The blowdown 
drum and the chimney overflowed one after another, and a large amount 
of liquid gushed out from the top of the chimney like a fountain. These 
volatile liquids formed a combustible gas cloud when they reach the 
ground. The spreading vapor cloud was ignited by a truck that had not 
stalled, and the flame spread rapidly, followed by a series of explosions 
in the installation area. The accident resulted in 15 deaths and 170 in-
juries. The specific accident investigation can be seen in CSB (2007). 

On Sunday, December 11, 2005, a Vapour Cloud Explosion accident 
happened at Buncefield oil storage depot in the UK. The main event of 
this accident is overfilling of tank 912. In the early morning of December 
11, 2005, the automatic tank gauging (ATG) system fitted on the tank 
stuck, indicating that the tank was 2/3 full level. Besides, the safety 
system to prevent oil spills (Independent High-Level Switch) had been 
inadvertently turned off after a test. Thus, the tank was overfilled. 
Approximately 300 tons of gasoline were released from the tank, and 10 

Fig. 2. The cases of accident in chemical process system.  
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% of it was converted into vapor mixed with cold air. Under windless 
conditions, its concentration was sufficient to support combustion 
(Paltrinieri et al., 2012; HSE, 2008; HSE, 2011). 

On November 28, 2018, a major deflagration accident occurred in 
China National Chemical Corporation Shenghua Chemical Company, 
Zhangjiakou City, Hebei Province (Department of Emergency Manage-
ment of Hebei Province, 2019). The direct cause of the accident was that 
the #1 vinyl chloride gasometer in the PVC workshop of Shenghua 
Chemical Company was not overhauled according to regulations for a 
long time. Before the accident, the vinyl chloride gasometer was stuck, 
tilted, and leaked, and the compressor inlet pressure was reduced. Due 
to negligence, the gasometer was not found to be stuck, and the 
compressor return was increased as in normal operation. The amount of 
gas entering the gas tank was increased. The vinyl chloride broke 
through the annular water seal, causing a leakage accident and 
spreading outside the plant area. After encountering an ignition source, 
deflagration occurred. The accident caused 24 deaths and 21 injuries. 

More accidents can be seen in Fig. 2, e.g., explosion accident in 
Flixborough (Mannan et al., 2012), Seveso accident (Hay, 1977), Bhopal 
accident (Mannan et al., 2005), Piper Alpha accident (Mannan, 2005), 
etc. According to these accident investigations, it can be seen that even 
though various safety methods are used to ensure system safety, failures 
cannot be completely eliminated. In the Chevron refinery accident, 
workers found the precursor or events of the accident, the managers and 
operators still chose online maintenance rather than shut down the unit 
(CSB, 2014). The results of accident investigations proved that the risk 
accumulates over time until an accident occurs. Therefore, it is mean-
ingful to assess the risk accumulation process to prevent accidents and 
provide support for decision-making. In addition, the real-time dynamic 
risk profile can help the operator to determine when maintenance 
measures should be taken or when the unit needs to be shut down. 

2.3. Two engineering situations of fault propagation in process system  

(1) Faults are not processed 

Fault is a state in which a system or component cannot perform a 
specified function, such as equipment fault, instrument fault, human 
error, etc. In other words, fault refers to the fault of some components in 
the system and leads to the deterioration of the function of the entire 
system. When a fault occurs in the system, it will affect the function of a 
component. Due to the characteristics of the complex system (i.e., 
closed-loop system), the downstream node will be affected by the failure 

of upstream component over time. Thus, the system function state will 
be reduced over time. In the real-world production process, faults are 
often ignored due to technical or human factors. Intentional negligence 
includes equipment or workers that have discovered and reported faults, 
but managers believed that the faults would not impact the system and 
thus chose to ignore them. It is also possible that workers noticed the 
faults but did not deliberately report back to the manager or take action 
because they thought it was not necessary. Unintentional negligence 
includes failure to feedback faults to the control system in time due to 
equipment failure (e.g., the sensor fails), failure to detect faults in time 
(due to negligence of the operator), lack of experience or knowledge of 
the operator, and failure to handle faults in time due to unattended 
control in the control room. 

These failures and negligence will lead to faults that will not be 
handled in time, which will lead to the faults propagating downstream. 
Since no maintenance actions are taken, the risk of the system will 
gradually accumulate as the fault propagation, which may eventually 
lead to accidents. In this case, the specific process and mechanism of 
fault propagation can be seen in Fig. 6 in Section 3.2.1.  

(2) Faults are processed online (i.e., without shutting down the 
system) 

Due to the high daily production volume of the process system, to 
avoid economic losses caused by the shut-down of a system or a unit, 
workers and managers tend to choose online processing when they find 
faults. In other words, workers and managers are unwilling to use the 
Stop Work Authority (CSB, 2014). Even if maintenance measures are 
taken in time, the faults may propagate to downstream nodes because 
the unit or system is not shut down. This probability of fault propagation 
depends on the maintenance coefficient M described in Section 3.2.2. 
The mechanism and process of fault propagation under this engineering 
condition are shown in Fig. 7 in Section 3.2.2. 

To measure the risk accumulation of these two different engineering 
conditions, the system is modeled as a discrete dynamical system, which 
can be used to determine a series of time-varying sequences of system 
states (Wu et al., 2021). For example, the fault occurs at node 1 at time t, 
and it will propagate to downstream nodes at the next time (i.e., t + 1). 
The schematic diagram of fault propagation and risk accumulation is 
shown in Fig. 3, and the specific process and mechanism are discussed in 
Section 3.2. 

Fig. 3. The process of fault propagation and risk accumulation.  
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3. The proposed methodology 

The methodology developed in this section serves to assess risk 
accumulation when a fault is ignored or processed online, and includes 
two main parts, namely, modeling the system using the STAMP 
approach and measuring the process of risk accumulation based on a 
cascading failure model. Firstly, the safety constraints, control loops, 
process model, and control structure should be identified to model the 
system. Afterwards, the parametric modeling and the risk accumulation 
formula should be determined to assess the process of risk accumulation. 
The following section describes the main steps of the proposed method. 
The specific process is shown in Fig. 4. 

3.1. STAMP modeling 

Technology is moving forward, and process systems are increasingly 
becoming automated, interdependent, and complex. The role of human 
beings in the system is changing, so we should start from the perspective 
of the system to deal with safety from component reliability to system 
thinking. 

STAMP views complex systems as combinations of interdependent 
subsystems and components, keeping a dynamic equilibrium state 

through information feedback loops and control (Leveson, 2004). Safety 
is regarded as an emergent system property by STAMP. The unwanted 
interactions between components and subsystems, which violate the 
safety constraints of a system, are the leading causes of accidents (Sul-
tana et al., 2019). Three main concepts consist of STAMP: safety con-
straints, control loops, process models, and control structure (Yousefi 
and Hernandez, 2020).  

(1) In STAMP, system safety is regarded as a control problem. Safety 
constraints are essential for a system to ensure it operates within 
a safe range. The occurrence of major accidents is due to 
component failure or human error and the ineffective imple-
mentation of safety constraints of the system. In other words, 
accidents occur when there are no safety constraints or the safety 
constraints fail to control the hazards. There are four different 
types of unsafe ’safety constraints’ or control actions (UCAs) 
defined by STPA as following (Leveson, 2004): i) control actions 
required for safety are not provided, ii) unsafe control actions 
occur, iii) potential control actions are provided at the wrong 
time (too early, too late, or in the wrong order), and iv) the 
demanded control actions are stopped too soon or applied too 
long. 

Fig. 4. The proposed methodology for assessing the system resilience.  
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(2) Control loops are vital parts of system safety. The control actions 
and information feedback in the control loops are critical to 
ensure system safety. There are five main components in control 
loops: controller, process model, actuator, controlled process, 
and sensor. The role of the process model is to determine the 
control actions according to the information feedback from sen-
sors to ensure system safety. The typical control loop is shown in 
Fig. 5.  

(3) Control loops exist in every level of control structure. In system 
theory, the system is regarded as a hierarchical structure. In the 
control structure, upper-level components control lower-level 
components through safety constraints or control actions (Leve-
son, 2004). In the light of the control structure, the roles and 
responsibilities of each element of STAMP can be determined. It 
helps engineers identify potential hazards and interactions be-
tween subsystems and components systematically. 

3.2. Quantification of the risk accumulation process 

STAMP is an effective method to model the system. However, it can 
only analyze the system safety qualitatively. Therefore, a quantitative 
approach should be proposed to calculate the process of risk accumu-
lation to identify when the unit or system should be shut down to pre-
vent an accident. The following sub-sections describe the quantitative 
models developed for two general operational scenarios of a process 
system. 

3.2.1. CFPM when fault is not processed (without maintenance) 
The state of the system often fluctuates during the production pro-

cess. Sometimes, due to managers or workers believing that some faults 
will not affect the system, faults are ignored. However, small faults will 
gradually transmit downstream, and the risks accumulate over time, 
which may eventually cause accidents. To measure this kind of risk, a 
quantitative method is proposed based on a cascading failure model. 

We define that failure probability of node i is between 0 and 1, and 
0 indicates the node is at a normal state and 1 means the node is down. 
The failures propagation has some time lags in a process system. Thus, in 
the model, nodes affect their downstream nodes with some time delays 
and probabilities when the nodes fail or are attacked by a human or 
hacker (cyber-attack) (Jing et al., 2019). Therefore, we model a system 
as a discrete dynamical system, which can be used to determine a series 
of time-varying sequences of system states (Wu et al., 2021). Fig. 6 
provides an example. Node i fails at time t, and at the next moment (t +
1) the failure will propagate to node j. The rest propagates in the same 
manner. It is worth noting that node j will transmit failure to down-
stream node k at time t + 2. At the same time, it will be affected by itself. 

Due to the disruption at node i, the failure probability of node i is 
assumed as 1. The probability of failure propagation depends on the 
weight of the directed edge (i.e., the conditional probability P(j|i) in 
Fig. 4). Therefore, the failure probability of node j at time t + 1 is: 

Pj(t + 1) = Pi(t) × P(j|i) (1)  

where Pi(t) indicates the failure probability of node i at time t, P(j|i) 
presents the conditional probability of node i failing causing node j to 
fail. We assume that the conditional probability P(j|i) does not change 
over time in this paper. 

At time t + 2, node j is not only affected by upstream node i, but also 
affected by. 

its own state degradation. At this time, the failure probability of node 
j at time t + 2 can be expressed as Eq. (2), and the rest can be calculated 
in the same manner. 

Pj(t + 2) = Pj(t + 1) × Pj(Ft+2|Ft+1)+ [1 − Pj(t + 1)] × Pj(Ft+2|St+1) (2)  

where Pj(Ft+2|Ft+1) represents the conditional probability that node j 
fails at time t + 2 when it fails at time t + 1；Pj(Ft+2|St+1) indicates the 
probability of node j failing at time t + 2 if it does not fail at time t + 1. 

Duo to maintenance measures are not conducted in this practical 
condition, the Pj(Ft+2|Ft+1) eques to 1. Therefore, Eq. (2) can be repre-
sented by Eq. (3): 

Pj(t + 2) = Pj(t + 1)+ [1 − Pj(t + 1)] × Pj(Ft+2|St+1) (3)  

Therefore, we can conclude that the failure probability of node j when it 
is affected by node i at time tx (tx ≥ 2) is: 

Pj(tx) = Pj(tx − 1)+ [1 − Pj(tx − 1)] × Pj(Ftx |Stx − 1) (4)  

When the node j is jointly affected by two or more nodes. If the failure of 
any of these nodes will cause the state change of node j, it is said that 
these upstream nodes form a logical OR gate relationship with node j. 
The failure probability can be calculated by Eq. (5) (adapted from Wu 
et al., 2021). 

Fig. 5. Basic control loop of STAMP (Leveson, 2004).  

Fig. 6. The mechanism of risk accumulation when fault is ignored.  
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Pj(tx) = 1 −

[
∏n

u=1
(1 − Pu(tx − 1) × P(j|u))

]

× [1 − Pj(Ftx |Stx − 1)] (5)  

where u denotes a node that affects node j, n is the number of nodes that 
affected node j. Note that node j can be regarded as a failed node when 
Pj(tx) = 1. 

It is worth noting that there is another situation, that is, when two 
nodes both fail at the same time, it will affect the downstream nodes, 
similar to the AND gate in the fault tree. For example, when feeding 
materials to the reactor, if the primary pump fails, the standby pump can 
be switched to maintain the normal operation of the system. However, 
when the two pumps fail at the same time, it will affect the system. In 
this case, Eq. (5) can be changed to Eq. (6) (adapted from Wu et al., 
2021): 

Pj(tx) = Pj(Ftx |Stx − 1)+

[
∏n

u=1
(Pu(tx − 1) × P(j|u))

]

× [1 − Pj(Ftx |Stx − 1)] (6)  

According to Eq. (4), Eq. (5) and Eq. (6), the failure probability of all 
nodes at a discrete time can be measured. On this basis, the change of 
system state caused by fault propagation can be determined by Eq. (7). 

RS(t) = 1 -
∑m

a=1fa⋅Pa(t)
∑m

a=1fa
(7)  

where Rs indicates the remaining performance of the system, m is the 
number of nodes in the system, t represents the discrete time, which 
satisfies 0 ≤ t ≤ tf, tf is the failure time of the system, fa indicates the 
weight of node a, which can be determined by Eq. (8). 

fa =
da

m
(8)  

where da represents the number of nodes connected to node a, m is the 
number of nodes in the system. It is worth noting that the more 
important the node, the greater the impact of its state on the system. 

3.2.2. CFPM when fault is processed online 
The previous section describes one of the practical engineering sit-

uations of a process system. However, there is another engineering sit-
uation. The accident investigation reports found that to avoid 
production losses caused by closing the unit, workers or managers are 
sometimes unwilling to shut down the unit (WSB, 2014). To measure 
this kind of risk accumulation process, another quantitative approach is 
proposed. The specific process of fault propagation in this situation can 
be seen in Fig. 7. 

The process of fault propagation is the same as the previous one, 
which is described in section 3.2.1. Due to managers or workers deciding 
to maintain the abnormal nodes without shutting down the system, 
these kinds of nodes will recover the lost state with a certain probability. 
Therefore, the failure probability of node j at time t + 2 can be expressed 
as Eq. (9). 

Pj(t + 2) = Pj(t + 1) × Pj(Ft+2|Ft+1)+ [1 − Pj(t + 1)] × Pj(Ft+2|St+1) (9)  

where Pj(Ft+2|Ft+1) represents the conditional probability that node j 
fails at time t + 2 when it fails at time t + 1；Pj(Ft+2|St+1) indicates the 

Fig. 7. The mechanism of risk accumulation when a fault is processed online.  

Fig. 8. Schematic diagram of the Chevron Richmond refinery crude unit.  
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probability of node j failing at time t + 2 if it does not fail at time t + 1. 
Note that Pj(t + 2) may be less than 0 in this case. Therefore, we 

define that when Pj(t + 2) is equal to 0, node j can be regarded as a 
normal state, and its failure probability is 0. 

The failure probability of node j when it is affected by node i at time 
tx (tx ≥ 2) is: 

Pj(tx) = Pj(tx − 1) × Pj(Ftx |Ftx − 1)+ [1 − Pj(tx − 1)] × Pj(Ftx |Stx − 1) (10)  

When the node j is jointly affected by two or more nodes, its failure 
probability can be described as Eq. (11). 

Pj(tx) = Pj(Ftx |Ftx − 1)+
∏n

u=1
(1 − Pu(tx − 1) × P(j|u)) × [Pj(Ftx |Stx − 1)

− Pj(Ftx |Ftx − 1)] (11) 

When two nodes both fail at the same time, it will affect the down-
stream nodes. Similar to the AND gate in the fault tree. In this case, Eq. 
(11) can be changed to Eq. (12): 

Pj(tx) = Pj(Ftx |Stx − 1)+

[
∏n

u=1
(Pu(tx − 1) × P(j|u))

]

× [Pj(Ftx |Ftx − 1)

− Pj(Ftx |Stx − 1)] (12) 

According to the Eq. (10), Eq. (11) and Eq. (12), the failure proba-
bility of each node in the system can be quantified. The remaining 
performance of the system at each time point can be calculated by Eq. 
(7). Therefore, the process of fault propagation can be measured. 

4. Case study 

4.1. Descriptions of the case 

On August 6, 2012, a disastrous fire accident which was caused by a 
pipe rupture in a crude distillation unit in the “Chevron Richmond re-
finery” occurred. The accident originated from one of many process 
streams called the “4-side cut” leaving the Richmond refinery’s C- 1100 
Crude unit atmospheric column (Adedigba et al., 2018), which caused 
flammable light oil released at the rate of 10,800 barrels per day (CSB, 
2014). The crude oil stored in the crude tankage was pumped to a pri-
mary heat exchanger for heating. The salt content of crude oil can cause 
great and harmful effects on the processing of crude oil, thus, the 
desalter is used to remove corrosive salts, solids and water. Then the 
volatile light hydrocarbons were removed through the flashdrum. Af-
terwards, the materials were pumped to the secondary heat exchanger 
and the furnace for heating. Finally, the oil is pre-heated and enters the 
C-1100 Crude Unit Atmospheric Column (Crude Column) at approxi-
mately 675 degrees Fahrenheit (◦F). Details about the Richmond re-
finery accident can be found in the CSB investigation report (CSB, 2014). 
The process of the Chevron Richmond refinery crude unit and its asso-
ciated upstream process is used to illustrate the proposed methodology, 
as shown in Fig. 8. 

4.2. STAMP modeling for Richmond refinery crude unit 

The process of the Chevron Richmond refinery crude unit and its 
associated upstream process is a typical complex system. It is essential to 
analyze system safety within a system context to prevent system failure 
and acquire a comprehensive understanding of the role of the compo-
nents, its interactions, and its interdependencies. Before assessing the 
process of risk accumulation of the system, it is necessary to model the 
system. In this case, STPA is used to identify system hazards, and STAMP 
is used to model the system. 

Identifying system boundaries is the first step to model the system. 
The process of the Chevron Richmond refinery crude unit and its asso-
ciated upstream process is selected as the boundary of the system, which 
is shown in Fig. 8. The analysis aims to understand better the mechanism 

and model of the process of risk accumulation. 
Before developing the system control structure, the first task is to 

determine the various equipment and their roles in the system. The main 
equipment of the above-mentioned process include pump, primary heat 
exchanger, desalter, flashdrum, secondary heat exchanger, furnace, and 
crude distillation tower. The controllers include site operators, in-
dicators, alarms, and controllers for main variables (e.g., flow rate, 
temperature, pressure, level). The main task of controllers is to keep the 
variables in the process within the set value or certain range to ensure 
system safety. The specific equipment and their roles are shown in 
Table 1. According to the STPA and STAMP method, the control struc-
ture of the system is shown in Fig. 9. 

Fig. 9 shows the control structure of the system, where the down 
arrows indicate control actions for applying safety constraints to the 
downstream nodes, and the down dashed arrows represent control ac-
tions from site operators applying safety constraints to the downstream 
nodes. Besides, the up dashed arrows represent feedback, which pro-
vides information on how the parameters in the system change over time 
and how effectively the control actions are performed. 

The control relationships between components are shown in Fig. 9. 
However, the interactions and interdependencies between system 
equipment (e.g., pump, heat exchanger, desalter, flashdrum, etc.) are 
not well expressed. Due to the mutual influence between the equipment 
in the process system, the states of the upstream equipment in the system 
will affect the states of the downstream equipment. For example, when 
the desalter fails, it will affect the state of the flashdrum with a certain 
probability. Therefore, there are mutual influence relationships between 
the equipment of the system. The specific influences between equipment 
(i.e., node 6 to 13) of the system are discussed in section 4.3. 

The operation and process parameters must be controlled and 
maintained within a safe range to ensure system safety. Besides, the 
potential unsafe control actions (UCAs) should be identified to prevent 
accidents. According to the system, all nodes (e.g., corporate, plant 
managers, controllers, actuators, and sensors) and their interactions 
should be considered. The UCAs can be divided into four categories, 
which have been discussed in Section 3.1 (Leveson, 2004). The specific 
UCAs, their causes, and safety constraints are shown in Table 2. 

4.3. Quantification of the risk accumulation process 

According to the STAMP model developed in Section 4.2 (i.e., Fig. 9), 
the network of the system can be extracted as Fig. 10. It is worth noting 
that a red arrow is added based on the STAMP model to represent the 
interdependence of equipment and to show the influence of upstream 
equipment on downstream equipment, which means that when the 

Table 1 
The facilities’ roles of the Richmond refinery crude unit system.  

Facility Roles 

Pump Pumps the crude oil in oil tank to primary heat exchanger 
Primary heat 

exchanger 
Preheat the crude oil and send it to the desalter 

Desalter Removes corrosive salts, solids and water in crude oil 
Flashdrum Removes the volatile light hydrocarbons in crude oil 
Secondary heat 

exchanger 
Preheat the crude oil and send it to the furnace 

Furnace The crude oil is heated to a specific temperature 
Distillation tower The crude column separates through distillation various 

hydrocarbon component mixtures in the crude feed, creating 
multiple streams coming off the column with different 
boiling points. 

Indicators Displays variables in the system or device (local and at 
control room) 

Alarms Requires emergency action by an operator (site operator or 
control room operator) to reduce or shutdown inflow, 
control the temperature and pressure 

Controllers Reduces or controls flow rate, temperature, pressure by the 
automatic controller (DCS or SIS)  
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upstream equipment fails, it may lead to a state change of downstream 
equipment with a specific probability. 

According to Eq. (8) and Fig. 10, the parameters of the fault propa-
gation process are determined and shown in Table 3. Specifically, node 
degree is represented by the number of nodes connected to the node. The 
fa indicates weight of the node, which can be determined by Eq. (8). Due 
to the engineering situations being divided into two categories, the 
processes of risk accumulation are analyzed in two parts, which are 
discussed in Section 4.3.1 and Section 4.3.2. 

4.3.1. CFPM when fault is not processed (without maintenance) 
Sometimes, due to the intentional or unintentional negligence of 

managers and operators, the fault is ignored, which may lead to the fault 
propagating to downstream nodes. Subsequently, the fault can be 
propagated to all nodes of system, because STAMP is a closed-loop 
model. Faults are not processed, which means that no maintenance 
measure is taken to stop or mitigate this type of propagation. The system 
state will be reduced over time, and the system risk will be increased. In 
this case, we assume that the fault occurs at node 3. A non-dimensional 
time interval is used to demonstrate the proposed method, and time 
units do not refer to a specific problem set-up but serve as proof of 
concept. 

Due to the interaction between components in the system, a node 
may be affected by two or more nodes. For example, in Fig. 10, node 3 is 
not only affected by node 2 but also by node 4, node 5, and node 15 
(information feedback), which means that the child node of a node in the 
STAMP model may also be the parent node of the node (cyclic rein-
forcement). This illustrates the complex interaction and interdepen-
dence between nodes of the system. In other words, the proposed 

method not only considers the interaction between components but also 
considers the influence of information feedback on components. 
Therefore, the proposed mothed can accurately model complex systems 
and accurately calculate the risk accumulation process. This is the dif-
ference between the proposed method in this paper and other traditional 
methods, and it is also the advantage of the proposed method. 

In the light of the proposed CFPM, when a fault is ignored in Section 
3.2.1, the states of all nodes are determined by Eq. (4), Eq. (5), and Eq. 
(6). According to Eq. (7) and Table 3, the processes of fault propagation 
at different time are shown in Fig. 11. 

It can be seen from Fig. 11 that, due to a fault is ignored (i.e., without 
maintenance), it is propagated to downstream nodes, leading to the 
system performance decreases rapidly over time. It is worth noting that 
when a fault propagates to the downstream node, the feedback from the 
downstream nodes will affect its upstream nodes and increase the failure 
probability of nodes. This is a vicious circle and exacerbates the process 
of fault propagation because STAMP is a closed-loop model. For 
example, a fault occurs on node 3 at time t, the fault will be propagated 
to node 4 and node 5 at t + 1. At time t + 2, fault will be propagated from 
nodes 4 and 5 to downstream nodes (i.e., 6, 7, 8, etc.), and nodes 4 and 5 
will be affected by themselves at the same time. Besides, the error 
feedback of node 15 will affect node 5 at time t + 5, and the rest can be 
done in the same manner. Therefore, the system risk may reach a high 
value in a short time. 

Note that the engineering meaning of this method is to provide a 
dynamic system performance profile, and the time to shut down the 
system can be determined according to the minimum acceptable 
remaining performance (MARP) of the system to prevent accidents. For 
example, if the MARP is 0.50, the system must be repaired before t + 2 to 

Fig. 9. Control structure of the Richmond refinery crude unit system.  
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help the system recover the performance. 

4.3.2. CFPM when fault is processed online 
Repair measures can reduce the speed and degree of fault propaga-

tion. However, “repair” is a process that needs some time to carry out. In 

this period, a fault will be propagated to downstream nodes with a low 
probability. Consequently, the fault can be propagated to all nodes of the 
system because STAMP is a type of closed-loop model. Finally, the sys-
tem state will be restored to the normal state with repair online. Due to 
the limitations of space, ten time intervals are used to illustrate the 
proposed method. 

According to the proposed CFPM, when a fault is processed online in 
Section 3.2.2, the states of all nodes in the system are calculated by Eq. 
(10), Eq. (11) and Eq. (12). The process of fault propagation is deter-
mined in Eq. (7), and the results are shown in Fig. 12. 

It can be seen from Fig. 12, although the fault is processed online (i. 
e., external repair), the fault is propagated to downstream nodes, which 
leads to the system risk increasing at the first time. Then, the system 
performance reaches the minimum value (0.63) at time t + 2. After-
wards, as the maintenance continues, the state of nodes in the system 
begins to recover. The speed of recovery depends on the degree of repair. 

Note that the engineering meaning of this model is to provide a 
dynamic performance profile under the situation of repair online. Be-
sides, it can help operators determine when to repair the system ac-
cording to a pre-defined the minimum acceptable remaining 
performance (MARP) of the system to ensure system safety. It can also 
avoid the unnecessary shutdown of system to ensure the continuous 

Table 2 
The UCAs for Richmond refinery crude unit system.  

Category UCAs Causal factors Safety 
constraints 

Control 
action is 
not 
provided 

Sign of the high 
pressure in the 
system is not 
detected 

Pressure indicator 
and alarm fail 

Inspection and 
maintenance 

Sign of the high 
temperature in the 
system is not 
detected 

Temperature 
indicator and alarm 
fail 

Inspection and 
maintenance 

Sign of the high/ low 
flow rate in the 
system is not 
detected 

Flow rate indicator 
and alarm fail 

Inspection and 
maintenance 

Failure of system 
equipment is not 
detected 

Operators lack of 
skill and experience 

Safety training 

Control 
action is 
unsafe 

The detected 
pressure in the 
system is wrong 

Pressure indicators 
fail, or operators 
misread pressure 

Inspection and 
maintenance, 
training  

The detected 
temperature in the 
system is wrong 

Pressure indicators 
fail, or operators 
misread the 
temperature 

Inspection and 
maintenance, 
training 

The detected flow 
rate in the system is 
wrong 

Flow rate indicators 
fail, or operators 
misread flow rate 

Inspection and 
maintenance, 
training 

Control 
action 
occurs too 
early or too 
late 

Operators do not 
take action in time 

Operators lack of 
skill and experience 

Safety training 

The command from 
the control room is 
too early or too late 

Operators in control 
room lack skill and 
experience 

Safety training 

Control 
action is 
stopped too 
soon or 
applied too 
long 

The control actions 
of the pump or heat 
exchanger are 
stopped too soon or 
too long. 

Operators at control 
room lack of skill 
and experience; 
Operators lack of 
skill and experience; 
DCS or SIS fails 

Safety training; 
Inspection and 
maintenance  

Fig. 10. Network diagram extracted from Fig. 8.  

Table 3 
The parameters of fault propagation for Richmond refinery crude unit system.  

Node Degree fa    

1 1  0.067    
2 2  0.133    
3 4  0.267    
4 9  0.600    
5 10  0.667    
6 4  0.267    
7 5  0.333    
8 5  0.333    
9 5  0.333    
10 5  0.333    
11 5  0.333    
12 5  0.333    
13 4  0.267    
14 9  0.600    
15 3  0.200     
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production of the system or unit. For example, the MARP is assumed as 
0.50. This situation does not require downtime for maintenance. In 
other words, online repair measures can be taken to deal with the fault 
propagation process in this condition because of the minimum system 
performance is larger than MARP in this condition. 

By comparing Fig. 11 and Fig. 12, it can be seen that timely repair has 
a great impact on system safety. If the fault is ignored, the system risk 
will increase rapidly, possibly leading to major accidents. For complex 
systems, the stronger the dependence between components, the greater 
the probability of the fault propagating to downstream nodes, and the 
faster the risk accumulates. When external maintenance or emergency 
actions are taken, the propagation of faults and the accumulation of risks 
can be controlled to a certain degree, which depends on maintenance. 
The impacts on system performance was investigated when different 
time steps are delayed to process faults online, which are shown in 
Fig. 13. It can be seen from Fig. 13, handling fault nodes in a timely 
manner can reduce system performance loss and speed up system per-
formance recovery. 

Since the interdependence cannot be reduced in a complex system, 
the system safety can be enhanced from two aspects: i) increasing the 

maintenance efficiency and ii) reducing the failure rate. These two as-
pects can be achieved by increasing the inspection frequency and timely 
repair, such as the establishing of relevant inspection and repair policies 
by the plant supervisor and training employees to improve their capa-
bility of emergency response (i.e., enhance the effectiveness of safety 
constraints in Table 2). In particular, safety awareness training should be 
provided to operators and supervisor to enhance their safety awareness. 
In this way, the faults may be handled rather than ignored. Besides, 
safety knowledge training for operators and maintenance workers can 
effectively reduce the risk of operation and maintenance processes. 
Furthermore, managers and supervisors should be trained in safety 
management theory and method training to help them make correct 
decisions. 

5. Discussion 

5.1. Comparison with Bayesian network (BN) and DBN for risk 
assessment 

BN is a probabilistic inference technique for reasoning under un-
certainty. It can consider conditional dependence and common failures 
in the accident modeling process, thereby relaxing the limitations of 
traditional methods (Yuan et al., 2015; Sun et al., 2020). However, BN is 
a type of directed acyclic network. The interaction and interdependence 
of components in a complex system make the system a closed-loop 
network, which BN cannot model. Therefore, STAMP can solve this 
problem because it views safety as a control problem. It can systemati-
cally model the system, which can well express and indicate the complex 
interdependence between components. 

DBN explicitly models the time evolution of a set of random variables 
on the discrete-time axis. In other words, DBN can process time-series 
data by combining BN and transition probability (e.g., failure rate and 
repair rate). DBN can be used to solve closed-loop problem. However, 
DBN focuses on solving the overall risk of a system and cannot represent 
risk accumulation at a discrete time. DBN aims to estimate the overall 
risk of the system at each time slice. The proposed method concentrates 
on the process of risk accumulation in discrete time slice, which is rarely 
researched in the existing literature. In other words, the proposed 
approach can model the process of risk accumulation caused by the state 
change of each system component. By quantifying the state of each 
component at each time step, it can help practitioners identify the state 
of the system and determine when the system or unit must be stopped to 
repair rather than trying to solve the problem online. With the inte-
gration of STAMP and CFPM, the present study provides the opportunity 

Fig. 11. System performance changes over time when a fault is not processed.  

Fig. 12. System performance changes over time when fault is processed online.  

Fig. 13. System performance changes over time in different conditions.  
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to generate the risk profile as a probabilistic and time-dependent evo-
lution in a systematic way. 

5.2. Determination of shutdown time 

The proposed method can help managers and operators determine 
when repair measures or the shutdown of a system should be under 
taken to terminate or mitigate the process of risk accumulation to ensure 
system safety. For example, according to the standards set by the com-
pany, the acceptable risk threshold (ART) is Ri.  

(1) In the case of ignoring a fault, if the fault in the system has not 
disappeared before the risk accumulates to Ri at time ti, repair 
measures or shutdown must be taken to mitigate or stop the 
propagation of the fault, which can avoid the accident. However, 
due to the negligence of operators and managers, those measures 
will not be taken so that the system risk accumulates over time, 
which may lead to an accident in the end. The specific informa-
tion can be seen in Fig. 14.  

(2) In the case of dealing with a fault online, to maintain continuous 
production, operators and managers prefer to deal with a fault 
online rather than using the Stop Work Authority (CSB, 2014). 
However, during the maintenance period, the fault still propa-
gates to downstream nodes with a low probability, increasing 
system risk. In this situation, the proposed method can provide a 
real-time risk profile and help operators determine when to shut 
down the system to stop the process of risk accumulation if the 
fault is not handled efficiently online. 

6. Conclusions 

Interactions and interdependencies among components become 
substantial in digitalized process systems. The present study integrates 
STAMP and CFPM for dynamic quantitative risk assessment of complex 
systems. The main contribution of the proposed methodology is 
modeling the system based on system theory and quantify the process of 
risk accumulation. The proposed approach can help operators to identify 
the safety constraints and unsafe control actions of a system with the 
employment of STAMP. Two different CFPMs are proposed by consid-
ering the process of fault propagation to assess the dynamic risk of a 
complex process system. This model can generate a real-time system 
performance profile, which can be used to help engineers and supervi-
sors to make corrective actions. Besides, it also facilitates the 

determination of when to take safety measures according to operational 
procedures and provide an early warning for accidents. 
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