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In recent years, the use of autonomous systems has grown rapidly in both the industrial and military 

sectors. These systems have the potential to revolutionize the way we live and work, from self-driving 

cars and drones to automated factories and military equipment. However, it has been argued, for this 

to happen, researchers and designers need to (re)consider the interaction between humans and 

machines, as it plays a significant role in ensuring the safe and efficient operation of autonomous 

systems (De Regt & Gagnon, 2020; Janssen et al., 2019). In this paper, I will argue that a closer 

integration with applied behavioural science could be beneficial for both researchers and practitioners 

involved in the design of the Human–machine interaction. To that effect, I will discuss a number of 

insights from behavioural science and how they could inform the design of human-machine interaction. 

Keywords: human-machine interaction; behavioural science; autonomous systems; design for 

interaction 

1 Introduction 
As it emerged in the late 19th and early 20th centuries, and researchers began to study human 

behavior and cognition in more systematic ways, behavioral science as a general discipline has had an 

increasing impact on design (Brown, 2008; Cash et al., 2022). A classic, early example is that of Gestalt 

psychologist Max Wertheimer, who conducted groundbreaking research on visual perception in the 

early 20th century that highlighted the importance of considering how people perceive and interpret 

visual stimuli. His work on the "phi phenomenon" for instance, revealing how people perceive motion 

in static images, had profound implications for the design of visual displays. Similarly, the work on 

operant conditioning and behaviorism in the mid-20th century demonstrated how human behavior 

could be shaped and modified through reinforcement and punishment, which has had significant 

implications for designing persuasive systems that seek to encourage desired behaviors (and 

discourage undesirable ones) (Deterding, 2012; Wenker, 2022). Donald Broadbent’s research, which 

demonstrated how people selectively attend to information based on its relevance and importance, 

has been quite influential in the design of user interfaces that prioritize relevant information and 
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minimize distractions, such as in the design of notification systems on smartphones and other devices 

(Broadbent, 1990). And most designers would be familiar with the concept of mental models, which 

reflect the understanding people form of how things work, which has proven useful in creating 

interfaces that are user-friendly and efficient (Norman, 2013).  

2 Behavioral science and human-machine interaction 
In this paper, I will focus on the application of behavioral science to the interaction between humans 

and autonomous systems. Automation typically refers to the use of technology, machinery, or 

computer systems to perform tasks or processes with minimal human intervention. Autonomous 

systems are a subset of automation, representing a higher level of sophistication and independence, 

and are typically defined as self-governing, self-regulating or self-operating entities (Lyons et al., 

2021). Importantly, they can perform tasks or make decisions without continuous external control or 

direct human intervention, and are thus designed to operate with a certain degree of independence. 

Going forward, “machine” in the context of this paper refers to an autonomous system that can 

operate and make decisions in a partially or fully autonomous manner. It can be argued that the 

increased autonomy of machines has shifted the human-machine relationship from mere interaction 

towards cooperation and collaboration (Lyons et al., 2021; Schelble et al., 2020). In this context, it has 

become even more important to have insight not just in human decision making, but also into how 

humans understand the behavior of the machine (algorithm), and whether or not they accept and 

trust the machine (Lyons et al., 2021; Xiong et al., 2022). Behavioral science investigates this type of 

understanding extensively through the exploration of key factors such as mental models (Mathieu et 

al., 2000) and situation awareness (Endsley, 1995), which has provided significant insights into how 

human operators comprehend the surrounding environment, including the machine, while also 

shedding light on the human decision-maker's understanding of tasks, particularly in dynamic 

contexts.  

So perhaps not surprisingly, behavioral science has already played a crucial role in humans and 

autonomous systems design across various domains (Cross & Ramsey, 2021). In the context of 

autonomous vehicles, it has shed light on the "out-of-the-loop" problem, where excessive information 

and feedback can overwhelm drivers and reduce performance (Endsley & Kiris, 1995). This has 

informed the design of autonomous vehicle interfaces and smart home systems (Choi & Ji, 2015; Lee 

et al., 2015), ensuring that user interactions are optimized to avoid overload and foster a more 

effective human-machine partnership (Strengers, 2013). AI-powered chatbots and virtual assistants 

heavily rely on understanding user intent and providing accurate responses to create a positive user 

experience. Thanks to research in human language processing and conversation dynamics, chatbot 

interfaces have been refined to improve user engagement and communication  (Kuhail et al., 2023). 

Behavioral science research on automation's impact on trust, situational awareness, and 

accountability has been instrumental in developing interactions that support cognitive load 

management, decision-making, and effective communication with autonomous systems (Endsley & 

Kiris, 1995; Norris, 2018; Sparrow, 2009), particularly in military settings where human operators of 

autonomous systems often face challenges with workload management and decision-making (Bewley 

et al., 2014).  
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3 Behavioral economics 
Behavioral science has thus already significantly contributed to human-machine interaction (HMI), 

and overall we are seeing an increasing focus on the cognitive and behavioral factors that influence 

human interaction with autonomous systems (Hopko et al., 2022; Krausman et al., 2022). However, 

this research can be overwhelming: Behavioral science research is often complex and may not provide 

clear and actionable guidelines for design practitioners. Translating abstract behavioral concepts into 

practical design solutions can be challenging, particularly as design practitioners may also have limited 

knowledge or awareness of behavioral science principles and research, and may not be familiar with 

the latest findings. Applying behavioral science insights often requires interdisciplinary collaboration 

between designers, psychologists, and other experts in the field, and design practitioners may face 

challenges in collaborating with other experts when trying to integrate behavioral science 

perspectives into their design processes. Where to begin as a design practitioner when one wants to 

apply behavioral scientific insights to the design of human-systems interactions? A number of 

researchers have argued that a good place to start is some of the basic literature in behavioral 

economics, as it tends to be more practical and applied, and therefore easier to adapt than a lot of 

core psychological research (see for instance Voyer, 2015). The field of behavioral economics has 

emerged as a prominent area of study with significant implications for design, as it seeks to understand 

how people make decisions in real-world situations and how these decisions can be influenced by 

cognitive biases and social norms. It deals specifically with decision making under uncertainty, which 

makes it particularly useful for our purpose: By understanding the cognitive biases that influence 

decision-making and by developing effective strategies to mitigate them, it can potentially help 

designers create interactions with autonomous systems that ensure that humans understand the logic 

and decision-making processes of complex algorithms, while also mitigating the impact of social and 

cognitive biases (see for instance Bertrand et al., 2022; Xiong et al., 2022). 

3.1 Fast and slow thinking 

One of the key distinctions made in behavioral economics research is that between two types of 

thinking: Type I and Type II (Kahneman, 2013) (see Table 1). Type I thinking, also known as intuitive or 

automatic thinking, is fast, unconscious, and relies on heuristics or mental shortcuts. It is often 

influenced by cognitive biases, such as the availability bias or the confirmation bias, which can lead to 

deviations from rational decision-making (see Table 2 for examples of cognitive biases). On the other 

hand, Type II thinking, also known as reflective or deliberative thinking, is slow, conscious, and 

analytical, involving careful consideration of options and consequences. It involves conscious cognitive 

processing that requires effort, focus, and attention, and is a slow and deliberate process that is often 

used for complex tasks, problem-solving, and decision-making. Type II thinking allows individuals to 

critically analyze information, consider different options, and make informed decisions based on 

careful evaluation of available evidence. However, Type II thinking can be easily overwhelmed in high-

stress situations or when individuals are required to manage multiple tasks simultaneously (AlKhars 

et al., 2019; Nurse et al., 2022). 

3.2 Cognitive biases 
Research into cognitive biases, and their impact on Type I thinking, is already impacting design 

practices and decisions. For example, the anchoring bias refers to the tendency of individuals to rely 

too heavily on the first piece of information encountered when making decisions, even if it is arbitrary 
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or irrelevant (Meppelink et al., 2019). We can see this bias being put to work on e-commerce websites, 

where the initial price presented to users acts as an anchor that shapes their perception of value and 

affects their willingness to pay. The framing effect refers to the phenomenon where the way 

information is presented or framed can influence decision-making outcomes (Stea & Pickering, 2019).  

Table 1. Characteristics of system 1 and system 2. 

System 1 System 2 

Does not require working memory Requires working memory 

Automatic Controlled 

Fast Slow 

High capacity Limited capacity 

Nonconscious Conscious 

Independent of cognitive ability Correlated with cognitive ability 

 

Table 2. Cognitive biases affecting System 1 thinking. 

Cognitive bias Description 

Confirmation bias To look for or to interpret evidence to support 
prior hypothesis rather than look for 
disconfirming evidence. 

Anchoring effect To rely heavily on one piece of information when 
making decisions (usually the first piece of 
information acquired: the 'anchor'). 

Availability bias Judgments of likelihood or percentages based on 
ease of recall (greater 'availability' in memory) 
rather than on actual probabilities. 

Framing effect To draw different conclusions from the same 
information, depending on how that 
information is presented. 

Loss aversion To view losses as looming larger than 
corresponding gains. 

Sunken-cost fallacy To allow previously spent time, money, or effort 
to influence present or future decisions. 

Social proof Also often referred to as the Bandwagon effect. To do (or believe) 
things because many other people do (or believe) the same. 

 

For example, a study by Tversky and Kahneman (1981) showed that people tend to be risk-averse 

when decisions are framed in terms of gains (e.g., "you have a 70% chance of winning $100") but risk-

seeking when decisions are framed in terms of losses (e.g., "you have a 70% chance of losing $100"). 

This insight has already informed the design of products and systems where decisions involve risks, 

such as financial investments or medical treatments (Traut, 2023). The concept of social proof suggests 

that people tend to conform to the actions of others in uncertain or ambiguous situations (Cialdini & 

Jacobson, 2021), which has informed the design of products or systems that rely on user-generated 

content, such as online reviews or ratings. By highlighting the actions of others or showcasing the 
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popularity of certain choices, social proof is leveraged to influence users' decisions and encourage 

desirable behaviors, such as purchasing a product or signing up for a service. Designers have also been 

leveraging the power of “defaults”, which refer to the pre-set options or choices that are presented 

to users that can significantly influence decision outcomes. For example, a study by Johnson and 

Goldstein (2003) found that changing the default option for organ donation from opt-in (where 

individuals have to actively choose to be a donor) to opt-out (where individuals are automatically 

considered donors unless they actively choose not to be) can dramatically increase the number of 

organ donors. This insight has been applied in various design contexts, such as in online form design, 

where designers can strategically set default options, or present options in particular ways (so-called 

choice architectures) to encourage certain behaviors or choices (Mertens et al., 2022). 

3.3 Enhancing human-machine interaction 
HMI design has traditionally focused on usability principles, such as efficiency, effectiveness, and 

learnability. Behavioral scientific insights have already, and continue to have, a significant impact in 

that domain (Effie Lai-Chong Law, Ebba Thora Hvannberg, Gilbert Cockton, n.d.; Ferreira et al., 2020; 

Jeffries & Wixon, 2007; Zaharias & Poulymenakou, 2006). Some work has begun to explore the impact 

of cognitive biases on the interpretation of AI models (Kliegr et al., 2021), however it can be argued 

that the further integration of behavioral economics principles, and in particular a better 

understanding of the interplay between Type I and Type II thinking, can be beneficial for HMI design 

(Bertrand et al., 2022; Xiong et al., 2022).  In this section, I formulate a number of key insights and, 

where possible, formulate some initial design guidelines (see Table 3 for an overview). 

3.3.1 Mitigating cognitive biases 

The operation of autonomous systems in complex and uncertain environments often necessitates 

rapid decision-making, a context in which human operators tend to rely on Type I thinking (Mayer, 

2014). However, Type I thinking, which is characterized by intuitive and heuristic-based decision-

making, has been shown to be susceptible to numerous biases and errors. In the context of human 

interactions with autonomous systems, confirmation bias can lead to inaccurate or suboptimal 

decisions when operators selectively focus on information that aligns with their preconceived notions 

about the system's capabilities or performance, while disregarding contradictory information. For 

example, an operator of an autonomous vehicle may rely on information that supports the notion that 

the vehicle is performing optimally, despite receiving warning signals indicating a malfunction. An 

anchoring bias can lead to inaccurate or suboptimal decisions when operators place disproportionate 

weight on initial information or data provided by the system, without thoroughly evaluating additional 

information or considering alternative options. For example, an operator of an unmanned aerial 

vehicle may anchor on the initial altitude information provided by the system, without cross-checking 

it with other sources, leading to a wrong decision about the vehicle's position in the airspace.  

Research has already demonstrated how insights into cognitive biases play a pivotal role in shaping 

human-machine interaction. Specifically, research in the field of eXplainable Artificial Intelligence (XAI) 

has demonstrated its potential in addressing various challenges in algorithmic decision-making, 

particularly in countering framing effects and confirmation bias (Danry et al., 2020; Springer & 

Whittaker, 2019; Wang et al., 2019). For instance, providing explanations like local feature importance 

and presenting explanations gradually or upon request to avoid contradicting users' expectations has 

been shown to mitigate a range of cognitive biases (Springer & Whittaker, 2019).  Wang et al. (2019) 
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delve into the significance of representativeness and availability bias in the context of medical 

diagnosis and propose countermeasures such as presenting prior probabilities and outcome 

prototypes to alleviate these biases. It has also been shown that incorporating arguments for non-

predicted outcomes (Wang et al., 2019; Weld and Bansal, 2019; Bussone et al., 2015) helps users 

comprehend an AI's reasoning and build trust in its predictions. Employing strategies such as delaying 

the presentation of AI predictions and explanations (Wang et al., 2019; Weld and Bansal, 2019; 

Bussone et al., 2015; Lai and Tan, 2019) can foster more thoughtful and reflective interactions. 

Furthermore, integrating cognitive forcing functions (Buçinca et al., 2021) enhances the decision-

making process by nudging users to consider alternative perspectives and avoid hasty judgments. 

Lastly, providing uncertainty estimates (Wang et al., 2019) empowers users to gauge the reliability of 

AI predictions, promoting informed decision-making and confidence in the system. Based on this initial 

research, and the existing literature on human decision making (Smithson, 1989), it is possible to 

generate a number of strategies that can potentially mitigate the limitations of Type I thinking, while 

also supporting Type II Thinking:   

• Present diverse and comprehensive information to operators, including both confirming and 

conflicting information, to ensure that operators are not biased towards a particular set of 

information. For example, in the context of medical decision-making, studies have 

demonstrated that providing physicians with a comprehensive set of patient information, 

including both confirming and conflicting information, can lead to more accurate diagnoses 

and treatment decisions (Eva & Norman, 2005; Lighthall & Vazquez-Guillamet, 2015). 

Similarly, in the field of aviation, providing pilots with a comprehensive display of flight 

information, including multiple sources of data and alerts, has been shown to reduce 

confirmation bias and improve decision-making in critical situations (Kaempf & Klein, 2017). 

• Develop decision support tools that facilitate systematic evaluation of options. This has 

already been shown to be quite effective in a variety of contexts: From real estate appraisal 

(George et al., 2000), fishing management strategies (Gong et al., 2017), preferential choice 

problems (Todd & Benbasat, 1991) to algorithmic trading systems that provide real-time 

market data (Bhandari et al., 2008). Autonomous systems may encounter novel or 

unexpected situations where pre-programmed responses may not be effective. Type II 

thinking, with its deliberative and flexible nature, can be valuable in adapting to such novel 

situations. Integrating support systems that could “encourage” users to switch between 

Type I and Type II thinking modes and facilitate adaptive decision-making, can enhance the 

autonomy and adaptability of the system. 

3.3.2 Managing cognitive workload 

Cognitive workload management is a critical aspect of human decision-making and performance, 

particularly in high-stress situations or when individuals are required to manage multiple tasks 

simultaneously. Type II thinking, characterized by deliberate and effortful cognitive processing, can be 

overwhelmed in such situations. Designing interactions that minimize cognitive workload and 

cognitive switching (e.g. transitioning cognitive focus, attention, or cognitive resources from one task, 

activity, or mode of interaction to another) can help users effectively manage their resources. This is 

particularly critical when using autonomous systems in high-stress situations, such as emergency 

situations or critical military decision-making scenarios, where individuals may experience heightened 
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arousal and stress, which can further impair their ability to engage in Type II thinking (Junger, 2018; 

Yu, 2016).  There are several possible strategies to consider here: 

• Reduce Perceptual and Informational Load: Perceptual load refers to the amount of visual 

and auditory information that users need to process (Lavie & Tsal, 1994), while 

informational load refers to the amount of cognitive effort required to understand and 

interpret information (Westbrook & Braver, 2015). Minimizing perceptual and informational 

load can effectively mitigate and prevent cognitive overload. Studies have demonstrated 

that augmenting visual displays with directional cues can significantly decrease mental 

workload and lead to reduced time for completing navigation tasks, and improved situation 

awareness (Davis, 2007).  (de Melo et al., 2020), in an experiment involving an augmented 

reality desert survival task, showed that the use of an embodied assistant, allowing the use 

of gestures and emotions, led to higher performance by lowering cognitive burden on the 

decision maker. 

• Develop heuristic control strategies: Studies have investigated various methods for 

estimating cognitive workload, including physiological indicators such as eye gaze (Aygun et 

al., 2022), and have  explored the potential for real-time feedback to manage cognitive 

workload (Knisely et al., 2021; Pomranky & Wojciechowski, 2007). Autonomous systems that 

can “read” their users and respond to factors such as self-confidence and signs of fatigue , 

could not only provide better management of cognitive resources  (Yuh et al., 2022), but 

could in fact improve hybrid team interactions and result in better performance overall 

(Wiltshire et al., 2014, 2022). 

• Minimize Interruptions and Distractions: Interruptions and distractions can significantly 

impact cognitive workload and decision-making performance. Avoiding unnecessary 

notifications, providing options to mute or disable alerts, and designing interfaces that allow 

users to focus on their tasks without unnecessary interruptions can help reduce cognitive 

workload and prevent decision-making errors. Research has shown that simply using familiar 

icons, labels, and navigation patterns that align with users' mental models can go a long way 

in reducing cognitive switching and enhancing decision-making (Norman, 1983; Zhang & 

Patel, 2006). 

3.3.3 Developing tailored training and skill development 

Autonomous systems, such as robots, drones, and self-driving vehicles, are increasingly being utilized 

in complex and dynamic environments where they need to make decisions and operate 

autonomously. Human users of these systems often need to acquire new skills or adapt existing ones 

to effectively interact with and operate these autonomous systems. This process of skill development 

typically involves Type II thinking, which requires deliberate and effortful cognitive processing. 

Optimizing skill development can be achieved through various mechanisms, ranging from training 

programs that provide users with structured and guided learning experiences to familiarize them with 

autonomous systems, to simulations that create realistic and controlled environments where users 

can practice their skills in a safe and controlled manner, without the risk of real-world consequences. 

Feedback mechanisms, such as performance metrics and real-time feedback (see above), can also 

provide users with information about their performance and help them monitor their progress, 

identify areas for improvement, and refine their skills. 
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• In the context of unmanned vehicles, studies have shown that fostering collaboration and 

training among (in particular experienced) human operators through regular debriefings and 

team discussions can improve decision-making and situation awareness, leading to better 

performance and safety outcomes (Thieme & Utne, 2017). Interestingly, training and learning 

also seems to have an positive impact when applied to systems themselves: Through 

cooperative reinforcement, multiple UAVs can work together to converge on optimal control 

parameters faster than when working individually, using a Leader-Follower approach that 

coordinates their learning strategies and results in faster learning without performance loss 

(Jardine & Givigi, 2021). 

• Providing training on cognitive biases, such as debiasing techniques and strategies, can help 

reduce the impact of biases on decision-making in various domains, including military 

decision-making, aviation, and finance (AlKhars et al., 2019; Sellier et al., 2019). Such training 

can empower operators to actively question their assumptions, challenge their preconceived 

notions, and consider alternative perspectives when interacting with autonomous systems. 

Table 3. Overview of behavioral insights and their associated strategies. 

Insight Description Strategies 

Cognitive biases and 
Type I thinking. 

Mitigate the limitations of Type I 
thinking, and support Type II 
Thinking 

● Present diverse and 
comprehensive information to 
operators 

● Develop decision support tools 
that facilitate systematic 
evaluation of options 

Cognitive workload 
management 

Minimize cognitive workload and 
switching to help users effectively 
manage their resources.  

● Reduce Perceptual and 
Informational Load 

● Develop heuristic control 
strategies 

● Minimize Interruptions and 
Distractions 

Training and skill 
development. 

Users often need to acquire new 
skills or adapt existing ones to 
effectively interact with and operate 
autonomous systems. 

● Foster collaboration and training 
among (in particular experienced) 
human operators 

● Provide training on cognitive 
biases, such as debiasing 
techniques and strategies 

 

3.4 Ethical considerations 
Research in this area is still very much in its infancy, and it brings with it as many possibilities as it does 

challenges. Designers and practitioners must ensure that their methods and techniques align with 

ethical principles and respect the privacy, autonomy, and dignity of users. The use of behavioral 

science in the design of HMI should therefore always be approached with caution. Studies have found 

that facial recognition algorithms can be biased against certain racial or ethnic groups, leading to 

inaccurate identification and discrimination (Lunter, 2020). In those situations, systems could prompt 

users to not blindly rely on the information provided, and encourage them to engage system II thinking 

(see also (Nurse et al., 2022). Autonomous systems that collect or transmit personal data can 

potentially infringe on the privacy and autonomy of individuals. Consider the case of autonomous 

https://paperpile.com/c/YaRrpR/iBKqB
https://paperpile.com/c/YaRrpR/zsS3X
https://paperpile.com/c/YaRrpR/Oqvji+2DDtW
https://paperpile.com/c/YaRrpR/0Lfww
https://paperpile.com/c/YaRrpR/6BqUz


9 

 

 

 

vehicles that collect data on passengers' movements and activities. Heuristic control strategies (see 

above) can be effective in mitigating operator fatigue and cognitive overload, but can also be 

potentially used to determine liability in accidents. We must take steps to ensure that the data 

collected is stored securely and used only for its intended purpose.  There is also the issue of 

manipulation: While nudging and influencing user behavior can be beneficial in many cases, there is a 

fine line between gentle persuasion and unethical manipulation. We must be mindful of our 

responsibility to respect user autonomy and not cross into unethical practices that exploit 

vulnerabilities or manipulate users into making choices that are not in their best interests. 

Transparency, informed consent, and user empowerment should always be prioritized in the design 

process. 

3.5 Limitations and challenges 
This paper suggests a number of strategies, informed by empirical research, to help improve the 

design of human-machine interactions. When exploring these strategies in the context of human-

machine interactions, it will be essential to assess their effectiveness while also considering any 

potential negative effects that might arise from their application. For instance, a key argument made 

in this paper is that humans mostly operate on System 1 thinking, which relies on heuristics and 

shortcuts. Analytical thinking (System 2) is triggered rarely due to its slower and effortful nature. A 

number of strategies are suggested to engage people in more analytical thinking, which is crucial to 

reduce overreliance on AI. However, research has already shown that there can be a trade-off: 

Cognitive forcing interventions that elicit or Type II thinking can be effective in reducing overreliance 

on AI, but tend to be perceived as less user-friendly because they require more cognitive effort 

(Buçinca et al., 2021). The challenge for future researchers lies in effectively evaluating and balancing 

the impact of strategies aimed at enhancing human-machine interactions, while being mindful of 

potential trade-offs and negative consequences. The engagement of System 2 thinking can indeed 

reduce overreliance on AI, but can also affect decision making or human-machine collaboration 

negatively in other ways.  Addressing this challenge requires innovative approaches to find the optimal 

equilibrium between promoting analytical thinking and maintaining a user-friendly experience.  

Another key challenge will be to develop a better understanding of the influence of individual 

differences, particularly with regard to cognitive biases. Such differences encompass personality traits, 

cognitive abilities, expertise, and decision-making styles that can significantly impact how users 

perceive and act upon machine learning outputs (Atchley et al., 2022; Kliegr et al., 2021). For example, 

certain personality traits might make individuals more susceptible to confirmation bias, while higher 

working memory capacity could reduce the influence of other biases. Domain experts may interpret 

machine learning predictions differently from non-experts due to their deeper understanding of the 

domain. Some research has already demonstrated how users with higher motivation to engage in 

effortful mental activities benefited more from the interventions forcing them to use Type II thinking  

than others (Buçinca et al., 2021). Addressing individual differences in the context of cognitive biases 

can be challenging, but is crucial for designing personalized debiasing interventions and  also for 

exploring how education and interventions targeting individual differences can effectively debias 

machine learning interpretations for different user groups. Future research should focus on exploring 

these connections to design personalized debiasing strategies and user-centric AI systems that align 

with the unique characteristics of different user groups. By doing so, we can enhance the 

https://paperpile.com/c/YaRrpR/MTEB
https://paperpile.com/c/YaRrpR/q6fd+Igsp
https://paperpile.com/c/YaRrpR/MTEB
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interpretability and reliability of machine learning models, fostering more informed decision-making 

and building user trust in AI technologies. 

A great deal of behavioral economics research is focused on cognitive biases, and how type I and II 

thinking interact to facilitate or inhibit such biases. However, while cognitive biases are crucial aspects 

of human cognition affecting decision-making, other cognitive processes play a role in how users 

perceive and comprehend machine learning outputs. For instance, one such area of study is the 

examination of how users perceive and process negations in machine learning rules. The presence of 

negations, such as "not" or "no," in rules can introduce complexities in interpretation, potentially 

leading to misunderstandings or misinterpretations (Kliegr et al., 2021). Future research could focus 

on understanding the cognitive load associated with processing negations, the effects of user 

expertise and background on interpreting negated rules, and the implications of negations on user 

confidence in the model's predictions (see for instance (Deutsch et al., 2009; Jiang et al., 2014). By 

exploring the interplay between cognitive processes, expertise, and negations in rule-based machine 

learning models, researchers can gain insights to design more effective and user-friendly AI systems 

that facilitate transparent, interpretable, and comprehensible interactions between users and AI 

models. Such investigations can pave the way for enhanced decision-making, better trust in AI 

technologies, and broader applications of interpretable machine learning in various domains. 

Addressing cognitive biases is a crucial aspect to ensure the reliability and fairness of decision-making 

processes. However, more normative work is needed to assess the seriousness of biases and prioritize 

their treatment, to establish standards and guidelines for what biases should be considered 

acceptable or problematic in XAI systems (Bertrand et al., 2022; Xiong et al., 2022). By distinguishing 

between "normal" biases, which are considered neutral heuristics inherent in human cognition, and 

"problematic" biases that distort decision-making, researchers can focus on addressing biases that 

have a substantial negative impact on decision outcomes. This distinction helps avoid unnecessary 

efforts to mitigate biases that do not significantly affect decision quality. Additionally, normative 

assessments can aid in prioritizing different biases based on their effects on decision accuracy, 

fairness, and user trust. This prioritization allows researchers to make informed decisions about which 

biases need to be addressed and the appropriate strategies for mitigation. Furthermore, normative 

work can guide researchers in making tradeoffs between different design choices in HMI. By grounding 

the research in normative principles, HMI can be developed to align with societal values and promote 

fair, trustworthy, and effective decision-making processes.  

4 Conclusion 
Behavioral economics can help us understand how unpredictable, and often irrational, the behavior 

of human operators can be. In particular the tension between type I (fast, automatic but potentially 

biased) and type II (controlled, conscious, rational but limited in capacity) thinking could be relevant 

for design practitioners. This paper provided a number of ideas and possible strategies to think about 

when we design and shape how people and autonomous systems work together. By applying these 

strategies, we can potentially make HMI related interfaces, decision aids, and training programs that 

lead to better performance, more trust, and fewer mistakes and accidents. Given that research in this 

area is often still in early stages, it is, however, important to continue to investigate and explore how 

such insights can be integrated into our design practices. At the same time, it is imperative that we 

https://paperpile.com/c/YaRrpR/q6fd
https://paperpile.com/c/YaRrpR/I1TN+ttE3
https://paperpile.com/c/YaRrpR/4aVR+HLYT
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approach this  process with critical thinking, ethical considerations, and a deep understanding of the 

limitations and nuances of the research findings. By doing this, we can get the most out of autonomous 

systems, keep the risks and limits of human-machine interaction to a minimum and create designs 

that not only delight and engage users, but also respect their autonomy, diversity, and well-being. 
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