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Abstract 

Warm plasma offers a promising route for CO2 splitting into valuable CO, yet recombination reactions of 

CO with oxygen, forming again CO2, have recently emerged as critical limitation. This study combines 

experiments and fluid dynamics + chemical kinetics modelling to comprehensively analyse the 

recombination reactions upon CO2 splitting in an atmospheric plasmatron. We introduce an innovative in-

situ gas sampling technique, enabling 2D spatial mapping of gas product compositions and temperatures, 

experimentally confirming for the first time the substantial limiting effect of CO recombination reactions in 

the afterglow region. Our results show that the CO mole fraction at a 5 L/min flow rate drops significantly 

from 11.9% at a vertical distance of z = 20 mm in the afterglow region to 8.6% at z = 40 mm. We constructed 

a comprehensive 2D model that allows for spatial reaction rates analysis incorporating crucial reactions, 

and we validated it to kinetically elucidate this phenomenon. 𝐶𝑂ଶ ൅𝑀 ⇌ 𝑂 ൅ 𝐶𝑂 ൅𝑀 and 𝐶𝑂ଶ ൅ 𝑂 ⇌𝐶𝑂 ൅ 𝑂ଶ are the dominant reactions, with the forward reactions prevailing in the plasma region and the 

backward reactions becoming prominent in the afterglow region. These results allow us to propose an 

afterglow quenching strategy for performance enhancement, which is further demonstrated through a 

meticulously developed plasmatron reactor with two-stage cooling. Our approach substantially increases 

the CO2 conversion (e.g., from 6.6% to 19.5% at 3 L/min flow rate) and energy efficiency (from 13.5% to 

28.5%, again at 3 L/min) and significantly shortens the startup time (from ~150 s to 25 s). Our study 

underscores the critical role of inhibiting recombination reactions in plasma-based CO2 conversion and 

offers new avenues for performance enhancement. 

 

Keywords: plasma-based CO2 splitting; recombination reactions; in-situ gas sampling; fluid dynamics 

modeling; kinetics modeling; afterglow quenching 
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1. Introduction 

The atmospheric concentration of carbon dioxide (CO2) has surged to an unprecedented level of 415 ppm, 

primarily driven by anthropogenic emissions [1]. Addressing this global challenge necessitates innovative 

approaches to convert and utilize CO2 as a valuable feedstock for producing added-value products, including 

carbon monoxide (CO), methanol, methane, formaldehyde, dimethyl ether, etc [2-5]. Particular emphasis 

has been placed on CO2 splitting to produce CO, since CO is one of the most important C1 feedstock for 

synthesizing a range of fuels and chemicals [6-8]. 

However, the thermodynamic stability of CO2 molecules presents a formidable obstacle, demanding 

substantial energy inputs to affect its splitting. For instance, a high temperature of up to 3500 K is required 

to achieve a thermal CO2 conversion of 60−80% [9]. A diverse array of CO2 splitting routes has been 

explored, encompassing electrochemical, thermochemical, photochemical, biochemical, and catalytic 

methods [9-12]. However, each of these routes presents distinct challenges that impede their widespread 

adoption, including low conversion (e.g., <1% for the thermochemical method [13]), restricted productivity 

(e.g., <20 mg/(L∙h) for the biochemical method [14]), the absence of efficient and cost-effective catalysts, 

and / or often sluggish reaction kinetics [13-16].  

In this context, atmospheric warm plasma processes have risen to the forefront as a promising avenue for 

CO2 conversion [9,17]. Plasma operates by applying electrical energy to generate a cocktail of reactive 

species (electrons, ions, radicals, excited species) that can initiate and further propagate reactions [18-21]. 

This distinctive behaviour makes it possible to facilitate thermodynamically unfavourable CO2 conversion 

at atmospheric pressure and reduced energy costs. Moreover, plasma processes ensure rapid start-up, high 

reaction rates, compactness, ease of installation, and flexibility. These attributes enable the direct utilization 

of electricity generated from intermittent renewable sources, such as solar and wind power, offering a 

flexible solution for peak shaving and grid stabilization [9]. 

However, despite significant efforts, various plasma types, including dielectric barrier discharge (DBD), 

microwave (MW), gliding arc (GA), and radio frequency (RF) discharge, still face challenges, such as low 

energy efficiency (e.g., DBD, <10%) or limited CO2 conversion (e.g., MW, GA, RF, <20% [9,22,23]). 

Strategies to enhance gas treatment by plasma and promote the efficient vibration-induced dissociation have 

yielded improvements in so-called warm plasmas, like MW and GA [24-27], although the conversion in 

practice is dominated by thermal chemistry, when operating at atmospheric pressure [24]. 

Nevertheless, recent studies suggest that recombination reactions in the afterglow region, especially in the 

case of widely explored warm plasma systems like MW, GA, and RF, which feature relatively high gas 

temperatures of 3000 K and above, may be critical limiting factors [24,28-32]. In certain scenarios, the 
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efficiency constraints may primarily stem from recombination reactions in the post-plasma region, rather 

than production limitations within the plasma itself [33]. 

A chemical kinetics modelling study of MW plasma indicated that at high energy inputs, the CO2 conversion 

can plummet from a theoretically high 100% to around 20-25%, primarily due to recombination reactions 

in the afterglow region [28]. Moreover, recent experimental research involving MW plasma, supported by 

modelling, demonstrated that the introduction of a converging-diverging nozzle in the post-plasma section 

resulted in a remarkable 21% relative increase in energy efficiency, likely attributed to the quenching effect 

on the afterglow, which curbs recombination reactions [29]. A similar behaviour was reported in a modelling 

study [30], explaining spectacular performance improvements observed experimentally [34]. Indeed, it was 

computationally demonstrated that introducing a nozzle in the plasma effluent induces fast gas quenching, 

due to both enhanced convective and conductive cooling, thereby significantly suppressing the 

recombination reactions [30]. Furthermore, experimental endeavours in the realm of microwave plasmas 

have included the utilization of a water-cooled quenching rod or nozzle [35,36], cooling channels with 

reverse vortex [37], and membrane separation of oxygen [38,39]. 

Nevertheless, the significance of reverse reactions in plasma-assisted CO2 splitting has not been directly 

validated through experiments. This can potentially be probed by tracking the spatial evolution of the CO 

concentration along the flow rate direction. However, given the high reactivity of gas products and the 

elevated temperatures in the reaction area, accurately in-situ detecting species concentrations poses a 

significant challenge, due to secondary reactions that proceed during the sampling process (even for stable 

species), which is normally neglected in current methods [40]. A new sampling method, allowing for in-situ 

detection of the spatial distribution, and a deeper understanding of the competition between splitting and 

recombination reactions are essential for advancing our knowledge of plasma-based CO2 conversion. 

In this work, we employed an atmospheric pressure plasmatron reactor for CO2 splitting. We developed an 

in-situ gas sampling setup to image the 2D spatial distribution of the gas product composition and 

temperature in the afterglow region. To understand the underlying mechanisms, we constructed a 

comprehensive 2D axisymmetric fluid dynamics model, incorporating crucial chemical reactions, which we 

validated against the 2D experimental data, allowing us to elucidate the spatial competition dynamics 

between CO2 splitting and recombination reactions. Last but not least, to experimentally validate the 

proposed afterglow quenching strategy aimed at optimizing the performance, we designed and evaluated a 

plasmatron reactor equipped with a two-stage cooling system. This innovative setup allowed us to examine 

the practical implications of our proposed approach and its impact on the CO2 conversion performance. 
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2. Methods 

2.1 Experiment 

A schematic of the homemade atmospheric plasmatron reactor is presented in Fig. 1, while the entire 

experimental system is schematically illustrated in Fig. S1 in Section S1 of the supplementary information 

(SI). The homemade plasma reactor consists of a cylindrical inner anode and a convergent nozzle-shaped 

outer cathode (grounded), between which a rotating gliding arc plasmatron can be formed under the 

influence of a strong electric field. The reactor configuration has been described previously in detail [25,41], 

and we applied only minor modifications in this work. The feed gas CO2 (purity 99.99%), controlled by a 

mass flow controller (MFC, YJ-700C) at a flow rate of 5 or 7 L/min, was injected into the reactor from the 

bottom through three tangential inlets, to form a swirling flow inside the reactor. After being initiated at the 

narrowest gap (1 mm) between the electrodes, the arc is pushed downstream and then extends from the 

convergent exit nozzle to form a 3D plasmatron outside of the electrode region. A customized 10 kV DC 

power supply (TLP2040, Teslaman) was employed to power the discharge with a 40 kΩ resistance 

connected in series in the circuit to stabilize the discharge current. The discharge voltage and current were 

measured using a high-precision oscilloscope (Tektronix MDO3024, 200 MHz bandwidth) equipped with 

a high-voltage probe (Tektronix P6015A) and a current probe (Magnelab CT-E0.5-BNC). 

We designed a sampling chamber (50 × 55 × 230 mm cuboid, stainless steel with a quartz window) with 11 

vertically distributed holes in the wall for inserting the sampling set, which was assembled downstream the 

electrode, as schematically shown in Fig. 1. The in-situ sampling chamber consists of an outer alumina 

ceramic tube (inner / outer diameter = 1 mm / 2 mm) that splits in the middle with a gap of 0.4 mm, and an 

inner stainless-steel needle (inner / outer diameter = 0.3 mm / 0.6 mm) with the tip placed near the gap of 

the ceramic tube. During the sampling, carrier gas (N2) with a flow rate of 1 L/min was injected into the 

needle, forming a fast flow speed of around 235 m/s at the tip that can extract around 0.3 L/min reactive gas 

from the chamber into the ceramic tube. In this way, the sampled gas can be in-situ diluted by a factor of ~4 

and cooled down to an estimate of 400-600 K (see Section S1 in SI for detailed calculation), thereby 

“freezing” the chemical composition of the sampled gases by largely inhibiting the secondary reactions 

during sampling.  
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Fig. 1. Picture (left) and schematic (middle) of the plasmatron reactor and the sampling chamber, and enlarged 

view (right) of the in-situ sampling set. 

 

The effluent of the ceramic tube, containing the sampled gas (CO2+CO+O2) and carrier gas (N2), was then 

analysed by a flue gas analyser (MRU vario plus) equipped with non-dispersive infrared (NDIR) sensors 

for CO2 and CO detection and an electrochemical sensor for O2 detection. Each experiment was repeated 

three times and the averaged values were collected. The CO concentration in the sampled gas (𝐶஼ை௦ ) and the 

CO2 conversion (𝑋஼ைమ) were then calculated based on the carbon and oxygen elemental balance, as defined 

in Eq. (1) and Eq. (2) [23]. 

𝐶஼ை௦ ሺ%ሻ ൌ 𝑄஼ை௦ ሺ𝐿/𝑚𝑖𝑛ሻ𝑄௧௢௧௦ ሺ𝐿/𝑚𝑖𝑛ሻ ൌ 𝐶஼ை௥ ሺ%ሻ ∙ 𝑄௧௢௧௥ ሺ𝐿/𝑚𝑖𝑛ሻሾ𝐶஼ைమ௥ ሺ%ሻ ൅ 𝐶஼ை௥ ሺ%ሻ ൅ 𝐶ைమ௥ ሺ%ሻሿ ∙ 𝑄௧௢௧௥ ሺ𝐿/𝑚𝑖𝑛ሻൌ 𝐶஼ை௥ ሺ%ሻ𝐶஼ைమ௥ ሺ%ሻ ൅ 𝐶஼ை௥ ሺ%ሻ ൅ 𝐶ைమ௥ ሺ%ሻ                                                                                        ሺ1ሻ 
𝑋஼ைమሺ%ሻ ൌ 𝐶஼ை௥ ሺ%ሻ𝐶஼ைమ௥ ሺ%ሻ ൅ 𝐶஼ை௥ ሺ%ሻ                                                                                                                        ሺ2ሻ 
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where 𝑄௧௢௧௦  and 𝑄௧௢௧௥  is the total gas flow rate of the sampled gas and the effluent of the ceramic tube, 

respectively; 𝑄஼ை௦  is the flow rate of CO in the sampled gas; 𝐶஼ைమ௥ , 𝐶஼ை௥  and 𝐶ைమ௥  are the concentrations of 

CO2, CO and O2, respectively, in the effluent of the ceramic tube. The selectivity of CO was assumed to be 

100%, in line with nearly all reported works on plasma-assisted CO2 splitting [9]. Indeed, the mean electron 

energy of the plasmatron system (~1-1.5 eV) is considered too low to produce remarkable coke from CO2. 

Also, we did not observe any solid residues on the electrode surface nor in the gas-phase products during 

long-term operation. Moreover, since there is no H element in our reaction system, it is not possible to 

generate hydrocarbons. 

The energy efficiency (𝜂) was defined as [9,25]: 

𝜂ሺ%ሻ ൌ 𝑋஼ைమሺ%ሻ ൈ 𝑄௜௡ሺ𝑚𝑜𝑙/𝑚𝑖𝑛ሻ ൈ ∆𝐻ሺ𝑘𝐽/𝑚𝑜𝑙ሻ ൈ 1000ሺ𝐽/𝑘𝐽ሻ𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑝𝑜𝑤𝑒𝑟ሺ𝑊ሻ ൈ 60ሺ𝑠/𝑚𝑖𝑛ሻ                                                         ሺ3ሻ 
where 𝑄௜௡ is the inlet total flow rate; ∆𝐻 is the standard reaction enthalpy for the pure CO2 decomposition 

reaction (∆𝐻 ൌ 280 𝑘𝐽/𝑚𝑜𝑙) [9,25]. 

The specific energy input (SEI) was defined as: 

𝑆𝐸𝐼ሺ𝑒𝑉 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒⁄ ሻ ൌ 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑝𝑜𝑤𝑒𝑟ሺ𝑊ሻ ൈ 60ሺ𝑠 min⁄ ሻ ൈ 𝑉௠ሺ𝐿 𝑚𝑜𝑙⁄ ሻ𝑄௧௢௧௜௡ ሺ𝐿/𝑚𝑖𝑛ሻ ൈ 1.60 ൈ 10ିଵଽሺ𝐽 𝑒𝑉⁄ ሻ ൈ 𝑁஺ሺ𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒/𝑚𝑜𝑙ሻ                            ሺ4ሻ 
where 𝑄௧௢௧௜௡  is the inlet flow rate; 𝑉௠ is the molar volume of gas (22.41 𝐿 𝑚𝑜𝑙⁄  at 273 K and 1 atm); 𝑁஺ is 

the Avogadro’s constant (6.022 ൈ 10ଶଷ  𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 𝑚𝑜𝑙⁄ ሻ. 
The gas products at different locations can be sampled by moving the sampling set vertically and 

horizontally in the axial cross section. The sampled area spans from a vertical distance of z = 10 mm to 

z = 200 mm in the afterglow region (z = 0 mm is the position of the electrode exit), as shown in Fig. 1. To 

avoid any significant influence of the sampling set on the arc discharge, the gas products were only sampled 

and measured for z > 20 mm. A 2D spatial distribution map of the gas product compositions in the range of 

z = 20-200 mm was then derived by means of a spline method for two-dimensional interpolation, based on 

the measured results at the distributed points.  

The gas temperature is of vital importance in governing the reactions in the afterglow area, and was therefore 

measured as well. The 2D temperature profile at z = 10-200 mm was derived in a similar way as described 

above, by replacing the gas sampling set with a thermocouple (S type). 
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2.2 Model description 

2.2.1 Geometry and gas flow 

To reduce the geometrical complexities, we slightly adapted the modelled reactor, shown in Fig. 2, 

compared to the experimental reactor. The primary change involves approximating the rectangular exhaust 

of the experiments with a cylinder of the same cross-sectional area and volume in the model. This allows us 

to use a 2D axisymmetric model instead of a 3D model, significantly reducing the simulation time. Some 

parts of the reactor are also cut off in the model, including the bottom part. This is justified because the arc 

is connected to the horizontal top edge of the anode, and therefore the start of the reactor is less important. 

Consequently, the three tangential inlets are replaced by one ring-shaped inlet, corresponding to one surface 

in the 2D axisymmetric model, as shown in Fig. 2b. The gas velocity at this 2D axisymmetric surface inlet 

(a swirl flow) is obtained from a 3D model of the reactor that is solved for the gas flow only. This approach 

is justified because, at the inlet, the gas has not yet reached the plasma, and its temperature and properties 

are thus not affected by the plasma and remain unchanged. Therefore, the inlet velocity will only be 

influenced by the geometry, for the gas at room temperature, and other physics do not need to be included 

for accurate results. In addition, because there are three tangential inlets in the experimental setup, each 

creating a swirling flow with a 120° rotation relative to each other, the gas flow at the height of the 2D 

axisymmetric model inlet, i.e., -15 mm, is a combination of these three flows and has an approximately 2D 

axisymmetric velocity profile in the xy-plane. The explanation of how the inlet velocity is obtained and 

implemented in the 2D axisymmetric model can be found in Section S2.1 and Fig. S2 in SI. 

The gas flow in the model is calculated using the Navier-Stokes equations for weakly compressible flow, 

i.e., the gas density only depends on the temperature but not on the pressure, the gas is considered an ideal 

gas and a laminar flow is assumed. We performed some initial tests with a model with turbulent flow, but 

we decided to continue with a laminar flow model. Indeed, due to the large size of the model, including 

turbulence would make the calculation times excessively long. Furthermore, modelling turbulence resulted 

in calculation instabilities, and our initial tests with a turbulent flow model also did not result in significantly 

better comparison with the experiments, because even when adding turbulence, not all the effects that 

influence the gas flow experimentally, such as attachment or detachment of the arc, are included. To verify 

whether a laminar flow model would be sufficient, we calculated the Re number based on Ref. [42], at the 

inlet, in the plasma and in the exhaust, and we obtained values below 1200 at all positions and conditions 

investigated. Because this is below the critical Re number of 2000, mentioned in Ref. [43], it justifies the 

use of a laminar flow. The choice of laminar flow simplifies the model and provides reasonable results 

without introducing calculation instabilities associated with turbulence. Crucially, our model accounts for 

the significant effects of turbulence, such as cooling and mixing, either within the model itself or during 
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results analysis. In addition, as the reactor's diameter decreases in the axial flow direction, the axial gas 

velocity increases, leading to a reduction in gas swirl, which might make the flow more laminar. More 

information on the gas flow simulation and the used equations and boundary conditions can be found in 

Section S2.1 in SI. 

 
Fig. 2. (a) Schematic of the reactor and exhaust geometry in the model, and (b) enlarged view of the reactor 

indicated with a black frame in (a). The boundary conditions (set temperature, heat flux or thermal insulation) 

are given for each boundary. The colour scale represents the applied heat source (to mimic the plasma power 

density), with negative values representing cooling after the plasma. 

 

2.2.2 Heat transfer 

Heat transfer in the model is calculated by the heat balance equation, which is given and explained in 

Section S2.2 in SI. A heat source is used to mimic the plasma, representing the Joule heating from the 

plasma. This simplification allows for a computationally tractable model, aligning with our primary focus 

on temperature and CO2 chemistry rather than the electrical properties of the plasma. This approach has 

already been successfully used in previous research for a rotating gliding arc reactor [44]. The heat source 

in this model has a cylindrical shape with a length of 12 mm from the anode up to the end of the reactor and 

the start of the exhaust, and has a radius of 2.5 mm. The power distributed over the cylinder is taken from 

the experiments: 303 W and 320 W for 5 L/min and 7 L/min, respectively. The shape and power density 

distribution of the heat source in W/m3 for 5 L/min are shown in Fig. 2b, denoted as “plasma”. With these 

power values, temperatures up to 3200-3350 K are reached, consistent with previous findings, indicating 

temperatures around 3000 K for gliding arc reactors in general [45-49]. 
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Adjacent to the heat source, a heat sink is added to the model, positioned approximately 3 mm after the end 

of the heat source. It also has a cylindrical shape with the same radius and a length of 7 mm. Its power 

increases with increasing flow rate (see explanation below), with values set at 160 W and 185 W for 5 L/min 

and 7 L/min, respectively. The location, shape and power density distribution of the heat sink for 5 L/min 

are indicated as the afterglow in Fig. 2b. This heat sink accounts for cooling effects that are not included in 

the model. Specifically, turbulent heat transfer is absent because we assume a laminar flow. In reality, the 

complex movement of the arc, including attachment, detachment and reattachment, disturbs the flow, which 

would lead to a turbulent flow. However, because it is too complicated and computationally expensive to 

take the arc movement and turbulence into account in our model, we include the turbulent cooling effect by 

adding a heat sink, which, like turbulence, increases in cooling power with increasing flow rate. A more 

detailed justification for adding this heat sink, including references, can be found in Section S2.2 in SI.  

We did not include radiative heat losses in our model. Indeed, we can estimate the radiative energy loss, 

based on [50]. The maximum temperature obtained in our simulations is 3323 K, which corresponds to a 

net emission coefficient between 1 and 10 W cm-3 sr-1, approximately 5 W cm-3 sr-1, for a pressure of 1 bar 

and an isothermal plasma cylinder radius of 1 mm. To convert this to a heat loss in W cm-3, we multiply this 

by the solid angle of a complete sphere, i.e., 4π sr. This yields a radiative heat loss of 62.8 W cm-3. In our 

simulations, the bulk power density of the heat source is 1326 W cm-3 and 1401 W cm-3, for 5 L/min and 

7 L/min, respectively, and thus, the radiative heat loss would be only 4.7% or 4.5% of this power density. 

In reality, the radiative heat loss will be even lower, because the plasma radius applied in our model is 

2.5 mm, and according to [50], the net emission coefficient decreases with increasing plasma radius. Hence, 

for the plasma, we can estimate the radiative heat loss to be less than 5% of the power density of the heat 

source at a maximum plasma temperature of 3323 K. In the afterglow, the cooling effect of radiative heat 

loss will be even smaller, and can also be neglected. 

To consider the heat loss at the reactor walls, we use a heat flux for the reactor walls and the start of the 

exhaust (in orange in Fig. 2), with the temperature of the cylinder side set at 300 K (in brown in Fig. 2). The 

top part of the exhaust, at the outlet, and the anode are thermally insulated, while the gas enters the reactor 

through the inlet at a temperature of 300 K. These boundary conditions are also shown in Fig. 2 and are 

explained in more detail, together with the equations, in Section S2.2 in SI. 

 

2.2.3 Chemistry 

The chemistry set included in the model is obtained from GRI-Mech 3.0 [51] and Ref. [52]. The model 

includes five species, i.e., CO2, CO, O2, O and C, and six equilibrium reactions, which are presented, 

together with their forward rate coefficients, in Table 1. 
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Table 1. Reactions included in the model with their forward reaction rate coefficients 𝑘௙ . The reverse rate 

coefficients are calculated based on the principle of detailed balancing. 𝑀 stands for any of the five species 

included in the model. The units of the forward rate coefficients are cm3 mol-1 s-1 for two-body reactions and cm6 

mol-2 s-1 for three-body reactions. 

Reaction Forward rate coefficient 

1  𝑂 ൅ 𝐶𝑂 ൅𝑀 ⇌ 𝐶𝑂ଶ ൅𝑀 

𝑐௘௙௙ ൌ 3.5𝑐஼ைమ ൅ 1.5𝑐஼ை ൅ 6𝑐ைమ ൅ 𝑐ை ൅ 𝑐஼ 𝑘௢ ൌ 6.02 ൈ 10ଵସ ൈ exp ሺെ3000ሾ𝑐𝑎𝑙/𝑚𝑜𝑙ሿ/𝑅𝑇ሻ 𝑘௜௡௙ ൌ 1.80 ൈ 10ଵ଴ ൈ exp ሺെ2385ሾ𝑐𝑎𝑙/𝑚𝑜𝑙ሿ/𝑅𝑇ሻ 𝑘௙ ൌ 𝑘௜௡௙/ሺ1 ൅ 𝑘௜௡௙/ሺ𝑘௢𝑐௘௙௙ሻሻ 
2  𝐶𝑂 ൅ 𝑂ଶ ⇌ 𝐶𝑂ଶ ൅ 𝑂 𝑘௙ ൌ 2.50 ൈ 10ଵଶ ൈ exp ሺെ47800ሾ𝑐𝑎𝑙/𝑚𝑜𝑙ሿ/𝑅𝑇ሻ 
3  𝐶 ൅ 𝑂ଶ ⇌ 𝑂 ൅ 𝐶𝑂 𝑘௙ ൌ 5.80 ൈ 10ଵଷ ൈ exp ሺെ576ሾ𝑐𝑎𝑙/𝑚𝑜𝑙ሿ/𝑅𝑇ሻ 
4  2𝑂 ൅𝑀 ⇌ 𝑂ଶ ൅𝑀 

𝑐௘௙௙ ൌ 3.6𝑐஼ைమ ൅ 1.75𝑐஼ை ൅ 𝑐ைమ ൅ 𝑐ை ൅ 𝑐஼ 𝑘௙ ൌ 1.20 ൈ 10ଵ଻/𝑇 ൈ 𝑐௘௙௙  

5  𝐶𝑂ଶ ൅ 𝐶 ⇌ 2𝐶𝑂 𝑘௙ ൌ 1.0 ൈ 10ିଵହ ൈ 𝑁஺ 

6  𝐶 ൅ 𝑂 ൅𝑀 ⇌ 𝐶𝑂 ൅𝑀 

𝑐௘௙௙ ൌ 𝑐஼ைమ ൅ 𝑐஼ை ൅ 𝑐ைమ ൅ 𝑐ை ൅ 𝑐஼ 𝑘௙ ൌ 2.14 ൈ 10ିଶଽ ൈ ሺ𝑇/300ሻିଷ.଴଼ ൈ exp ሺെ2114/𝑇ሻ ൈ 𝑁஺ଶൈ 𝑐௘௙௙ 

The reverse rate coefficients are obtained through detailed balancing, by calculating the ratio of the forward 

rate coefficient and the equilibrium constant. The latter is determined from the enthalpy and entropy of the 

reaction. Since we concentrate predominantly on CO2 splitting and its backward recombination, we limited 

the chemistry set to only thermal chemistry, including two CO2 splitting/recombination reactions, to 

simplify the model. Indeed, chemical kinetics modelling has revealed that CO2 conversion is mainly thermal 

at the typical plasma gas temperatures around 3000-4000 K under study here, even though in these 

simulations the pressure was lower and the specific energy input higher [28], so the approximation of only 

considering thermal chemistry is even more valid in the present work. In the following sections, we will 

refer to the CO2 splitting reaction as the forward reaction and to recombination as the backward reaction, in 

contrast to the reaction equations in the table. More information on the chemistry and the transport of these 

species through the reactor is given in Section S2.3 in SI. 

The Navier-Stokes equations, heat balance equation and the equation for chemical transport of each species 

(see Section S2.1-S2.3 in SI) are solved self-consistently in a fully coupled manner. The transport properties 

(heat capacity, viscosity, thermal conductivity and density) of the gas are a function of the gas composition 

within each point of the reactor, meaning that chemical equilibrium is not a priori assumed. The equations 

for these mixture-dependent gas properties are given in Section S2.3 in SI. We used a time-dependent solver 

and chose a calculated time exceeding 30 seconds. This allows for the dispersion of species concentrations 

throughout the reactor and minimizing further significant variations. In addition, we added the condition 

that the mass fraction of atomic carbon C cannot decrease below 10-13 for 5 L/min, or below 10-8 for 7 L/min. 
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This increases the stability of the model, with values sufficiently low to have a negligible impact on the 

results. 

 

3. Results and Discussion 

In this section, we begin by discussing the measured and simulated spatial distributions of gas temperature 

in Section 3.1 and CO mole fraction in Section 3.2. Subsequently, Section 3.3 delves into the analysis of the 

underlying reactions, shedding light on the spatial significance of dissociation and recombination reactions. 

Finally, in Section 3.4, we demonstrate the proposed afterglow quenching strategy through the use of a 

specially developed plasmatron reactor equipped with a cooling system. We were unable to measure the 

temperature and CO mole fraction at z = 0 mm, because the thermocouple and sampling tube experienced 

discharge with the inner electrode. In our future work, we will try to employ quartz probe-sampled molecular 

beam mass spectrometry (MBMS) to measure the CO mole fraction at z = 0 mm. 

3.1 Gas temperature 

The measured and calculated temperatures of the afterglow area for two different gas flow rates are 

presented in Fig. 3, illustrating both the spatial distribution (Figs. 3a-d) and the values along the central axis 

(Fig. 3e). At small radial distances, i.e., close to the symmetry axis, the calculated temperature is in general 

too high compared to the experimental temperature. For example, when calculating the average difference 

between the calculated and experimental temperature along the symmetry axis, at r = 0 mm, we find that 

the calculated temperature is on average 85% and 106% higher than the experimental temperature, for 

5 L/min and 7 L/min, respectively. In contrast, at larger radial distances, i.e., closer to the walls, the 

calculated temperature is too low compared to the experimental values (Figs. 3a-d). For example, for 

r = 10 mm, the calculated temperature is on average 26% and 37% lower than the experimental values, for 

5 L/min and 7 L/min, respectively. The calculated temperature is in general too high close to the symmetry 

axis and too low away from the axis (Figs. 3a-d). This might be due to the mixing between the cold gas flow 

surrounding the plasma and the hot core region of the discharge that is caused by the turbulent effect (not 

yet considered in our model), as mentioned above. The heat sink, included to take this cooling effect into 

account, will only remove the heat from the model instead of spreading the heat radially over the exhaust 

through turbulent mixing. Nevertheless, the temperature drop along the central axis, and the nearly constant 

temperature away from the central axis, can be qualitatively captured by the simulations. Since we will 

mainly focus on the region close to the central axis to explain the experimental observations, the heat sink 

considered in our model provides an adequate solution to account for the turbulent cooling and mixing 

effects on this axis. Note that the deviation between experiments and calculations may also partly be 

attributed to the uncertainty in the measurements caused by the effect of the sampling set on the local gas. 
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We estimated the total heat transfer between the sampling set and the afterglow to be about 3.79 𝑊, which 

is only approximately 1.2% of the discharge power. We believe that this could be ignored. In other words, 

the cooling effect will not take place through the tubes, but at the point where the tubes take in part of the 

sampled gas. 

Figs. 3a-d also show an important property of the gas flow. Away from the central axis, at higher radial 

distances, the gas temperature becomes somewhat higher at higher axial positions, compared to the gas 

temperature at lower axial position for the same radial distance. Indeed, the temperature is radially not 

uniform both in the model and the experiment, owing to a large recirculation zone forming in the exhaust 

of the reactor. More specifically, at a radial distance equal to 10 mm, the calculated temperature increases 

from 381 K to 444 K for 5 L/min, and from 342 K to 362 K for 7 L/min, upon rising axial position in the 

exhaust from 40 mm to 200 mm. As clearly seen from the flow velocity maps presented in Fig. S3 of 

Section S3.1 in SI, part of the gas recirculates back because of the decreasing reactor diameter at the end, 

and warm gas coming from close to the symmetry axis is divided over the region further away from the 

axis, thus spreading out the heat there. The comparison of the post-plasma temperature profiles between the 

experiment and the model shows a clear difference. The reason for this is the underestimated mixing by our 

model. We also performed simulations with a turbulent model, but they did not yield significantly better 

results and led to much longer calculation time. The nature of the turbulence in the post-plasma region arises 

from both continuous attachment and detachment of the arc and complicated interactions between the 

swirling flow and the very hot plasma. Despite the fact that we did not capture accurately the mixing 

post-plasma, we designed the model such that it can shed light into the mechanisms driving CO2 conversion. 

A significant drop in the temperature along the central axis (z) can be clearly observed for all cases, 

especially from the starting measuring point of z = 10 mm to z = 40 mm. For instance, at a flow rate of 

5 L/min, the measured gas temperature decreases dramatically from 1288 K at z = 10 mm to 712 K at 

z = 40 mm (average temperature gradient of 19 K/mm), and then declines slowly to 474 K at z = 200 mm 

(average temperature gradient of 1.5 K/mm), as plotted in Fig. 3e. We can make a similar calculation of the 

temperature gradient in the model, which we can further convert to a cooling rate, because the model also 

calculates the velocity. The temperature gradients in the model are 21 K/mm between z = 10 mm and 

z = 40 mm (i.e., from 2129 K to 1505 K), and 4.4 K/mm going to z = 200 mm (at a temperature of 807 K). 

Our model calculates an average velocity on the symmetry axis of 22795 mm/s (nearly 23 m/s) from 

z = 10 mm to z = 40 mm, and of 13382 mm/s (ca. 13 m/s) from z = 40 mm to z = 200 mm. By multiplying 

this average velocity with the temperature gradients, we can estimate the cooling rate to be equal to 4.74×

105 K/s between 10 and 40 mm, and 5.84×104 K/s between 40 and 200 mm. In Ref. [47], it is pointed out 

that a cooling rate of about 107 K/s or higher is required to retain the dissociation products and avoid 
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recombination reactions. From our calculated values, it is clear that, without any quenching, these cooling 

rates are not achieved. The model clearly overestimates the absolute values of the temperature, but it can 

qualitatively predict the drop in temperature. Importantly, while the calculated temperature is around 3000 K 

in the plasma, and probably also in the experiments (although it is not measured, but this value is generally 

accepted to be typical for warm plasmas), it drops to below 2000 K, at 15.89 mm and 19.32 mm for 5 L/min 

and 7 L/min, respectively. This is important, because it indicates that the model covers the temperature 

range between 3000 and 2000 K, in which both CO2 splitting and recombination take place. Indeed, below 

2000 K, the rates of these reactions are significantly reduced, and the gas composition will change less. This 

will be discussed in more detail in Section 3.3 below. However, even though the composition does not vary 

a lot anymore at temperatures lower than 2000 K, this does not mean that quenching further down the 

exhaust, at higher axial positions, will have no effect. Indeed, due to the recirculation shown in Fig. S3, the 

gas closer to the walls will flow down to lower axial heights and quench the gas that still has a temperature 

higher than 2000 K. Altogether, the fact that the calculated temperature is higher than the measured values 

is not critical to explain the mechanisms, because most important is that the calculated temperature has 

dropped to below 2000 K. 
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Fig. 3. Comparison of the experimental and calculated temperature profiles (in K) for 5 L/min and 7 L/min. 

(a-d): 2D distribution maps; (e): 1D plots at the central axis. (Discharge power: 303 W at 5 L/min and 320 W at 

7 L/min) 

 

3.2 CO mole fraction 

The profiles of measured and calculated CO mole fraction, as well as those along the central axis at 5 or 

7 L/min, are presented in Fig. 4. The experimental CO mole fractions exhibit torch-like spatial distribution 



16 

profiles. Again, we see an overestimate in the model prediction for CO mole fractions close to the central 

axis, but the difference between model and experiments away from the axis depends on the flow rate: at 

5 L/min the experimental and calculated values lie very close to each other, and at 7 L/min the calculated 

CO mole fraction is too low. The explanation for this is given in the next paragraph. Nevertheless, similar 

to the temperature profiles, the decreasing trend along the central axis, and the nearly constant trend away 

from the central axis align between the experiments and simulations. As seen from Figs. 4a-d, a modest 

elevation in CO mole fraction can be discerned at specific vertical distances away from the central axis, 

which is more evident in the experimental measurements, although it is also present (but less clear) in the 

simulation results. This phenomenon can likely be attributed to the recirculation of CO, which follows the 

downward flow direction within the region situated between the reactor's central axis and its wall. This 

recirculation pattern is visually represented by the calculated flow direction arrows presented in Fig. S3 in 

SI. In this way, CO is spread out inside the exhaust. The evolution of the recirculation zone could be 

observed over time throughout the entire 30 seconds of the simulation. The increase in CO molar fraction 

after 160 mm is likely a result of an artefact of the sampling method. It could be due to factors such as 

spatial resolution, flow field effects, or other experimental uncertainties. 

The observed higher CO mole fraction along the central axis in the simulations is likely attributed to the 

overestimate in the gas temperature, as discussed above. The difference away from the symmetry axis can 

be explained by a combination of a difference in temperature and the presence of turbulent mixing, which 

causes enhanced diffusion, spreading the CO away from the central axis in the experiments. The higher 

temperature in the model at lower radial positions, close to the symmetry axis, will lead to a higher CO mole 

fraction, which, due to the higher concentration gradient, can spread out faster through diffusion to higher 

radial positions. On the other hand, the temperature closer to the reactor walls is higher in the experiments 

and this will produce a higher CO mole fraction through chemical reactions. In addition, as mentioned 

before, turbulent mixing is present in the experiments, which results in a higher CO mole fraction closer to 

the walls, especially for higher flow rates, in the experiments compared to the model, where this turbulent 

mixing is not taken into account. The combination of these effects results in a similar experimental and 

calculated CO mole fraction for 5 L/min and a higher experimental CO mole fraction for 7 L/min. 

Furthermore, the sampling set in the measurement could also underestimate the CO mole fraction due to the 

variations introduced in the flow field, as reported in the flame sampling probe [53].  

As seen from Fig. 4e, the measured CO mole fraction at the central axis drops significantly from z = 20 mm 

to z = 40 mm, i.e., from 11.9% to 8.6% and from 10.5% to 7.5% for 5 and 7 L/min, respectively, and then 

more or less stabilizes at 7.6% and 6.8% for 5 and 7 L/min, respectively. The simulations can reasonably 

capture the variation trends of the measured CO mole fraction for these two different flow rates. These 

results, i.e., the decrease of CO mole fraction in Fig. 4a-e, clearly prove that the formed CO in the plasma 
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region is largely converted back to CO2 again in the afterglow area, which is undesirable. Similar results 

were reported in MW plasma [40]. In the following section, this phenomenon will be explained kinetically 

based on our model. 

 
Fig. 4. Comparison of the experimental and calculated CO mole fraction profiles (in %) for 5 L/min and 7 L/min. 

(a-d): 2D distribution maps; (e): 1D plots at the central axis. (Discharge power: 303 W at 5 L/min and 320 W at 

7 L/min) 
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3.3 Reaction analysis 

Our model enables us to investigate the reaction rates of the six thermal reactions incorporated in the model. 

We have identified that only three of these reactions have significant effect, namely the two CO2 splitting 

reactions (reactions 1 and 2 in Table 1), and the O2 splitting reaction (reaction 4 in Table 1). Indeed, their 

rates are at least three (and mostly six) orders of magnitude higher than the rates of the other reactions. Our 

primary focus is on understanding the underlying kinetics of recombination and loss of CO, and therefore 

we will concentrate in particular on the two CO2 splitting reactions. The net rates of these two splitting 

reactions, together with their forward (splitting) and backward (recombination) reaction rates, are given in 

Figs. 5 and 6, for reaction 1 and 2, respectively, at 5 L/min. In the left plots, the net splitting rates were 

calculated as the CO2 dissociation rate minus the recombination rate. For clarity, we focus on the reactor 

and the start of the exhaust, because most of the conversion and recombination takes place there, due to the 

higher temperature. Indeed, as mentioned in Section 3.1 above, once the temperature drops below 2000 K, 

the chemistry becomes more or less “frozen” (i.e., the rates of both splitting and recombination become 

negligible, as observed indeed in Figs. 5 and 6). Note that the rates for these two reactions at 7 L/min, as 

well as the spatial distribution of O atom concentrations for both 5 and 7 L/min, which will be used later in 

our explanation, can be found in Section S3.2 and Figs. S4-S6 in SI.  

 
Fig. 5. Net rate of CO2 conversion by the reaction 𝐶𝑂ଶ ൅𝑀 ⇌ 𝑂 ൅ 𝐶𝑂 ൅𝑀 (a), and its breakdown into the 

splitting rate (forward reaction) (b) and the recombination rate (backward reaction) (c), at 5 L/min. The plasma 

is located at z < 0 mm, and the afterglow starts when the gas leaves the reactor and enters the exhaust at z > 0 mm. 
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Fig. 6. Net rate of CO2 conversion by the reaction 𝐶𝑂ଶ ൅ 𝑂 ⇌ 𝐶𝑂 ൅ 𝑂ଶ (a), and its breakdown into the splitting 

rate (forward reaction) (b) and the recombination rate (backward reaction) (c), at 5 L/min. The plasma is located 

at z < 0 mm, and the afterglow starts when the gas leaves the reactor and enters the exhaust at z > 0 mm. 

 

By comparing Figs. 5 and 6 (for 5 L/min), we can see that the net reaction rate of CO2 splitting into CO and 

O, upon collision with any molecule M, is almost twice as high as the reaction rate of CO2 splitting into CO 

and O2, upon collision with an O atom. In Ref. [28], a 0D model showed the same relative contribution of 

both reactions for CO2 conversion, although not with the same ratio between both rates, at similar (low) 

specific energy inputs (SEIs) (i.e., 0.5 eV/molecule in [28] and 0.6-0.8 eV/molecule in our case, calculated 

at 273 K and atmospheric pressure), while reaction 2 became more important at a higher SEI of 

4 eV/molecule. The difference in ratio of reaction rates can be explained by the differences between the 

model used in [28] and our model. These differences include among others: (i) the use of a 0D model (Ref. 

[28]) vs. a 2D axisymmetric model (this work), (ii) the use of a different chemistry set, i.e., including 

electron impact reactions (Ref. [28]) vs. assuming thermal chemistry (this work), and (iii) working at 

different pressures, i.e., 100 mbar (Ref. [28]) vs. atmospheric pressure (this work). 

We can also see in Figs. 5 and 6 that both reactions predominantly split CO2 within the plasma region, 

whereas the back-reactions forming CO2 occur in both the plasma and the afterglow region. The 
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recombination following reaction 2 happens mostly at lower z-values, i.e., inside the plasma and early 

afterglow (Fig. 6), while the recombination of CO and O through reaction 1 remains more important for a 

longer distance in the afterglow (Fig. 5), and it is the most important reaction in the exhaust, especially at 

higher flow rates. This difference in contribution throughout the exhaust can be explained by a difference 

in recombination rate coefficients between both reactions. In the temperature range between 700 K and 

3350 K, the rate coefficient of reaction 1 is always higher than that of reaction 2, but the ratio between both 

decreases with increasing temperature. Therefore, at higher temperatures, i.e., close to the start of the 

afterglow and at lower axial distances, the smaller difference between both rate coefficients, in combination 

with the higher concentration of O2 compared to O, results in a relatively higher contribution of 

recombination reaction 2, even though the rate remains smaller than for reaction 1, as can be seen in Fig. 5c 

and Fig. 6c for 5 L/min, and in Fig. S4c and Fig. S5c for 7 L/min. Further down the afterglow, at higher 

axial distances, the gas temperature decreases and therefore the ratio of the recombination rate coefficients 

increases, and the rate coefficient of reaction 2 drops to almost 0 m3/(mol s) below 2000 K. As a result, 

recombination through reaction 1 becomes much more important, despite the higher concentration of O2 

compared to O. Notably, for reaction 2, the profile of the net recombination rate displays a distinctive shape, 

with the peak positioned off-axis at higher z-values. This is because the individual dissociation and 

recombination rates overlap more in comparison to reaction 1. This overlap tends to counterbalance each 

other along the central axis. This observation demonstrates that both splitting and recombination can occur 

simultaneously at the same location in the reactor or exhaust at high temperatures. Hence, it is imperative 

not only to identify where recombination occurs, as presented in Fig.5c and 6c, but also to pinpoint the 

regions where recombination surpasses splitting in significance. In these regions, the loss of CO and O2 

becomes prominent, subsequently leading to a reduction in CO2 conversion. 

To delve into a more intricate analysis of the positions where recombination surpasses CO2 splitting, we 

present the forward and backward rates of the two CO2 splitting reactions in Fig. 7, as well as the 

temperature profile along the symmetry axis, for gas flow rates of 5 and 7 L/min. The intersection points 

between the dissociation and recombination reactions, and the corresponding temperatures, are indicated 

for both conditions and each reaction. These transition points signify the juncture where recombination takes 

precedence over dissociation, and their values are listed in Table 2. One noteworthy observation is that the 

transition points are always located at a z-value larger than 0 mm, i.e., in the afterglow. So, we can conclude 

that a net dissociation of CO2 is predominant within the plasma and recombination prevails in the afterglow, 

limiting the overall CO2 conversion. A second conclusion we can draw from Table 2 is that the transition 

point for reaction 2 consistently has a higher z-value, indicating that reaction 2 gives rise to CO2 dissociation 

over a longer spatial distance, albeit not necessarily in greater quantities. This phenomenon stems from the 

relatively high concentration of O atoms that persists at the inception of the afterglow, as can be seen in the 
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O concentration map in Section S3.2 of SI (Fig. S6). For example, at 5 L/min, the O atom concentration 

only drops below 1% of its maximum value at z = 22.2 mm on the central axis. The presence of these O 

atoms at the start of the afterglow contributes to the recombination rate for reaction 1 and the dissociation 

rate for reaction 2. This elucidates why recombination takes precedence further into the exhaust for 

reaction 2 compared to reaction 1. The overestimation of the temperature and CO mole fraction in our model 

compared to the experiments will probably not influence our conclusion. At every temperature along the 

symmetry axis, for both flow rates, the equilibrium constant, calculated as the splitting rate coefficient over 

the recombination rate coefficient, is larger for reaction 2 than for reaction 1, indicating the preference for 

CO2 splitting in reaction 2 and for recombination in reaction 1, and this difference becomes even larger at 

lower temperatures (as found in our experiments). In addition, the lower CO mole fraction in our 

experiments, i.e., the lower conversion, might lead to a lower concentration of O atoms, which determines 

the recombination rate of reaction 1 and the splitting rate of reaction 2, but it might also lead to a lower 

concentration of O2, which determines the recombination rate of reaction 2. 

The corresponding temperatures for these transition points are close to 3000 K, as listed in Table 2, except 

for reaction 2 at 7 L/min. Consistently, a temperature of 3000 K for recombination to take over from CO2 

splitting and thus the conversion decreases, was also reported in a modelling study for a MW reactor [30]. 

Only at 7 L/min for reaction 2, the temperature of this transition point deviates more from 3000 K. The 

position of this transition depends not only on the concentrations of the different species, which inherently 

influence the reaction rates, but also on the flow rate that transports these species and heat through the 

reactor and exhaust. This trend is evident in Table 2: the z-value of the transition points increases for both 

reactions with increasing flow rate. However, because the recombination of reaction 2 takes precedence 

over splitting quite distantly into the exhaust at 7 L/min, the gas at this transition point undergoes more 

substantial cooling due to heat dissipation by the heat sink, thus leading to a lower temperature. This 

phenomenon highlights the complex interplay between flow rates, reaction kinetics, and temperature 

profiles in this system. Note that due to an overestimate of the simulated temperature, as presented in Section 

3.1 above, the real transition points might be closer to the plasma area (a lower z-value) in comparison to 

the model predictions. In addition, it might be argued that the differences in vertical position and temperature 

of the transition points relative to each other as a function of the flow rate are not statistically significant, 

considering the overestimation of the temperature and CO mole fraction in the model compared to the 

experiments. However, the decreasing trends along the symmetry axis for both the temperature and the CO 

mole fraction are similar in the model and the experiments. The rather similar temperature for 5 L/min and 

7 L/min and the lower CO mole fraction for 7 L/min compared to 5 L/min can be observed for both the 

model and the experiments. These similar trends will then result in similar trends in the transition points. 

Still, this paragraph aims to indicate the very close temperature values of the transition points around 3000 K 



22 

and explain the deviation of one of these points using its vertical distance, and not to prove the trends as 

function of the flow rate. 

 

Fig. 7. Splitting rates (solid lines) and recombination rates (dotted lines) of the two main CO2 dissociation 

reactions, as well as the temperature (green, right y-axis) along the symmetry axis, for 5 L/min (a) and 7 L/min 

(b). The transition points at which recombination becomes more important than CO2 splitting (higher rate) and 

their corresponding gas temperature are indicated (see also Table 2). 

 

Table 2. Overview of the transition points where recombination takes precedence over dissociation on the 

symmetry axis for the two CO2 conversion reactions, at the two different flow rates, together with the 

corresponding temperature (model results). 

Flow rate 

(L/min) 
Reaction 

Vertical distance of the 

transition points (z, mm) 
Temperature (K) 

5 
𝐶𝑂ଶ ൅𝑀 ⇌ 𝑂 ൅ 𝐶𝑂 ൅𝑀 2.19 3159 𝐶𝑂ଶ ൅ 𝑂 ⇌ 𝐶𝑂 ൅ 𝑂ଶ 4.35 2913 

7 
𝐶𝑂ଶ ൅𝑀 ⇌ 𝑂 ൅ 𝐶𝑂 ൅𝑀 2.54 3035 𝐶𝑂ଶ ൅ 𝑂 ⇌ 𝐶𝑂 ൅ 𝑂ଶ 6.65 2493 

 

The results presented above offer a compelling insight: by rapidly cooling the gas after it passes the 

transition points in the afterglow, to temperatures where the reaction rates are negligibly small, we 

hypothesize it becomes feasible to significantly inhibit the recombination reactions. Consequently, this 

inhibition of recombination could lead to a substantial enhancement in CO2 conversion. In previous work 

on a MW plasma, a limit of 2000 K was reported under which the temperature needs to drop to “stop” the 

reactions and obtain a final CO2 conversion that does not change anymore, based on the calculated 
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equilibrium composition of CO2 and its dissociation products [9,29,30]. In our work, the experimental 

results plotted in Figs. 3 and 4 show that the CO2 conversion stabilizes only after the gas temperature has 

dropped to approximately 700 K, so to make sure that we retain the highest conversion possible, we should 

try to quickly decrease the temperature to a value as low as possible, below 2000 K or preferably below 

700 K. 

 

3.4 Demonstration of afterglow quenching for enhanced performance 

To demonstrate the above proposed strategy of quenching the afterglow region for enhanced performance, 

we developed a plasmatron reactor with cooling system, as depicted in Fig. 8. Two cooling stages: upstream 

(closer to plasma) and downstream (see Fig. 8a), were meticulously designed to explore how the position 

of quenching influences the overall reaction performance. The cooling was implemented by utilizing two 

separate water jackets, each filled with circulating water, with water (~298K) flowing in from the bottom 

and exiting from the top. Two thermocouples were positioned at around z = 20 mm and z = 100 mm within 

the afterglow region to measure the gas temperatures at the two cooling stages. Unlike the previous 

experiments, we only sampled and analysed the exhaust gas in this section. Note that the reactor designed 

in this section differs from the reactor used in the above sections, as it was specifically designed to showcase 

and validate the proposed strategy. 

In the absence of cooling, the afterglow region exhibits a notable blue flame extending to approximately 

120 mm, as depicted in Fig. 8b. This phenomenon is indicative, presumably, of vigorous CO recombination 

into CO2. However, with the introduction of the cooling system, as illustrated in Fig. 8c, the flame almost 

entirely vanishes. This dramatic change suggests a potent inhibition of the CO recombination reactions due 

to the cooling mechanism. Experimental results showed that the discharge power remained essentially 

unchanged before and after cooling for different conditions, indicating that the discharge itself was not 

notably affected by cooling. It can be therefore inferred that mainly the afterglow region was affected by 

cooling, leading to the disappearance of the blue flame. 

As evident from the time-resolved gas temperature measurements for the two cooling stages illustrated in 

Fig. 9, quenching exerts a significant influence on the afterglow gas temperatures and the overall 

stabilization of plasma operation. The stabilized temperatures for both the upstream and downstream stages 

experience a remarkable drop: from 1500 K to 980 K, and from 1160 K to 650 K, respectively. Also, it is 

intriguing to observe that the startup time required for temperature stabilization is significantly shorter: from 

around 150 s without cooling to ca. 25 s with cooling. 
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Fig. 8. Picture of the plasmatron reactor with afterglow quenching (a), and photograph of the afterglow region 

without cooling (b) and with cooling implemented (c). CO2 flow rate: 5 L/min, discharge power: 445W. 

 

 
Fig. 9. Time-resolved measurements of gas temperatures for the two cooling stages (Tupstream, Tdownstream), with 

and without cooling implemented (both stages). The point at which the temperature stabilizes is indicated.  

 

The impact of afterglow quenching, achieved through solely upstream or downstream cooling, and both, on 

the CO2 conversion and energy efficiency is illustrated in Fig. 10. Initially, the CO2 conversion increases 



25 

with rising flow rates, followed by a decline, while the energy efficiency exhibits a continuous upward trend. 

These trends are consistent with prior research and can be attributed to a combination of factors, such as 

residence time, SEI, and gas temperature [25,27,41]. As evident from Fig. 10, afterglow quenching yields a 

substantial enhancement in reaction performance, particularly at lower flow rates between 2 to 5 L/min. 

Cooling the upstream stage, which is in closer proximity to the plasma region and features higher gas 

temperatures, results in a more significant improvement compared to cooling the downstream stage alone. 

For instance, at 3 L/min, the CO2 conversion can be augmented from 6.6% to 13.4% (an enhancement by a 

factor two) with downstream cooling, and to 17.6% (a factor 2.6 enhancement) with upstream cooling, and 

further to 19.5% (an enhancement of nearly a factor three) with both upstream and downstream cooling. 

This observation is logical, as early cooling in the afterglow region can effectively restrict recombination 

reactions to a greater degree.  

The energy efficiency also experiences a remarkable enhancement due to afterglow quenching, albeit to a 

slightly lesser degree than the CO2 conversion (see Fig. 10). At a flow rate of 3 L/min, it increases from 

13.5% to 20.9% (a factor 1.5 enhancement) with downstream cooling, and to 26.5% (an enhancement of 

nearly a factor two) with upstream cooling, and further to 28.5% (an enhancement by a factor 2.1) with both 

upstream and downstream cooling. It is worth noting that the maximum energy efficiency achieved in this 

study (36.4% at 6 L/min with two-stage cooling) surpasses the majority of atmospheric pressure plasma-

assisted CO2 splitting works [32]. The remaining energy is presumed to be partly utilized for gas heating 

(estimated to be 56%, see Section S4 in SI), with the remainder dissipating in various forms (not directly 

heating the feed gas), such as light emission, transfer to the electrodes, and dispersion through the outer 

surface of the reactor into the surrounding environment. 

The efficacy of cooling diminishes considerably as the flow rates increase, as observed in Fig. 10, for both 

CO2 conversion and energy efficiency. This reduction can be largely attributed to the higher gas flow rate, 

diminishing the cooling effectiveness of the water jackets, which operate at a constant circulating water rate.  

The results presented in this section unequivocally demonstrate the effectiveness and significance of 

afterglow quenching in improving the CO2 splitting performance, even up to a factor three, for warm 

plasmas. 
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Fig. 10. CO2 conversion (a) and energy efficiency (b) of the plasmatron reactor under four different cooling 

conditions: without cooling (W/OC; black), solely upstream cooling (UC; red), solely downstream cooling (DC; 

blue), and with both upstream and downstream cooling (UC+DC; purple), as a function of flow rate, ranging 

from 2 to 8 L/min. Each condition was repeated three times and the plotted data represents the mean value with 

error bands. The bar charts additionally illustrate the relative improvement (see Section S4 for the definition) in 

CO2 conversion (a) and energy efficiency (b) achieved using the different cooling conditions, i.e., UC (red), DC 

(blue), and UC+DC (purple). 

 

4. Conclusions 

In this study, we investigated in detail the recombination reactions (of CO + O/O2) in the CO2 splitting 

process in an atmospheric plasmatron reactor. We developed an innovative in-situ gas sampling method, 

which allows us to visualize the 2D spatial distribution of gas product compositions experimentally. In 

addition, we developed a 2D axisymmetric fluid dynamics + reaction kinetics model that incorporates CO2 

splitting chemistry, and we validated it against our experimental data. Subsequently, we analysed the 

spatially resolved reaction rates to unveil the competition between CO2 dissociation and (CO + O/O2) 

recombination reactions in both plasma and afterglow region. Finally, to validate the proposed afterglow 

quenching strategy for performance optimization, we constructed a plasmatron equipped with a two-stage 

cooling system for the CO2 splitting reactions. 

Our results unequivocally confirm the significant role of recombination reactions in the afterglow, thereby 

limiting the performance of plasma-based CO2 splitting. For instance, at a flow rate of 5 L/min, the measured 

CO mole fraction drops significantly from 11.9% at a vertical distance of z = 20 mm in the afterglow region 

to 8.6% at z = 40 mm. Moreover, the CO2 conversion stabilizes along the flow rate direction only when the 

gas temperature drops to approximately 700 K. Our 2D axisymmetric model qualitatively reproduces the 

drop in temperature and CO mole fraction along the flow direction. Reaction rate analysis reveals the 
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importance of two reactions, i.e., 𝐶𝑂ଶ ൅𝑀 ⇌ 𝑂 ൅ 𝐶𝑂 ൅𝑀 and 𝐶𝑂ଶ ൅ 𝑂 ⇌ 𝐶𝑂 ൅ 𝑂ଶ in plasma-based CO2 

splitting, with their significance varying along the flow rate direction. The forward reactions dominate 

within the plasma region, contributing to CO2 conversion, while the recombination reactions take 

precedence in the afterglow region, limiting the overall CO2 conversion.  

We validate the proposed afterglow quenching strategy for performance optimization using a specially 

designed plasmatron reactor with a two-stage cooling system. This approach leads to a dramatic increase in 

both CO2 conversion and energy efficiency, particularly at low flow rates. For instance, at 3 L/min, the CO2 

conversion increases from 6.6% to 19.5% (i.e., an enhancement by nearly a factor three), while the energy 

efficiency rises from 13.5% to 28.5% (a factor 2.1 enhancement) with afterglow cooling, accompanied by 

a substantial reduction in startup time, from approximately 150 s (without cooling) to only 25 s (with 

cooling). Furthermore, the segmented cooling system underscores the significance of early quenching in 

inhibiting recombination reactions within the afterglow region.  

In summary, our work emphasizes and demonstrates the importance of inhibiting recombination reactions 

in plasma-based CO2 conversion through a combination of experiments and modelling. This provides 

critical insights into practical strategies for enhancing the performance in plasma-based CO2 conversion, 

not only for the plasma reactor under study here, but also for other types of warm plasmas. 
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S1 Experimental setup 

A schematic of the experimental setup is presented in Fig. S1, consisting of gas feeding system, power 

supply, plasmatron reactor with gas sampling set, oscilloscope with high-voltage probe and current 

probe for electrical parameter measurement, and gas analyser for gas composition analysis. 

 
Fig. S1. Schematic of the experimental setup 

 

The gas temperature in the sampling tube was estimated in the range of 400-600 K, based on the 

calculation given below: 

We assumed that it was an isobaric adiabatic mixing process.  

Gas flow rate: 𝑚௖ ൌ 1.25 𝑔/𝑚𝑖𝑛, 𝑚௦ ൌ 0.6 𝑔/𝑚𝑖𝑛 

Gas temperature before mixing: 𝑇ଵ௖ ൌ 300 𝐾, 𝑇ଵ௦ ൌ 500~1300 𝐾 

where 𝑚௖ and 𝑚௦ are the mass flow rates of carrier gas and sampled gas, respectively; 𝑇ଵ௖ and 𝑇ଵ௦ are 

the initial temperature of carrier gas and sampled gas, respectively. 

Gas temperature after mixing: 

𝑇ଶ ൌ 𝑚௖𝑐௣̅,௖𝑇ଵ௖ ൅𝑚௦𝑐௣̅,௦𝑇ଵ௦𝑚௖𝑐௣̅,௖ ൅𝑚௦𝑐௣̅,௦                                                          ሺ𝑆1ሻ 
where 𝑐௣̅,௖ and 𝑐௣̅,௦ are the average specific heat at constant pressure. Since they are very similar, we 

assume that they are equal here. Thus, 𝑇ଶ ൎ 400~600 𝐾. 
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S2 Model description 

The model is calculated using COMSOL Multiphysics and is a fully coupled combination of calculating 

the gas velocity and pressure, temperature, species concentrations and how these species are distributed 

over the reactor. 

S2.1 Gas flow 

The laminar gas flow is calculated using the Navier-Stokes equations for conservation of mass and 

momentum in their time-dependent form: 𝜕𝜌𝜕𝑡 ൅ ∇ ∙ ሺ𝜌𝑢ሬ⃗ ሻ ൌ 0                                                               ሺ𝑆2ሻ 
𝜌 𝜕𝑢ሬ⃗𝜕𝑡 ൅ 𝜌ሺ𝑢ሬ⃗ ∙ ∇ሻ𝑢ሬ⃗ ൌ ∇ ∙ ൤െ𝑝𝐼 ൅ 𝜇ሺ∇𝑢ሬ⃗ ൅ ሺ∇𝑢ሬ⃗ ሻ்ሻ െ 2

3
𝜇ሺ∇ ∙ 𝑢ሬ⃗ ሻ𝐼൨                    ሺ𝑆3ሻ 

With 𝜌 the gas density, 𝑡 the time, 𝑢ሬ⃗  the gas velocity vector, 𝑝 the pressure, 𝐼 the identity matrix, 𝜇 the 

dynamic viscosity, and superscript 𝑇 stands for the transpose of the velocity vector gradient. These 

equations are solved to obtain the velocity and pressure as a function of time and position in the 3D and 

2D axisymmetric geometry. The flow is considered weakly compressible, which means that the density 

only depends on temperature, but does not vary with pressure. For the 3D model, the gas flow is assumed 

to be compressible, in which the density depends on both temperature and pressure. 

The boundary conditions are divided into the inlet, the outlet and the walls. 

(a) Inlet 

The boundary condition at the inlet is given by: 𝑢ሬ⃗ ൌ 𝑢଴ሬሬሬሬ⃗                                                                          ሺ𝑆4ሻ 
The velocity 𝑢଴ሬሬሬሬ⃗  set at the inlet is obtained from the 3D gas flow model. A cross-section plane is defined 

in the 3D model at the height at which the 2D axisymmetric model starts, i.e., at -15 mm. On this plane, 

different concentric circles are drawn, with varying radii that correspond to specific values of 𝑟, and 

therefore specific points along the inlet line, corresponding to a surface, in the 2D axisymmetric model. 

A schematic drawing of the cross-section surface, the concentric circles and the velocity components is 

given in Fig. S2. For every radius, i.e., for every point along the inlet line, the velocity is calculated as 

the average velocity over the complete circle. This velocity consists of three velocity components, an r-

, phi- and z-component in cylindrical coordinates that are each calculated separately and imposed 

separately on the inlet boundary in the 2D axisymmetric model. Because the phi-component of the 

velocity is not equal to 0 m/s on this plane, the swirl in the flow is included in the 2D axisymmetric 

model. The three velocity components in cylindrical coordinates are obtained from the velocities in 

Cartesian coordinates in the 3D model using the following equations: 
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𝑣௥ ൌ 𝑥𝑣௫ ൅ 𝑦𝑣௬ඥ𝑥ଶ ൅ 𝑦ଶ                                                                    ሺ𝑆5ሻ 
𝑣ఝ ൌ െට𝑣௫ଶ ൅ 𝑣௬ଶ ൈ sin⎝⎛cosିଵ⎝⎛ 𝑥𝑣௫ ൅ 𝑦𝑣௬ඥ𝑥ଶ ൅ 𝑦ଶට𝑣௫ଶ ൅ 𝑣௬ଶ⎠⎞⎠⎞                         ሺ𝑆6ሻ 

𝑣௭ ൌ 𝑣௭                                                                       ሺ𝑆7ሻ 
With 𝑥, 𝑦 and 𝑧 the Cartesian coordinates in the 3D model of the points on the circle, and 𝑣௫, 𝑣௬ and 𝑣௭ 

the three velocity components in Cartesian coordinates in the same point. 

 
Fig. S2. (a) Drawing of the reactor part and start of the exhaust in the 3D model, indicating the ring-

shaped cross-section surface at 𝑧 = -15 mm (in red) that is used to obtain the velocity components for 

the 2D axisymmetric model, and (b) schematic drawing of the cross-section surface with the velocity 

components in Cartesian (in red) and cylindrical (in blue) coordinates indicated. The z-component of 

the velocity is pointing out of the page. The dashed concentric circles correspond to the different r-values 

at which the velocity components are calculated (more than the three circles shown here), as an average 

over one of these circles. 

(b) Outlet 

The outlet is defined as an open boundary and given by: 

൤െ𝑝𝐼 ൅ 𝜇ሺ∇𝑢ሬ⃗ ൅ ሺ∇𝑢ሬ⃗ ሻ்ሻ െ 2

3
𝜇ሺ∇ ∙ 𝑢ሬ⃗ ሻ𝐼൨ 𝑛ሬ⃗ ൌ 0ሬ⃗                                      ሺ𝑆8ሻ 

With 𝑛ሬ⃗  a unity vector normal to the outlet boundary and pointing out of the reactor. 
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(c) Walls 

All walls have a no slip condition: 𝑢ሬ⃗ ൌ 0ሬ⃗                                                                         ሺ𝑆9ሻ 
 

S2.2 Heat transfer 

The heat transfer module calculates the temperature through the heat balance equation: 

𝜌𝐶௣ 𝜕𝑇𝜕𝑡 ൅ 𝜌𝐶௣𝑢ሬ⃗ ∙ ∇𝑇 ൅ ∇ ∙ 𝑞⃗ ൌ 𝑄௣ ൅ 𝑄௩ௗ ൅ 𝑄௛௘௔௧ ௦௢௨௥௖௘ ൅ 𝑄௛௘௔௧ ௦௜௡௞                         ሺ𝑆10ሻ 𝑞⃗ ൌ െ𝑘∇𝑇                                                                  ሺ𝑆11ሻ 
𝑄௣ ൌ 𝛼௣𝑇 ൬𝜕𝑝𝜕𝑡 ൅ 𝑢ሬ⃗ ∙ ∇𝑝൰                                                        ሺ𝑆12ሻ 𝑄௩ௗ ൌ 𝜏:∇𝑢ሬ⃗                                                                       ሺ𝑆13ሻ 

With 𝐶௣ the specific heat capacity at constant pressure, 𝑇 the temperature, 𝑞⃗ the conductive heat flux, 𝑄௣  the heat corresponding to work resulting from pressure changes, 𝑄௩ௗ  the heat due to viscous 

dissipation, while 𝑄௛௘௔௧ ௦௢௨௥௖௘ and 𝑄௛௘௔௧ ௦௜௡௞ are the heat source and heat sink defined in our model, 

representing the plasma and accounting for cooling in the afterglow, respectively. Note that the heat sink 

has a negative value. The terms on the left-hand side in equation (S10) are the change in temperature 

over time, the convective and conductive heat transfer, respectively. Furthermore, in equations 

(S11-S13), 𝑘  is the thermal conductivity, 𝛼௣ the coefficient of thermal expansion, and 𝜏 the viscous 

stress tensor. The shape of the heat source and heat sink is indicated in Fig. 2 in the main paper, and the 

total power is then distributed over these shapes using two rectangle functions, in the r-direction and z-

direction, with rounded edges; through the 2D axisymmetry of the model, together they create a 

cylindrical shape. Because the functions are rectangles, the powers are approximately equally distributed 

over the cylinders, except at the edges where there is a lower power distribution due to the rounding of 

these edges. Together, these equations provide the temperature as a function of time and position in the 

2D axisymmetric geometry. 

In the model, we use a heat sink to represent the effect of turbulent cooling. Indeed, we assume that the 

flow is laminar, to reduce complexity and computation time, but this means that turbulent heat transfer 

is not included. However, modelling of a gliding arc plasmatron reactor has revealed that turbulent heat 

transfer can become important, with a turbulent gas thermal conductivity about 100 times larger than 

the gas thermal conductivity without turbulence for an argon plasma [1]. In addition, it has also been 

demonstrated experimentally that the turbulence causes radial mixing after the plasma, by using 

Schlieren photographs [2]. The latter paper clearly shows the effect of plasma on the flow behaviour: 
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without plasma, the flow is laminar, but when a voltage is applied, the flow behaves turbulently and 

more mixing takes place, which can also happen in our setup but is not yet accounted for in the model.  

This turbulence is caused by the movement of the arc. Based on the current-voltage curves and a video 

of the plasma measured during the experiment, we know that the arc is in so-called restrike mode. In 

this mode, reattachment of the arc takes place, which influences the flow significantly [3]. In this way, 

the distribution of heat, and therefore temperature, and particles will also be changed to some extent. 

However, modelling this restrike phenomenon requires more complicated models, including a more 

elaborate description of the (boundary layer of the) anode and a 3D geometry [3]. This would lead to 

excessive computation times, in combination with the calculation of the chemistry and particle transport, 

keeping in mind also the size of this reactor. Therefore, we use the above-described heat sink, to mimic 

the effect of turbulence and reattachment on the gas temperature. Because this turbulence, and therefore 

cooling, increases with increasing flow rates, we used a somewhat higher power of the heat sink at 

7 L/min (i.e., 185 W) compared to 160 W at 5 L/min. 

 

There are more separate boundary conditions for the heat transfer compared to the gas flow. 

(a) Inlet 

The inlet boundary condition is given by: 𝑇 ൌ 𝑇଴ ൌ 300 𝐾                                                               ሺ𝑆14ሻ 
The temperature at the inlet is set to a constant value of the 300K. This corresponds to CO2 gas that 

flows into the reactor at room temperature. 

(b) Outlet 

The heat transfer at the outlet has the following boundary condition: െ𝑛ሬ⃗ ∙ 𝑞⃗ ൌ 0                                                                   ሺ𝑆15ሻ 
This means that there is no conductive heat flux through the outlet, both into and out of the reactor. As 

a consequence, heat inside the exhaust can only be transported out of the reactor outlet through 

convection, transported by the gas flow. 

(c) Walls at the outside of the reactor and the start of the exhaust (orange in Fig. 2 of the main paper) 

These walls are in contact with the air outside the reactor, and in close contact with the heat source, and 

are defined by a heat flux through the wall: െ𝑛ሬ⃗ ∙ 𝑞⃗ ൌ ℎሺ𝑇௘௫௧ െ 𝑇ሻ                                                           ሺ𝑆16ሻ 
The heat transfer by conduction for these walls is set to a certain value, calculated using the heat transfer 

coefficient ℎ (in this case equal to 50 W/(m2K)), the external temperature of the air outside the reactor 𝑇௘௫௧ (here a constant value of 293.15 K), and the temperature at the wall inside the reactor 𝑇. When the 
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temperature 𝑇 is higher than the external temperature, which is mostly the case, the heat conduction is 

directed outwards and the heat from the reactor is lost to the outside environment. 

(d) Cylinder side (brown in Fig. 2 of the main paper) 

The cylinder side has the same boundary condition as the inlet, namely: 𝑇 ൌ 𝑇଴ ൌ 300 𝐾                                                              ሺ𝑆17ሻ 
Because there is no gas flow into or out of this wall, this boundary condition here means that the gas 

temperature close to the wall is set to 300 K. 

(e) Anode walls and walls at the end of the exhaust (pink and purple, respectively, in Fig. 2 of the main 

paper): 

These two separate groups of boundaries have the same thermal insulation boundary condition: െ𝑛ሬ⃗ ∙ 𝑞⃗ ൌ 0                                                                   ሺ𝑆18ሻ 
This equation indicates that there is no conduction through these walls. The anode walls are, similar to 

the walls at the outside of the reactor, close to the heat source and in contact with high temperature gas. 

However, these walls are not directly connected to the room temperature gas surrounding the reactor. 

Therefore, they are given a thermal insulation boundary condition instead of a heat flux boundary 

condition. 

 

S2.3 Chemistry and transport of chemical species 

Modelling chemical transport includes both the reactions taking place inside the reactor, as well as the 

transport of the different species through the reactor. The transport equation for the different species, 

taking into account the conservation of mass, is based on the following equation: 

𝜌 𝜕𝜔௜𝜕𝑡 ൅ ∇ ∙ 𝚥పሬሬ⃗ ൅ 𝜌ሺ𝑢ሬ⃗ ∙ ∇ሻ𝜔௜ ൌ 𝑅௜                                                  ሺ𝑆19ሻ 
With 𝜔௜  the mass fraction of species 𝑖 , 𝚥పሬሬ⃗  the mass flux of species 𝑖  relative to the mass-averaged 

velocity and 𝑅௜ the total net rate of production and destruction of species 𝑖. The terms on the left-hand 

side represent the change in mass fraction of species 𝑖  over time, the diffusion of species 𝑖  and its 

transport due to the gas flow, respectively, while the right-hand side corresponds to the change in species 𝑖 due to reactions taking place in the reactor. This equation is used for four species included in the model, 

CO, O, O2 and C, and these four equations are solved together to calculate their mass fractions, as a 

function of time and position in the 2D axisymmetric geometry. The mass fraction of CO2 is obtained 

from the assumption that the sum of all mass fractions is equal to 1. 

The mass flux 𝚥పሬሬ⃗  used in the mass transport equation corresponds to molecular diffusion and is calculated 

as: 



8 

𝚥పሬሬ⃗ ൌ െ ൬𝜌𝐷௜௠∇𝜔௜ ൅ 𝜌𝜔௜𝐷௜௠ ∇𝑀௡𝑀௡ െ 𝜌𝜔௜෍ 𝑀௜𝑀௡ 𝐷௜௠∇𝑥௜ே௜ୀଵ ൰                               ሺ𝑆20ሻ 
𝐷௜௠ ൌ 1 െ 𝜔௜∑ 𝑥௞𝐷௜௞ே௞ஷ௜                                                                        ሺ𝑆21ሻ 
𝑀௡ ൌ ൬෍ 𝜔௜𝑀௜ே௜ୀଵ ൰ିଵ                                                               ሺ𝑆22ሻ 

𝐷௜௞ ൌ 2.662821 ∙ 10ିଶଶඨ𝑇ଷ ሺ𝑀௜ ൅𝑀௞ሻሺ2 ∙ 10ଷ𝑀௜𝑀௞ሻ𝑝𝜎௜𝜎௞Ω஽,ௗ௜௙௙                                               ሺ𝑆23ሻ 
Ω஽,ௗ௜௙௙ ൌ 𝑐ଵሺ𝑇∗ሻ௖మ ൅ 𝑐ଷ𝑒௖ర்∗ ൅ 𝑐ହ𝑒௖ల்∗ ൅ 𝑐଻𝑒௖ఴ்∗                                                  ሺ𝑆24ሻ 

𝑇∗ ൌ 𝑇 𝑘஻ඥ𝜀௜𝜀௞                                                                         ሺ𝑆25ሻ 
With 𝐷௜௠ the mixture-averaged diffusion coefficient of species 𝑖, 𝑀௡ the mean molar mass, 𝑀௜ and 𝑀௞ 

the molar mass of species 𝑖  and 𝑘 , respectively, 𝑥௜  the mole fraction of species 𝑖 , 𝐷௜௞  the 

multicomponent Maxwell-Stefan diffusivities for species 𝑖 and 𝑘, 𝜎௜ and 𝜎௞ the potential characteristic 

length value of species 𝑖 and 𝑘, and Ω஽,ௗ௜௙௙ a collision integral used to calculate diffusion coefficients. 𝑐ଵ to 𝑐଼ are eight empirical constants, 𝑘஻ is the Boltzmann constant and 𝜀௜ and 𝜀௞ the potential energy 

minimum of species 𝑖  and 𝑘 . The potential characteristic lengths and potential energy minima are 

obtained from GRI-Mech 3.0 [4]. The sum is taken over all 𝑁 species in equations (S20) and (S22), and 

over all species 𝑘, except 𝑖 itself, in equation (S21). In this model, a mixture-averaged diffusion model 

is applied, which uses a Fick’s law type approximation. In this approximation, the net diffusive mass 

flux is not equal to 0, which is why a correction term is added. This is the last term on the right-hand 

side of equation (S20). 

The total net rate of production and destruction of species 𝑖, 𝑅௜ in equation (S19), is calculated with the 

formula: 

𝑅௜ ൌ෍ 𝜈௜௝𝑟௝ெ௝ୀଵ                                                                ሺ𝑆26ሻ 
where 𝑟௝ is the net rate of reaction 𝑗, calculated as: 𝑟௝ ൌ 𝑘௝௙ ෑ 𝑐௜ି ఔ೔ೕ௜ ∈ ௥௘௔௖௧ െ 𝑘௝௥ ෑ 𝑐௜ఔ೔ೕ௜ ∈ ௣௥௢ௗ                                           ሺ𝑆27ሻ 
In these equations, 𝜈௜௝ is the stoichiometric coefficient of species 𝑖 in reaction 𝑗, the sum is taken over 

all 𝑀 reactions, 𝑘௝௙ and 𝑘௝௥ are the forward and reverse rate coefficients of reaction 𝑗, respectively, 𝑐௜ is 
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the molar concentration of species 𝑖, and the equation is split in terms calculating the forward reaction 

rate when 𝑖 is a reactant and a reverse rate when 𝑖 is a product. 

The equations of the forward rate coefficients are given in Table 1 in the main paper. The reverse rate 

coefficients are calculated through detailed balancing, using the following equations [5]: 

𝑘௝௥ ൌ 𝑘௝௙𝐾௝                                                                           ሺ𝑆28ሻ 
𝐾௝ ൌ 𝑒൭∆ௌೕబோ ି∆ுೕబோ் ൱ ൬𝑃௔௧௠𝑅𝑇 ൰∑ ఔ೔ೕ೔ಿసభ

                                                 ሺ𝑆29ሻ 
∆𝑆௝଴ ൌ෍ 𝜈௜௝𝑆௜଴ே௜ୀଵ                                                              ሺ𝑆30ሻ 

∆𝐻௝଴ ൌ෍ 𝜈௜௝𝐻௜଴ே௜ୀଵ                                                                ሺ𝑆31ሻ 
With 𝐾௝  the equilibrium constant of reaction 𝑗 , ∆𝑆௝଴  and ∆𝐻௝଴  the standard-state molar entropy and 

enthalpy of reaction 𝑗, respectively, 𝑅 the gas constant, 𝑃௔௧௠ atmospheric pressure (101325 Pa), and 𝑆௜଴ 

and 𝐻௜଴ the standard-state molar entropy and enthalpy of species 𝑖, which are calculated using NASA 

polynomials [6]. The sum in these equations is calculated over all 𝑁 species 𝑖 in reaction 𝑗. 
The changing composition of the gas influences the properties of this gas. The density is calculated using 

the ideal gas law, while the other gas properties are calculated using the following formulas. 

(i) Heat capacity 𝐶௣: 

𝐶௣ ൌ෍ 𝜔௜ 𝐶௣,௜𝑀௜ே௜ୀଵ                                                               ሺ𝑆32ሻ 
With 𝐶௣,௜  the heat capacity at constant pressure for species 𝑖 , which is obtained using NASA 

polynomials [6], and the other parameters are defined in earlier equations. 

(ii) Dynamic viscosity 𝜇: 

𝜇 ൌ෍ 𝜇௜
1 ൅ 1𝑥௜ ∑ 𝑥௞𝜙௜௞ே௞ஷ௜

ே௜ୀଵ                                            ሺ𝑆33ሻ 
𝜙௜௞ ൌ ቈ1 ൅ ቀ𝜇௜𝜇௞ቁ଴.ହ ቀ𝑀௞𝑀௜ ቁ଴.ଶହ቉ଶ

2√2 ቂ1 ൅ 𝑀௜𝑀௞ቃ଴.ହ                                           ሺ𝑆34ሻ 
𝜇௜ ൌ 2.669 ∙ 10ି଺ඥ𝑇𝑀௜ ∙ 10ଷ𝜎௜ଶΩ஽,௩௜௦௖                                           ሺ𝑆35ሻ 



10 

Ω஽,௩௜௦௖ ൌ 𝑏ଵሺ𝑇∗ሻ௕మ ൅ 𝑏ଷ𝑒௕ర்∗ ൅ 𝑏ହ𝑒௕ల்∗ ൅ 4.998 ∙ 10ିସ଴𝜇஽,௜ସ𝑘஻ଶ𝑇 ቀ 𝜀௜𝑘஻ቁ 𝜎௜଺                     ሺ𝑆36ሻ 
𝑇∗ ൌ 𝑇 𝑘஻𝜀௜                                                          ሺ𝑆37ሻ 

Where 𝜇௜  and 𝜇௞  are the dynamic viscosity of species 𝑖  and 𝑘 , and Ω஽,௩௜௦௖ another, dimensionless 

collision integral used to calculate the viscosity and thermal conductivity, 𝑏ଵ  to 𝑏଺  are empirical 

constants and 𝜇஽,௜  is the dipole moment of species 𝑖 , also obtained from GRI-Mech 3.0 [4]. More 

information on the two collision integrals Ω஽,ௗ௜௙௙ (equation (S24)) and Ω஽,௩௜௦௖ (equation (S36)) can be 

found in references 4 and  5. The sum in equation (S33) is taken over all 𝑁 species at the start of the 

right-hand side and all 𝑁 species, except species 𝑖 itself, in the denominator.  

(iii) Thermal conductivity 𝑘: 

𝑘 ൌ 1

2
ቌ෍ 𝑥௜𝑘௜ே௜ୀଵ ൅ 1∑ 𝑥௜𝑘௜ே௜ୀଵ ቍ                                                ሺ𝑆38ሻ 

𝑘௜ ൌ 𝜇௜ ∙ 1.15𝐶௣,௜ ൅ 0.88𝑅𝑀௜                                                         ሺ𝑆39ሻ 
With 𝑥௜ the mole fraction of species 𝑖, 𝑘௜ the thermal conductivity of this species, 𝜇௜ the viscosity of 

species 𝑖, defined above in equation (S35) and 𝐶௣,௜ the heat capacity at constant pressure of 𝑖. 
 

The boundary conditions for the chemical transport are as follows: 

(a) Inlet 

The boundary condition at the inlet is given by: 

𝜔௜ ൌ 𝑥଴,௜𝑀௜𝑀௡                                                                       ሺ𝑆40ሻ 
with 𝑥଴,௜ the mole fraction of every species 𝑖 at the inlet, and the other parameters defined above. The 

inlet has a set mole fraction, converted to mass fraction, for all five species. For CO, O2, O and C, these 

initial mole fractions are equal to 10ି଼, which means that the mole fraction of CO2 is equal to 1 െ
4 ൈ 10ି଼ . This value of 10ି଼   is chosen instead of 0 for numerical reasons, to let the simulation 

calculate more smoothly. 

(b) Outlet 

The mass transport at the outlet is defined as: െ𝑛ሬ⃗ ∙ 𝜌𝐷௜௠∇𝜔௜ ൌ 0                                                              ሺ𝑆41ሻ 



11 

This means that there is no mass diffusion of any species 𝑖 possible through the outlet, and species can 

only be removed from the reactor by the gas flow. This is similar to the outlet boundary condition for 

heat transfer, where only convection by the gas flow can transport heat from the reactor, but not 

conduction. 

(c) Walls 

All walls have a no flux boundary condition: െ𝑛ሬ⃗ ∙ 𝚥పሬሬ⃗ ൌ 0                                                                ሺ𝑆42ሻ 
This simply means that there is no mass transfer through the walls. 
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S3 Detailed calculation results 

S3.1 Gas flow pattern in the reactor and exhaust 

As can be seen from Fig. S3, the gas flows upwards in the centre of the reactor, coming directly from 

the inlet, and also flows upwards close to the walls. In between those two upward gas streams, there is 

a downwards flow. The latter is caused by the converging end of the reactor, close to the outlet. Part of 

the gas collides with this converging wall and recirculates back in the exhaust, taking the heat and higher 

concentration in CO and O2 with it, and spreading it over the exhaust, away from the symmetry axis. 

 
Fig. S3. Total flow velocity in the reactor and exhaust for (a) 5 L/min and (b) 7 L/min. The arrows 

indicate the direction of the flow in the points at the tails of the arrows. 

 



13 

S3.2 Reaction analysis 

Figs. S4 and S5 present the reaction rates of the two CO2 conversion reactions, and their splitting and 

recombination components for 7 L/min, similar to Figs. 5 and 6 for 5 L/min in the main paper. The plots 

look very similar to the results at 5 L/min, but with two larger differences. Firstly, the reaction rates, 

especially the recombination rate of reaction 1, are slightly more spread out to higher z-values in the 

afterglow for the higher flow rate of 7 L/min, which is a logical consequence of the increased convective 

heat transport in the axial direction, transporting the heat to higher positions in the reactor, although this 

difference is not always very clear. Secondly, the high temperature, and therefore the reaction rates, 

seem to be less attached to the anode at 7 L/min, which is also caused by the gas flow itself. 

 
Fig. S4. Net rate of CO2 conversion by the reaction 𝐶𝑂ଶ ൅𝑀 ⇌ 𝑂 ൅ 𝐶𝑂 ൅𝑀 (a), and its breakdown 

into the splitting rate (forward reaction) (b) and the recombination rate (backward reaction) (c), at 7 

L/min. The plasma is located at z < 0 mm, and the afterglow starts when the gas leaves the reactor and 

enters the exhaust at z > 0 mm. 
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Fig. S5. Net rate of CO2 conversion by the reaction 𝐶𝑂ଶ ൅ 𝑂 ⇌ 𝐶𝑂 ൅ 𝑂ଶ (a), and its breakdown into 

the splitting rate (forward reaction) (b) and the recombination rate (backward reaction) (c), at 7 L/min. 

The plasma is located at z < 0 mm, and the afterglow starts when the gas leaves the reactor and enters 

the exhaust at z > 0 mm. 
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Fig. S6 illustrates the concentration of O atoms in the reactor and the start of the exhaust. The O atom 

concentration remains relatively high in the first few millimetres of the exhaust and only drops below 1 

% of its maximum value along the central axis at 22.2 mm and 33.1 mm (not visible in the plots), for 5 

and 7 L/min, respectively. 

 
Fig. S6. Concentration of O atoms in the reactor and the start of the exhaust for 5 L/min (a) and 

7 L/min (b). 
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S4 Afterglow quenching 

The relative improvements of CO2 conversion in Fig. 10 were calculated as below: 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 ሺ𝑎𝑠 𝑓𝑎𝑐𝑡𝑜𝑟ሻ ൌ 𝑋஼ைమ௎஼ ሺ%ሻ െ 𝑋஼ைమௐை஼ ሺ%ሻ𝑋஼ைమௐை஼ ሺ%ሻ                           ሺ𝑆43ሻ 
where 𝑋஼ைమ௎஼  is the CO2 conversion with solely upstream cooling, but the same formula applies for the 

CO2 conversion with solely downstream cooling (𝑋஼ைమ஽஼ ) or with both cooling (𝑋஼ைమ௎஼ା஽஼); 𝑋஼ைమௐ/ை஼
 is the 

CO2 conversion without cooling. The relative improvements of energy efficiency were calculated in the 

same way; just replacing 𝑋 with 𝜂. 

 

The proportion of input energy used for gas heating was estimated by calculating the energy required 

to heat the inlet gas (pure CO2) to 1200°C, assuming this heating process is carried out at constant 

pressure. It should be noted that the calculated values here are only estimates. 

Discharge power: 480W 

Inlet flow rate 𝑄௜௡: 𝑄௜௡ ൌ 6 𝐿/𝑚𝑖𝑛 ሺ273 𝐾, 101325 𝑃𝑎ሻ 
Inlet temperature 𝑇ଵ: 𝑇ଵ ൌ 20℃, outlet temperature 𝑇ଶ: 𝑇ଶ ൌ 1200℃ 

Inlet mass flow rate 𝑀௜௡: 

𝑀௜௡ሺ𝑔 𝑠⁄ ሻ ൌ 𝑄௜௡ሺ𝐿 min⁄ ሻ ൈ 1.977ሺ𝑔 𝐿⁄ ሻ
60ሺ𝑠 min⁄ ሻ ൌ 0.1977ሺ𝑔 𝑠⁄ ሻ                         ሺ𝑆44ሻ 

Gas heat absorption power 𝑞: 𝑞ሺ𝑊ሻ ൌ 𝑀௜௡ሺ𝑔 𝑠⁄ ሻ ൈ ሺ𝑐௣̅଴்మሺ𝐽 ሺ𝑔 ∙ 𝐾ሻ⁄ ሻ ൈ 𝑇ଶሺ℃ሻ െ 𝑐௣̅଴்భሺ𝐽 ሺ𝑔 ∙ 𝐾ሻ⁄ ሻ ൈ 𝑇ଵሺ℃ሻሻ ൌ 270 𝑊    ሺ𝑆45ሻ 
where 𝑐௣̅଴்  is the average specific heat at constant pressure for the gas as it is heated from 0°C to 

temperature t (°C). 𝑐௣̅଴ଶ଴ ൌ 0.825 𝐽 ሺ𝑔 ∙ 𝐾ሻ⁄ , 𝑐௣̅଴ଵଶ଴଴ ൌ 1.153 𝐽 ሺ𝑔 ∙ 𝐾ሻ⁄  

Thus, about 56% of input energy is used for gas heating. 
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