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#### Abstract

In this work we provide some insights and develop some ideas, with few technical details, about the role of explanations in Data Quality in the context of data-based machine learning models (ML). In this direction there are, as expected, roles for causality and explainable AI. The latter area not only sheds light on the models, but also on the data that support model construction. There is also room for defining, identifying and explaining errors in data, in particular, in ML; and also for suggesting repair actions. More generally, explanations can be used as a basis for defining dirty data in the context of ML, and measuring or quantifying them. We think dirtiness as relative to the ML task at hand, e.g. classification.


## 1 Introduction

In this short paper we aim to bridge recent work on explanations in data quality with explainable AI. We start by describing a number of approaches for finding explanations of query results. For example, a query may extract potential inconsistencies or other forms of dirtiness in the data and one wishes to find explanations for the inconsistencies. The explanations correspond to typical questions like "what data is dirty?", "why is it dirty?", and "how does a particular piece of data contribute to the overall dirtiness?". As such, they explain query results at an increasing level of granularity.

In view of the rise of $\mathrm{AI} /$ machine learning methods to analyse data, the above explanation methods need to be revisited. Indeed, the query now becomes a more complex data analytical task. We remark that this paper is not a comprehensive survey. Instead our focus is to provide a bit of insight into this general problem and to identify a couple of promising research directions.

## 2 Inspecting data by queries

It is common that the cleanliness of a database is directly assessed on the basis of the database itself. One can directly inspect the data, at the record (tuple) or record value level. A more systematic way to do this inspection is by posing queries to the database; and even more sophisticated, one can define appropriate views that capture data with some "issues". Again, one can directly inspect the query results or the view contents. A good example of this is consistency, one particular dimension of data quality [2, 23].

Example 1. Consider the following database, $D$, below, and suppose that we expect $D$ to be consistent in that it satisfies the denial integrity constraint $\psi: \neg \exists x \exists y(S(x) \wedge R(x, y) \wedge S(y))$, that prohibits a particular kind of joins.

| $R$ | $A$ | $B$ |
| :---: | :---: | :---: |
|  | $a$ | $b$ |
|  | $c$ | $d$ |
|  | $b$ | $b$ |
|  |  |  |


| $S$ | $A$ |
| :---: | :---: |
|  | $a$ |
|  | $c$ |
|  | $b$ |
|  |  |

To check whether this constraint holds, one can pose the query $\mathcal{Q}(x, y): \quad S(x) \wedge R(x, y) \wedge$ $S(y)$, associated with $\psi$, to $D$. The query result
$\mathcal{Q}(D)$ will consist of all combinations of values $\psi$. that do satisfy the join, i.e. inconsistencies for

In this case, the set of answers $\mathcal{Q}(D)$, which should be empty were the database consistent, is $\{\langle a, b\rangle,\langle b, b\rangle\}$.

This is an example of a particular and classical kind of dirtiness that is related to an also classical kind of integrity constraint. Other kinds of constraints have been proposed and investigated that capture other forms of dirtiness or can be used to address other dimensions of data quality [19].

As another example, but this time along the redundancy dimension of data quality, we can give an example related to duplicate detection, which is about identifying pairs (or sets) of records in a database that represent the same external entity.

Example 2. Consider a database which consists of records of the form $R($ Name, Address, $D O B$, Occup). In the database there should not be two different records with same Name and $D O B$ (date of birth), and similar Address. We can find such undesired pairs of records by means of the query:

$$
\begin{align*}
\mathcal{Q} & : R\left({\text { Name } \left., \text { Address }_{1}, D O B, \text { occup }_{1}\right) \wedge R\left(\text { Name }, \text { Address }_{2}, D O B, \text { Occup }_{2}\right)} \text { ( } \text { Adress }_{1} \approx \text { Address }_{2} \wedge\left(\text { Address }_{1} \neq \text { Address }_{2} \vee \text { Occup }_{1} \neq \text { Occup }_{2}\right)\right)
\end{align*}
$$

that involves a built-in, application dependent similarity relation $\approx$, which is assumed to subsume equality.

Similarly as in Example 1, the query $\mathcal{Q}$ corresponds to some kind of data quality constraint. Indeed, it is associated to a matching dependency (MD), a relatively new kind of constraint proposed for duplicate detection and reconciliation, the latter being the process of fusing duplicates into single records $[20,7]$. In this case, the MD corresponding to $\mathcal{Q}$ would be the (implicitly universally quantified) formula:

$$
\begin{align*}
& R\left(\text { Name }, ~ A d d r e s s ~_{1}, D O B, \text { Occup }_{1}\right) \wedge R\left(\text { Name } \text { Address }_{2}, D O B, \text { Occup }_{2}\right) \\
& \wedge \text { Adress }_{1} \approx \text { Address }_{2} \rightarrow \text { Address }_{1} \doteq_{1} \text { Address }_{2} \wedge \text { Occup }_{1} \doteq_{2} \text { Occup }_{2} \tag{2}
\end{align*}
$$

which specifies that for any two records that share the same name and date of birth and have similar addresses, the addresses and the occupations have to be made identical. This requirement is application dependent. In this case, an application where the attributes Name, $D O B$, Address are expected to act as a key, but with only similarity required for Address instead of the usual equality used in key constraints. Here, the way to make values identical is built into the operators $\doteq_{1}$ and $\doteq_{2}$, and is application dependent.

We can see that the first three atoms of query $\mathcal{Q}$ in (1) detect records that satisfy the left-hand side of the constraint in (2). The disjunction in (1) captures the records that do not satisfy one (or both) of the equalities required by the right-hand side of the MD in (2).

What we just described is a simply way to detect inconsistencies in the data and to answer "what is dirty?". One often wants to go beyond simple queries to detect inconsistencies (or other forms of dirtiness), and go deeper into the causes. That is, one wants the identify the root causes of the reported inconsistencies, e.g. at the tuple level. This is the role of causality in databases.

## 3 Causality in Databases

Causality in databases was first introduced in [31], inspired by [21] (c.f. also [32]). We use an example to give the intuition.

Example 3. (ex. 1 cont.) With the same database $D$, consider the existential closure of the original query, i.e. the Boolean conjunctive query: $\mathcal{Q}: \exists x \exists y(S(x) \wedge R(x, y) \wedge S(y))$, which happens to be true in $D$, denoted $D \vDash \mathcal{Q}$. We ask "why?", and we want the causes, as explanations for $\mathcal{Q}$ being true in $D$.

A tuple $t \in D$ (that is a fact or, equivalently, a row in a relation in $D$ ) is a counterfactual cause for $\mathcal{Q}$ in $D$ if $D \models \mathcal{Q}$ and $D \backslash\{t\} \not \vDash \mathcal{Q}$. Here, $S(b)$ is counterfactual cause for $\mathcal{Q}$ in $D$ : if $S(b)$ is removed from $D$, then $\mathcal{Q}$ is no longer true (and then, no inconsistencies remain in $D$ ).

A tuple $t \in D$ is an actual cause for $\mathcal{Q}$ if there is a contingency set $\Gamma \subseteq D$, such that $t$ is a counterfactual cause for $\mathcal{Q}$ in $D \backslash \Gamma$. Here, $R(a, b)$ is an actual cause for $\mathcal{Q}$ with contingency set $\{R(b, b)\}:$ if $R(a, b)$ is removed from $D$, then $\mathcal{Q}$ is still true, but further removing $R(b, b)$ makes $\mathcal{Q}$ false. It indicates that $R(a, b)$ is less of a good cause than $S(b)$ for the inconsistencies in $D$. Every counterfactual cause is also an actual cause, with empty contingent set, but actual, but non-counterfactual, causes need company to invalidate a query result.

A related question is "Can we quantify how good causes are?". An answer comes from the notion of responsibility [13]. The responsibility of an actual cause $t$ for $\mathcal{Q}$ is $\rho_{D}(t):=\frac{1}{|\Gamma|+1}$, with $|\Gamma|$ the size of smallest contingency set for $t$. In this example, the responsibility of $R(a, b)$ is $\frac{1}{2}=\frac{1}{1+1}$ (its several smallest contingency sets have all size 1). Hence, $R(b, b)$ and $S(a)$ are also actual causes with responsibility $\frac{1}{2}$. We note that $S(b)$ is an actual (counterfactual) cause with responsibility $1=\frac{1}{1+0}$. This quantitatively validates our earlier observation that $S(b)$ is more causal than $R(a, b)$ for the inconsistencies in $D$.

We can see that causality gives us an additional knowledge on the reasons why a query is true, or similarly, an integrity constraint is violated. In the end, we gain insight into the underlying data, and their quality.

In particular, high responsibility tuples provide more interesting explanations. Causes in this case are tuples that come with their responsibilities as "scores". Actually, for a particular data phenomenon, e.g. a query result, all tuples can be seen as actual causes and only the scores matter. This idea of assigning scores to tuples (or more fine-grained, to tuple values [5]), can be taken much further. Other score functions could be applied in situations where others do not provide intuitive results, as the following example shows.

Example 4. The following Boolean Datalog query $\Pi$ (right) becomes true on database $E$ (left) if there is a path from $a$ to $b$. We can alternatively interpret this by saying that $E$ is consistent if no path between $a$ and $b$ exists.

| $E$ | $X$ | $Y$ |
| :---: | :---: | :---: |
| $t_{1}$ | $a$ | $b$ |
| $t_{2}$ | $a$ | $c$ |
| $t_{3}$ | $c$ | $b$ |
| $t_{4}$ | $a$ | $d$ |
| $t_{5}$ | $d$ | $e$ |
| $t_{6}$ | $e$ | $b$ |
|  |  |  |



$$
\begin{aligned}
y e s & \leftarrow P(a, b) \\
P(x, y) & \leftarrow E(x, y) \\
P(x, y) & \leftarrow P(x, z), E(z, y)
\end{aligned}
$$

One can verify that all tuples are actual causes for the answer "yes" since every tuple appears in a path from $a$ to $b$. However, all the tuples have the same causal responsibility of $\frac{1}{3}$, which may be counter-intuitive. Indeed, $t_{1}$ provides a direct path between $a$ and $b$, and one would expect $t_{1}$ to be more responsible than the other tuples that are only involved in indirect paths between $a$ and $b$.

In [37], an alternative, quantitative notion of causal effect was introduced. This is done by transforming the database into a probabilistic one [40], where tuples have independent probabilities of $\frac{1}{2}$ of being true; and performing counterfactual interventions on it. The causal effect is then the difference of the expected values of the query being true and false. The causal effect turned out to give much more intuitive results. In the previous example, the causal effect for tuple $t_{1}$ is 0.65625 , for tuples $t_{2}, t_{3}$ it is 0.21875 , and for tuples $t_{4}, t_{5}, t_{6}$ it is 0.09375 . Interestingly, it was shown later [29] that the causal effect coincides with the Banzhaf power index [18], which is defined in a similar way as the Shapley value, a well known measure used in coalition game theory.

## 4 Coalition Games and Shapley

The use of the Shapley value to measure how much a database tuple contributes to a query answer from a database has been recently investigated in [29]. In this situation, several tuples together are necessary to produce a query result. Like players in a coalition game, some may contribute more than others. The query (Boolean or aggregate numerical) becomes the wealth-distribution or game function, $\mathcal{G}$, that sends subsets of players to values $v \in \mathbb{R}$. Since the players are the database tuples, the set of players is the database $D$. We can apply standard measures of players' contributions that are used in game theory, economics, etc. One established measure is the Shapley value of a player. It is based on counterfactual interventions, of the kind "What would happen if we change ...?".

More precisely, the Shapley value of player $p$ (i.e. a tuple) among a set of players $D$ (i.e. the database) is given by:

$$
\operatorname{Shapley}(D, \mathcal{G}, p):=\sum_{S \subseteq D \backslash\{p\}} \frac{|S|!(|D|-|S|-1)!}{|D|!}(\mathcal{G}(S \cup\{p\})-\mathcal{G}(S)),
$$

where $|S|!(|D|-|S|-1)$ ! is the number of permutations of $D$ with all players in $S$ coming first, then $p$, and then all the others. This is an average of the game-function differences between a set having player $p$ and not having it, over all sets of players. Again, a form of local counterfactual intervention.

Example 5. (ex. 4 cont.) It can be verified (see [29] for details) that $\operatorname{Shapley}\left(E, \mathcal{G}, t_{1}\right)=$ $\frac{35}{60}, \operatorname{Shapley}\left(E, \mathcal{G}, t_{2}\right)=\operatorname{Shapley}\left(E, \mathcal{G}, t_{3}\right)=\frac{8}{60}$, and $\operatorname{Shapley}\left(E, \mathcal{G}, t_{4}\right)=\operatorname{Shapley}\left(E, \mathcal{G}, t_{5}\right)=$ $\operatorname{Shapley}\left(E, \mathcal{G}, t_{6}\right)=\frac{3}{60}$. Hence, although these values differ from what was obtained for causal effect, the ordering on the tuples induced by the Shapley value and causal effect coincide. They thus rank the tuples in the same way in accordance to their relevance for the Boolean query $\Pi$.

The Shapley value provides a more sophisticated measure of the contributions of database tuples to a result from the database. With it and other scores, we can shed some light on the underlying data; and from the combination of results and scores, we can assess if unexpected results are being obtained from the data, and then, their quality. This idea becomes even more critical if the result is something much more complex than a query result, e.g. the outcome from a machine learning model that has been built using the data, and is being applied to those data.

## 5 Explainable AI/ML

We next highlight a couple of interesting research directions, all related to finding explanations when queries are replaced with complex data analytical tasks. We here illustrate the problems in the context of machine learning and data quality.

When it comes to machine learning and data quality, one can either use ML to assess the quality of data, or assess the quality of data for the ML task at hand.

Indeed, integrity constraints are often used in combination with more complex methods to assess the quality of data, including machine learning tasks [22]. A typical example is when each tuple $t$ in a database $D$ is represented by features $F(t)$ with $F \in \mathcal{F}$, some set of features. This can be followed by a classification task with the aim to label, with 0 (dirty) or 1 (clean), a tuple $t$ based on all its features $\mathcal{F}(t)$. As shown in Figure 1, the classification model can be a black-box model (left in the figure), or an explicit, open-box model, e.g. a classification tree (right), that returns label $L(t)=0$, for "dirty tuple".

In a similar vein, ML methods can be used to predict the best repair actions, e.g. to make the database consistent [28]. In other words, ML is used to assess the quality of data, and as explanation, we may ask about the feature of $t$ that contributes the most to the outcome $L(t)$ of $t$ being dirty or clean.


Figure 1: Classification models

In a different, but not unrelated direction, we can ask for explanations of outcomes of general ML tasks. For example, in a typical application, $\mathcal{F}(t)$ in Figure 1 is a record of feature values, e.g. for income, age, address, job, etc., that represent an entity that is applying for a loan at a financial institution, and the classifier returns 1 if the applicant is risky, and 0 if not (and the loan should be granted). We thus want to assess the quality of data for the ML task at hand by finding explanations for unexpected outcomes.

We would like to find explanations in these settings, as captured by numerical scores assigned to them. The question here is what kind of scoring functions can be used.

As it turns out, the Shapley value has already been used with black-box models [30]. Different scores can be applied to investigate the relevance of the feature values for this decision, in particular, the Shapley-score [8]. If we obtain "strange" scores, or, indirectly, rankings of feature values, we may want to inspect more deeply the data, the model, or both.

For the Shapley-score, the players are the features $F \in \mathcal{F}$, and the game function that depends on $t$ (and then, on its feature values) becomes, for $S \subseteq \mathcal{F}: \mathcal{G}_{t}(S):=\mathbb{E}\left(L\left(t^{\prime}\right) \mid \mathcal{F}_{S}\left(t^{\prime}\right)=\mathcal{F}_{S}(t)\right)$, where $\mathcal{F}_{S}$ are features in $S$. This reflects the fact that feature values outside $S$ are counterfactually intervened in all possible ways. Thus, $\mathcal{G}_{t}(S)$ is the expected value of the label over tuples that coincide with $t$ on features in $S$, and can be estimated via the empirical distribution of the available data. So, for a feature $F \in \mathcal{F}$, one computes: $\operatorname{Shapley}\left(\mathcal{F}(t), \mathcal{G}_{t}, F(t)\right)$. This is just one example, but more research is required to properly understand which score-functions are good in this context.

We also point out that score-based explanations for outcomes from black-box ML models can also be applied with open-box models, using only the input/output relation. In some applications, it could be more appealing and more informative to use score-based, and ranking-based explanation methodology that does use the internal components of the model. An example of such a methodology is given in, e.g. [12]. C.f. [35] for thoughts on explanations and black box models.

Explanations come in different forms, and are at the center of one of the most effervescent areas of research in AI and data science.

## 6 Ontological Contexts and Counterfactuals

There is the general agreement that data quality is context dependent [4]. On this basis, and to assess quality of data, and also extract quality data from a possible dirty source, contexts formalized as ontologies have been proposed [3].

In more general terms, ontologies that describe the domain the data are about can be useful when finding explanations for results obtained from the data source. This is intuitively clear, because we have more elements, actually declarative ones, that can be used when looking for explanations [14, 17, 9, 10].

Furthermore, ontologies could be handy when performing counterfactual interventions to obtain causes or compute score-based explanations. As a particular case of the former, causes for query answers in the presence of integrity constraints were investigated in [6]. In relation to counterfactual updates under ontologies, we give a simple example, modified from [15].

Example 6. A moving company makes hiring decisions based on feature values that become entries in records representing applicants, say $R=\langle$ appCode, ability to lift, gender, weight, height, age $\rangle$.

Mary, represented by the record $R^{\star}=\langle 101,1, F, 160$ pounds, 6 feet, 28〉, applies and is denied the job. That is, the classification returns: $L\left(R^{\star}\right)=1$. To explain the decision, we can hypothetically change Mary's gender, from $F$ into $M$, obtaining record $R^{\star \prime}$, for which we now observe $L\left(R^{\star \prime}\right)=0$. Thus, gender, or better its value $F$, can be seen as a counterfactual explanation for the initial decision.

There are other alternatives we might consider, e.g. keeping the value of gender, counterfactually change the other feature values, to see if the original decision stays the same. If this is the case, there would be evidence that the value $F$ for gender is relevant for the decision made.

However, when considering counterfactual interventions we might be constrained or guided by an ontology containing, e.g. a denial semantic constraint, such as $\neg(R[2]=1 \wedge R[6]>80)$, with 2 and 6 indicating position values in the record, that prohibits someone over 80 to be qualified as fit to lift. We could also have a rule, such as $(R[3]=M \wedge R[4]>100 \wedge R[6]<70) \rightarrow R[3]=1$, specifying that men who weight over 100 pounds and are younger than 70 are automatically qualified to lift weight.

This example shows that counterfactual interventions can be affected by ontological knowledge that has to be brought into the game. Not every counterfactual intervention (or combination of them) may be admissible, and some may automatically generate additional interventions. In other words, counterfactual interventions and associated scores have to be semantically correct, in the sense that they comply with the imposed integrity constraints. Furthermore, the ontological knowledge has to be consistent with the data at hand. It may not make much sense imposing conditions on the explanations if they are not satisfied by the underlying data and the model trained with them. This is an area that deserves much more investigation.

More speculatively, there are situations where high score explanations may not be very useful. For example, a loan applicant who has been rejected might want to know what to do to revert the decision. If age has the highest score, there is not much to do, but maybe a a combination of other features could be more useful, e.g. changing address and job. This would benefit from a declarative and usable specification of preferences about what could be useful counterfactuals to consider, and extending scores from single features to admissible combinations thereof [8].

## 7 Final Remarks

We have argued that explanation methodologies need further investigation, especially when they are to explain outcomes of complex data analytical tasks. When decisions or predictions are made based on features, as is common practice in ML, we described explanation methodologies based on these features. One can go, however, one step further. More precisely, it is often the case that the features originate from queries posed to an underlying database, as is illustrated in the following example.

Example 7. Consider the following two queries written as rules (taken from [26]):

$$
\pi_{1}(t) \leftarrow \operatorname{TxnInfo}(t, n, c, s), \operatorname{Card}(n, c, s) \quad \pi_{2}(t) \leftarrow \operatorname{TxnInfo}(t, n, c, s), \operatorname{Card}\left(n, c, s^{\prime}\right)
$$

over relations TxnInfo(txn, card, country, state) and Card(card, country, state) representing transaction and credit card information. When posed over a database $D$, these queries correspond to two Boolean features of transactions $t: F_{i}(t)=1$ if $t \in \pi_{i}(D)$ and $F_{i}(t)=0$ if $t \notin \pi_{i}(D)$, for $i=1,2$. These correspond to whether or not a transaction $t$ happened in the same state or not. These features can, e.g. be used to predict credit-card fraud.

Explanations should then be sought in the underlying data, i.e. tuples in the database, from which the features are derived, rather than on the feature level. This leads to an interesting question of how to combine the explanation methodologies for queries, which we discussed earlier, with explanation methodologies for ML. It is likely that a Shapley-value approach can be applied here as well, but this needs further investigation.

Moreover, the design of explanation methods for query-derived features should probably go hand-in-hand with in-database learning methods. In such methods, ML tasks are performed without an explicit materialisation of the features [24]. This may bring additional benefits in terms of computational aspects of explanation methods.

We also like to point out that it is often desirable to provide declarative descriptions of explanations, rather than explanations based on data alone. In the context of data quality, one can consider learning succinct declarative explanations of collections of inconsistencies [11] or of user-made repairs of the data [33]. An interesting line of research is to develop similar techniques, alongside scoring-based techniques, in the ML context described earlier.

If the explanation methodology is well-established and properly conceived, then the provided explanations say something about the quality of the data itself, and the quality of data we used to train the model, specially if we receive unexpected explanations. However, in these cases, the quality dimension of data seems to be most naturally related to statistical concerns, such as bias $[38,36]$, or to the (also data fed) algorithm at hand, whose outcomes can also be assessed from the point of view of fairness [27, 39]. More research is needed here to identify good score-based explanation methods for such statistical aspects.

It is well-known that classic aspects of data quality are critical for machine learning and databased AI: good quality data are necessary to learn and create the right models. It is also clear that ML has an important role to play in data quality. There are many ML-based solutions to data quality problems, e.g. entity resolution $[25,16,1]$. In this article we have shown how ML and AI bring to the table new dimensions of data quality, and how techniques from explainable AI can help in this direction.
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