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Abstract 

The free energy surface (FES) for carbon segregation from nickel nanoparticles is 

obtained from advanced molecular dynamics simulations. A suitable reaction coordinate 

is developed that can distinguish dissolved carbon atoms from segregated dimers, chains 

and junctions on the nanoparticle surface. Because of the typically long segregation time 

scale (up to µs), metadynamics simulations along the developed reaction coordinate are 

used to construct FES over a wide range of temperatures and carbon concentrations. The 

FES revealed the relative stability of different stages in the segregation process, and free 

energy barriers and rates of the individual steps could then be calculated and decomposed 

into enthalpic and entropic contributions. As the carbon concentration in the nickel 

nanoparticle increases, segregated carbon becomes more stable in terms of both enthalpy 

and entropy. The activation free energy of the reaction also decreases with the increase of 

carbon concentration, which can be mainly attributed to entropic effects. These insights 

and the methodology developed to obtain them improve our understanding of carbon 

segregation process across materials science in general, and the nucleation and growth of 
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carbon nanotube in particular. 
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1. Introduction 

Segregation phenomena are quite important in various fields of material science 

and catalytic chemistry. For example, segregation of carbon atoms at grain boundaries is 

important for the strengthening of steel [1, 2]. Segregation of carbon atoms is known as 

poisoning in heterogeneous catalysis, which reduces the catalyst activity [3]. Furthermore, 

carbon segregation itself is a part of the synthesis process of carbon materials such as 

graphene [4, 5], carbon membranes [6] and carbon nanotube (CNT) [7, 8]. Segregation is 

important regardless of whether it desired or not and therefore it should be properly 

understood and controlled. Segregation phenomena have been extensively studied by 

experiments and simulations from macroscopic viewpoint and benefits from previous 

studies can be achieved from the phase diagrams [9, 10]. 

It is not straightforward to expand the phase diagram concept to the nanoscale. 

In case the positions of carbon atoms on grain boundaries or on surface can be defined, it 

is possible to energetically calculate the stability of segregation [11] or kinetic barrier for 

diffusion [12] and further use this information for kinetic Monte Carlo calculations [13]. 

However, when the number of carbon atoms increases, the number of possible 

configurations will exponentially increase and taking all possible configurations into 

account will be difficult. In the context of CNT synthesis, several groups have carried out 

explicit molecular dynamics (MD) simulations in which carbon atoms were continuously 

added to a metal nanoparticle [14-16]. While microscopic segregation mechanisms have 

been observed in such simulations, they represent only a specific high flux subset of all 

possible pathways, due to the limited MD time scale. In a pioneering study, the phase 

diagram concept was extended to nanoparticles [17]. Here, it was however not always 

clear how to distinguish between carbon atoms that were dissolved or segregated. 



Furthermore, segregation is a dynamic process which is difficult to understand only from 

phase diagram based static picture. 

In order to understand the segregation process, a suitable reaction coordinate 

which distinguishes dissolved from segregated carbon must be found. For example, a 

bond distance can be set as the reaction coordinate for a simple bond dissociation reaction, 

while an order parameter can be used to describe phase transition (i.e., solid or liquid) in 

the field of metallurgy [18]. Once a good approximate reaction coordinate—also referred 

to as a collective variable (CV)—is known, even very slow processes can then be accessed 

within MD time scales through the application of an enhanced sampling method such as 

metadynamics [19-24].  

Previously, we developed CVs and a metadynamics-based approach to 

efficiently accelerate carbon diffusion in bulk metals [25]. Although segregation 

phenomena can be observed using this method, it does not directly allow to specifically 

target the segregated state, or to draw a free energy surface. In this study, we therefore 

propose a reaction coordinate that is tailored to carbon segregation. Using this reaction 

coordinate as a CV, we can then drive the segregation process at different carbon 

concentrations and temperatures, reconstruct the free energy surface, and characterize the 

different intermediate stages. Besides recovering the segregation thermodynamics from 

free energy differences, we can also analyze the kinetics of the different segregation steps 

from activation free energies in the framework of transition state theory [26-30]. 

 

2 Methodology 

2.1 Free energy in molecular dynamics 

First, we describe the method to calculate the free energy in molecular dynamics. 



The Gibbs free energy G(q) for reaction coordinate q under the conditions of NPT (the 

number of atoms, pressure and temperature constant) is given by the probability of 

appearance of q, P(q), as  

    1
lnG q P q


   (1) 

where  is =1/kBT. Here kB is the Boltzmann constant and T is the temperature. The total 

free energy of state A, GA, is calculated as 
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P(q) can be calculated as 
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using the partition function 

   expZ V d R R R   (4) 

Here, R represents the configuration space of all atoms and 𝜆 is a length unit used in the 

definition of the reaction coordinate. In an ergodic system, P(q) can be obtained by simply 

recording a histogram N as function of q as 
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when the molecular dynamics simulation is sufficiently long [23]. 

 

2.2 Activation free energy in molecular dynamics 

Transition state theory (TST) [26-30] is a theoretical framework for calculating 

the rate of chemical reactions. In this theory, a transition state qTS is located at the dividing 

surface between state A and state B, and the system at the transition state is assumed to 

relax to state A or state B with equal probability. Under this assumption, the transition 

frequency νTST is defined as 
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using the time derivative of the Heaviside stepfunction H, i.e. the number of times the 

reaction coordinate crosses the transition state [28]. By calculating the time differential, 

the equation is transformed into 
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Here, 𝐯 is the velocity of each atom. Using ergordicity, the time average is equivalent to 

the phase space average: 
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Writing the momentum part as M and the remaining part as 𝑃‡, the equation is 
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Where 
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and 
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Here, 𝑚⊥ denotes the mass component perpendicular to the transition state surface. The 

length unit 𝜆  is used to make the  |𝜆∇𝑞(𝐑/𝜆)| term a dimensionless quantity [30]. 𝑃‡(𝑞TS) is similar to P(q) in Eq. (3) and the difference is |𝜆∇𝑞(𝐑/𝜆)| term, which is 

generated in Eq. (7) through the time differential. In this paper, we define the activation 

free energy 𝐺‡ as 
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and Δ𝐺A‡, activation free energy from state A, as 

 ‡ ‡
A AG G G   . (13) 

This type of free energy including the |𝜆∇𝑞(𝐑/𝜆)| term corresponds to the so-called 

geometric free energy [28, 29]. Here, choosing qTS so that the activation free energy takes 

the minimum value corresponds to estimating the optimal transition rate based on the 

variational transition state theory [27]. Note that G(qTS), which is the free energy at the 

transition state, does not contain the term |𝜆∇𝑞(𝐑/𝜆)|, which is not appropriate for 

estimating the activation free energy because the value changes depending on how the 

reaction coordinate is chosen. On the other hand, G‡ does not depend on the definition of 

the reaction coordinate. Similar to the calculation of free energy in Eq. (5), the value in 

Eq. (10) can be obtained by creating a histogram with the weights of |𝜆∇𝑞(𝐑/𝜆)| as 
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The reaction rate coefficient from state A to B, kAB, is obtained by the equation  

 
TST
AB

AB
A2

k
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where PA is the probability that the system is at state A. Using Eq. (9), Eq. (12) and Eq. 

(13), This equation can be rewritten as 

  ‡AB A
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2
k G

m


  

   .  (16) 

 

2.3 Metadynamics 

Free energy and activation free energy can in principle be obtained by sampling 

an infinitely long time. In practice, it is difficult to obtain even an approximate value for 

rare events with limited computational time. In this study, metadynamics is used to 

improve the efficiency of sampling. In metadynamics, a bias potential in the form of 



Gaussian functions with width 𝜎 and height W defined as 
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is added to the free energy surface as function of reaction coordinate q at every 𝑘𝜏, where 

k is integer and 𝜏 is the interval. The reaction coordinate is usually called the collective 

variable in a metadynamics context. The height W is modified based on the well-tempered 

metadynamics [21] scheme as 
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Here, W0 is the initial height and Δ𝑇 is calculated from a bias factor 𝛾 as 
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In biased simulation, values such as P(q) or 𝑃‡(𝑞TS) can also be obtained by creating a 

histogram like in Eq. (5) or Eq. (14) with a correction for added bias. For an arbitrary 

O(R), the ensemble average can be recovered [24] from the biased calculation by 
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Here, c(t) is defined as 
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In particular, P(q) can be obtained by setting 𝑂(𝑅) = 𝛿[𝑞 − 𝑞(𝐑/𝜆)] and creating a 

histogram weighted by 

   biasexp ( )V q c t    (22) 

during the calculation. In the activation free energy case, 𝑂(𝑅)  is set as |𝜆∇𝑞(𝐑/𝜆)|𝛿[𝑞(𝐑/𝜆) − 𝑞𝑇𝑆] and histogram is weighted by  
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Note that | 𝜆∇q(R/𝜆)| is already calculated when calculating the force on each atom by 



the bias when metadynamics is run. Figure 1 is the conceptual diagram of the method 

described in section 2.1, 2.2 and 2.3. 

 

2.4 Considered systems and conditions 

In this work, segregation of carbon atoms from a nickel nanoparticle is examined 

by molecular dynamics simulation in conjunction with metadynamics. Nanoparticles 

containing 55 Ni atoms with 8 different numbers of carbon atoms dissolved, viz. 2, 4, 8, 

10, 12, 14,16 and 20, dissolved are employed as the initial structures. Ni is chosen because 

it is one of the most popular catalysts used in CNT synthesis and many previous 

computational works targeted it as the catalyst [14, 16, 17, 31]. The particle diameter is 

around 1 nm, which is consistent with the diameter of a small single-walled CNT. The 

nanoparticle is placed at the center of a 20 × 20 × 20 Å3 cubic cell. Repulsive Gaussians 

of height w = 0.0043 eV and width σ = 0.05 are employed as biasing parameters in Eq. 

(17). Bias potential is added at every 800 steps. A bias factor of 10 is used for the well-

tempered metadynamics scheme. A repulsive wall potential is set to prevent carbon atoms 

from evaporating. The wall is a function of the coordination number defined for each 

carbon atom i by 
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Here, rij represents the bond length between carbon atoms i and nickel atom j, and the 

summation runs over all nickel atoms. The parameters are set as d0 = 1.0, r0 = 2.0 n = 6 

and m = 12. The wall ensures that any 𝑠𝑖 does not get smaller than 1.5. A ReaxFF reactive 

force field [32] is employed to describe the interaction between nickel and carbon atoms, 



which has already been successfully applied to CNT nucleation and growth [16]. The 

NVT (the number of atoms, cell size and temperature constant) ensemble is sampled using 

a Nose-Hoover chain thermostat [33]. Note that the simulation is also at a constant 

pressure of 0 Pa, because the nanoparticles are placed in a vacuum. Calculations are 

carried out for 5 different temperatures, viz. 1200 K, 1400 K, 1600 K, 1800 K and 2000K, 

for all 8 carbon concentrations, thus 40 cases in total. The melting point of a nanocluster 

is not as unambiguously defined as in bulk, but previous simulations of Ni55 using the 

same ReaxFF force field revealed that the liquid phase is more stable than the solid phase 

above 1000 K [34]. Therefore, the clusters in this study are all in the liquid state. The use 

of liquid nanoparticles also avoids poor sampling caused by high diffusion barriers in the 

solid state. 1.6 × 107 simulation steps are carried out for all cases with a timestep of 0.25 

fs. All calculations were performed using LAMMPS [35] with the PLUMED plugin [36].  

 

2.5 Reaction coordinate 

 Coordinates of atoms obtained from molecular dynamics calculation have 3N 

degrees of freedom, where N is the number of atoms. However, it is not easy to understand 

a phenomenon in 3N dimensions when the number of atoms becomes larger. Therefore, 

CVs are generally introduced to compress 3N degrees of freedom into fewer ones for the 

discussion of chemical or physical transformations. Defining the CVs is of utmost 

importance in free energy calculations and various CVs were developed to suit a variety 

of applications. Order parameters are introduced for liquid-solid transformation [18] and 

the number of molecules in the nuclei cluster is used as CV for a nucleation of inorganic 

crystals [37]. Segregation is a process related to liquid-solid transformation or nucleation 

in the sense of having some order from the non-ordered phase, and this idea can be 



incorporated in the development of CVs for these applications. In this study, a CV is 

developed to distinguish the following two states: (i) dissolution of all carbon atoms and 

(ii) segregation of some carbon atoms. In order to distinguish these two states, a reaction 

coordinate based on the carbon–carbon coordination number is adopted. The definition 

of the reaction coordinate is as follows. First, for every carbon atoms i, its coordination 

number with other carbon atoms j is defined as Eq. (24), in which the summation now 

runs over all j ≠ i. Here, too, a switching function is used to make the coordination number 

a continuous quantity; its parameters are set as d0 = 1.2, r0 = 0.6, n = 9 and m = 12. It is 

designed in such a way that it can fully distinguish between different bonding patterns 

with other carbon atoms. When in a two-carbon system the atoms i and j form bonds, the 

value of si (and sj) becomes close to 1, and as the distance between them gets longer, the 

value reaches 0. Subsequently, the largest coordination number is used as the actual 

reaction coordinate q. In order to make this value continuous, the equation 

 ln exp i

i

s
q 


   
 

   (25) 

is used. In this expression, we can approximate the maximum value by reducing the 

influence of non-maximum terms, and use  𝛼 = 0.01. With this definition, we can 

distinguish not only between the state with fully dissolved carbon (q = 0) and segregated 

carbon (q ≥ 1), but also between different carbon structures as conceptually shown in 

figure 2. Note that the number of particular structures has little effect on q because only 

the maximum coordination number as defined in Eq. (25) contributes strongly to q. For 

example, both the configuration with a single carbon dimer and multiple carbon dimer 

will be mapped near q = 1. This CV, which purely describes CC interactions, is assumed 

to cover the slowest degrees of freedom in the system. This is a reasonable approximation 

because the nanoparticles are molten at all considered conditions. Therefore, we do not 



need to directly bias the NiNi or NiC degrees of freedom. 

 

3. Results and Discussion 

3.1 Free energy surface with respect to the reaction coordinate 

Figure 3 shows the free energy with respect to reaction coordinate at 1200 K 

calculated by metadynamics. As mentioned in Section 3.2, the reaction coordinate takes 

the maximum value of the coordination number. Therefore, the state of q = 0 represents 

the case with no bonds between carbon atoms. The states of q = 1, 2 and 3 represent the 

cases with carbon dimer, carbon chains with 3 or more atoms and triple junction, 

respectively. Broadening in the peaks is caused by the switching function employed in 

the definition of the reaction coordinate. The center of peaks takes a larger value than the 

exact position of 1, 2 and 3 because carbon atoms without bonds also contribute a little 

to the coordination number. It can be seen from the figure that the state of q = 0 (i.e. no 

dimer formed) is more stable when the number of carbon atoms in the nanoparticle is two. 

However, the peak at q = 1 becomes more stable as the number of carbon atoms increases 

and it becomes more stable than the peak at q = 0 when the number of carbon atoms is 

twenty. This indicates that the state of dimer segregation is more stable than that of all 

carbon atoms dissolved in the nanoparticle. Peaks in free energy also appear at q = 2 and 

3, which represent chain and triple junction structures, respectively. These states are 

crucial stages in between the initial segregation of carbon on the surface, and the 

formation of extended carbon nanostructures such as CNT caps. There also exists a peak 

at q = 4, which represent a sp3
 junction. However, this configuration is energetically not 

favored on the nanoparticle surface. Therefore, it is not included in the following 

discussion. 



 

3.2 Free energy change of the reactions 

From the calculated free energy surface, free energy difference between the 

states can be calculated using Eq. (2). Figure 4 shows the free energy difference 

associated with dimer formation as a function of the carbon atom concentration. At all 

considered temperatures the free energy difference becomes 0 when the number of 

carbon atom is around 12. This concentration corresponds to the solubility limit. The 

dependence of the solubility limit on the temperature is small. Figure 5 (a) shows the 

free energy difference between states under the different temperature conditions. The 

free energy of configurations containing junctions (q = 3) is too high to be sampled 

sufficiently, even with metadynamics, when the number of carbon atoms is below 10 

and there is relatively little chance that at least 4 atoms get close to each other. 

Therefore, only systems with more than 12 carbon atoms are analyzed in this case.  

The free energy is defined as G = H  TS using the enthalpy H, temperature T, 

and entropy S. Assuming that the enthalpy and entropy are independent of temperature, 

G(T) can be approximated as a linear function, and H and S can be found through linear 

regression. The enthalpy change H and entropy change S between different states as 

obtained by fitting are shown in figure 5 (b) and 5 (c). It is found that, compared to the 

state with fully dissolved carbon, the carbon dimers become more favored both in 

enthalpic and entropic terms as the number of carbon atoms deposited in the 

nanoparticle increases. When the number of carbon atoms is near the solubility limit, 

i.e. 12, the entropy change become close to 0. This is the reason of the small 

temperature dependency of the solubility limit. When the number of carbon atoms is 

below 14, the dimer association enthalpy remains positive. Carbon segregation and 



dimer formation is therefore primarily driven by entropic factors around the solubility 

limit. 

In contrast to dimer formation, chain formation and junction formation never 

become thermodynamically favored in the simulated conditions. For chain formation, 

the entropic term is smaller than for dimer formation at all concentrations. This means 

that once a dimer is formed, carbon concentration or temperature have little effect on 

lengthening the dimer to trimer. Junction formation appears to be enthalpically favored 

once chains are present when comparing the q=2 and q=3 states, but not entropically. 

Given the fairly low carbon concentrations considered, the number of carbon chains 

formed in the q=2 state is low. For example, with 20 carbon atoms in the particle, only 2 

chains at most are simultaneously observed. It is likely that if more chains are formed at 

the same moment with even higher carbon concentrations, the probability of junction 

formation between chains [15] will increase and result in a larger entropic term. 

 

3.3 Activation free energy of the reactions 

Figure 6 (a) shows the activation free energy of dimer formation chain formation 

and junction formation under the different temperature conditions. The activation free 

energy is also expressed as Δ𝐺base state‡  = Δ𝐻‡  - T Δ𝑆‡ . Figure 6 (b) shows the 

activation enthalpy change and figure 6 (c) shows the activation entropy change estimated 

by the linear fitting of the plot in figure 6 (a) assuming that Δ𝐻‡  and Δ𝑆‡  are 

independent of temperature. In the dimer formation process, the entropic term is dominant. 

For example, when comparing the case of 2 and 20 carbons at 1200 K, the activation 

enthalpy is reduced by about 0.19 eV, while the T ×  Δ𝑆‡ term is increased by 0.70 eV. 

This means the enthalpy barrier in the reaction pathway does not change appreciably with 



the increase in the number of carbons in a reaction of a dimer formation, whereas the 

reaction frequency changes with the increase in the number of combinations of carbon 

atoms reaching the transition state. In other words, the entropic barrier for segregation is 

reduced with increasing carbon atom concentration. The dominance of the entropic term 

on the kinetics of dimer formation strongly mirrors its role in the segregation 

thermodynamics. 

The activation energy for both chain formation and junction formation is larger 

than that of dimer formation for all carbon concentrations. This difference of activation 

energy is mainly caused by the larger enthalpic term. 

 

3.4 Estimation of reaction rate 

The approximate rate of reactions can be estimated using Eq. (16). For the value of 𝑚⊥, 12, i.e. the atomic weight of carbon atom, is used with the approximation that only 

distance between two carbon atoms is related to the reaction. At 1200 K, the rate 

coefficient of dimer formation increases as 2.4×104 s-1, 2.0×107 s-1 and 1.2×108 s-1 when 

the carbon number increases as 2, 12 and 20. The inverse of rate coefficient corresponds 

to the average time required for single reaction and these rate coefficients mean reactions 

are quick enough to occur in a real-world experiment, which is usually longer than 1 

second. The rate coefficients for further reactions, the formation of a carbon chain or 

junction, are also investigated and the result for the case of 20 carbon in 1200 K is shown 

in figure 7. Carbon chain and junction formation can be observed in the order of sub-

microseconds. However, the backward reaction occurs more frequently and therefore the 

state with dimers is most stable at this concentration and temperature. In order to make 

larger carbon structure more stable, more carbon atoms are needed. 



While the rates of the various carbon association processes are quite high when 

compared to experimental time scales, they would pose serious challenges to atomistic 

simulations. At the solubility limit of 12 carbon atoms, the average time of dimer 

formation at 1200 K is in the order of 10-8 seconds. This more or less constitutes the upper 

limit of what can be covered in a single molecular dynamics simulation, at least when no 

enhanced sampling methods are used. Due to time scale limitations, it has been customary 

to use high carbon addition rates (as fast as ps−1), which are significantly higher than the 

segregation rates calculated here. This helps to explain the carbon supersaturation that 

has been frequently observed prior to CNT nucleation, when the number of dissolved 

carbon atoms is higher than during later stages in the growth process [16, 38]. It might 

also help reconcile the much higher carbon solubility of about 25 at% in Ni55 reported by 

grand canonical Monte Carlo simulations [17] which, too, can be expected to suffer from 

ergodicity problems when high free energy barriers are present. Our rate estimates help 

to underline that, in order to achieve a detailed understanding of carbon segregation from 

metal nanoparticles and the initial stages of carbon nanostructure nucleation, enhanced 

sampling methods are invaluable tools. Standard MD simulations, even when 

supplemented by Monte Carlo steps [16], are bound to miss certain slow processes of the 

process due to their limited time scale. Moreover, by invoking the free energy surface 

along a suitable CV, it is possible to separate thermodynamic factors from kinetic aspects 

and untangle the intermediate steps of the process. 

 

4. Conclusion 

We have developed an atomistic simulation approach based on metadynamics to 

study the segregation of carbon from a metal nanoparticle. By using a reaction coordinate 



that can distinguish between different intermediates of the segregation process, we can 

not only obtain the free energy differences associated with different process steps, but 

also their respective free energy barriers. In addition, enthalpic and entropic contributions 

are extracted independently from temperature dependence of the free energy. We find that 

it is the entropy term that mostly controls the initial dimer formation process, while the 

formation of larger structures entails a more subtle balance between entropy and enthalpy. 

The obtained results can be used in experiments as a guideline to control the rate of carbon 

supply to either prevent carbon segregating from nanoparticle, or to promote the 

formation of carbon structures. From the computed reaction rates, it is clear that these 

processes are very difficult to capture reliably with standard simulation approaches.  

The reaction coordinate developed in this study can be applied to segregation of 

other atoms from other clusters. Furthermore, the methodology is not limited to small 

particle sizes and it is even possible to analyze the segregation from bulk. The tendency 

that segregation becomes preferred and the entropic barrier of dimer formation decreases 

with increasing carbon concentration is expected to hold in larger systems as well 

although the effect of surface-volume ratio remains to be elucidated in future work. One 

limitation of method developed in this paper is that the reaction coordinate based on the 

maximum coordination number of carbon atoms cannot capture the long range order of 

the carbon network and can therefore not be applied to the formation of larger carbon 

structures. A second limitation of our employed CV is that it assumes a clear time scale 

separation between CC dynamics and all other motions in the system, which might not 

be true in solid systems. More complex reaction coordinates may have to be derived for 

such cases. In future work, different types of reaction coordinates must therefore be 

developed to describe the organization of segregated carbon into a hexagonal carbon 



network such as graphene and CNTs.  
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Figure 1. Schematic image of calculating free energy surface: G(q), free energy of state 

A: GA and activation free energy: 𝐺‡. These values are derived by creating weighted 

histograms through the metadynamics run. 

  



 

 

 

 

 

Figure 2. Schematic image of reaction coordinate. Reaction coordinate (q) corresponds 

to the maximum of the coordination numbers of each carbon atom (si). Both the case with 

one dimer and the one with two dimers are mapped to same reaction coordinate since the 

maximum of the coordination numbers is employed for reaction coordinate.   



 

 

 

 

 

 

 

Figure 3. Free energy with respect to reaction coordinate at 1200 K calculated by 

metadynamics. The cases with 2, 8, 12 and 20 carbons are shown. Snapshots represent 

typical configurations of each state in 16 carbons case. 

  



 

 

 

 

 

 

Figure 4. Free energy difference of the dimer formation with respect to carbon 

concentration for 1200 K, 1600 K and 2000 K case. 

 

  



 

 

 

 

Figure 5. (a) Free energy change of the reaction of dimer formation, chain formation and 

junction formation with respect to temperature for nanoparticles with 4, 12 and 20 carbon 

atoms. Dashed lines represent the fitting line for each case. (b) Enthalpy and (c) entropy 

change during dimer formation, chain formation and junction formation with respect to 

carbon concentration. 

 

  



 

 

 

 

 

 

Figure 6. (a) Activation free energy of the reaction of dimer formation, chain formation 

and junction formation with respect to temperature for nanoparticles with 4, 12 and 20 

carbon atoms. Dashed lines represent the fitting line for each case. (b) Activation enthalpy 

and (c) activation entropy of the reaction of dimer formation, chain formation and 

junction formation with respect to carbon concentration.  

  



 

 

 

 

 

Figure 7. Reaction rate coefficients between each state for 20 carbon, 1200 K case. The 

state of q = 1 is most stable. 

 

 


