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a b s t r a c t 

The MAC layer of the IEEE 802.11 standard deploys a CSMA/CA protocol to regulate the access to the shared 

medium. Not only other IEEE 802.11 stations but also non-IEEE 802.11 devices can be a source of interference, 

causing collisions and, therefore, re-transmissions, leading to an increased packet latency and a decrease of 

throughput. As in general, the non-IEEE 802.11 devices do not employ the IEEE8 802.11 CSMA/CA protocol (in 

particular carrier sensing and the behavior when the medium is sensed busy), the impact of the interference they 

cause may lead to vital performance degradation of the IEEE 802.11 network. This impact of non-IEEE 802.11 

interfering sources on the network performance has not been accurately modeled yet in literature. In this paper, 

we first characterize a non-IEEE 802.11 interfering source by employing an on-off process. Then we propose, 

based on earlier results from Bianchi, an analytical model to predict latency and throughput in a saturated as 

well as an unsaturated network, considering that an interfering source is present. The model utilizes a Markov 

chain to correctly characterize the behavior of the back-off algorithm of a tagged station in the presence of an 

interfering source, as well as a Quasi Birth-Death (QBD) process to model the station’s packet queue behavior. 

We show that we can accurately estimate the impact of non-IEEE 802.11 inference on IEEE 802.11 performance. 

The model is validated through a comparison with measurements in a real IEEE 802.11 network as well as with 

an ns3-simulation, whereby a very good agreement is achieved (a difference less than 2%). 
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. Introduction 

Wireless networks, especially IEEE 802.11, are ubiquitous in today’s

orld. The use cases range from small home networks to large-scale

vents like conferences and festivals [2,3] . In all cases, interference and

ollisions decline the performance significantly with an increasing num-

er of stations and density. However, the origin of interference is not

imited to other IEEE 802.11 stations. Non-IEEE 802.11 sources, such as

ther wireless network technologies, microwaves, screens, or Radio Fre-

uency (RF) equipment, generate interference as well, especially if they

re not well shielded. One such example is Long-Term Evolution (LTE)

n the unlicensed band. In the presence of LTE, IEEE 802.11 can lose up

o 98% of its throughput, while LTE barely loses any capacity at all [4] .

his performance impact can be partially mitigated by communication

etween both systems or using duty cycling to silence sub-frames; al-

hough additional fine-tuning the parameters improves performance, it

s complex [5–7] . 

IEEE 802.11 networks employ a Listen-Before-Talk (LBT) protocol

o manage transmissions, implemented using a Carrier Sense Multiple

ccess with Collision Avoidance (CSMA/CA) protocol: before a station

ends a packet, it senses the medium and only if the medium is idle,
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t will transmit the packet. Contrary, managed networks use a central-

zed resource allocation mechanism, such as LTE with scheduling. Car-

ier Sense (CS) and Energy Detection (ED) both sense the medium. The

rst detects and decodes IEEE 802.11 traffic and estimates how long the

hannel will be busy by reading the preamble of the packet. The latter

etects energy that is above a threshold, specified by the hardware ven-

or. When a non-IEEE 802.11 interference source emits energy, the ED

ill detect its presence preventing IEEE 802.11 stations from sending if

he detected energy is above a certain threshold. If it tries to send and a

ollision occurs because the interfering source becomes active during the

ransmission or another station tried to send as well, the station backs

ff with the value of the back-off timer randomly chosen from its current

ontention Window (CW). The size of the CW doubles at each collision

ntil it reaches the maximum size. If it reaches the maximum number

f retries, the packet is dropped. Collisions with packets of other IEEE

02.11 sources always lead to packet loss. However, collisions with non-

EEE 802.11 sources can happen unnoticed, thanks to the Forward Error

orrection (FEC) mechanism that can easily recover from the collision,

n particular when a conservative data rate is used. 

Interference from IEEE 802.11 stations already results in higher

atency and lower throughput due to the employed back-off
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𝑗  
echanism and the shared medium. With additional interference from

on-IEEE 802.11 devices, the effect on performance multiplies. Non-

EEE 802.11 devices do not necessarily apply the LBT and CSMA/CA

ules of the IEEE 802.11 Medium Access Control (MAC) protocol [8] .

his effect is especially pronounced if the device does not follow any

ommunication protocol, but generates energy that is detectable by

EEE 802.11 devices. Examples of such devices are not well-shielded

creens or microwaves. A network with hidden terminals has similar

roblems as with a non-IEEE 802.11 source, but it can differ from an

xternal source insofar as it still follows a communication protocol. The

se of a communication protocol gives each node the possibility to suc-

essfully transmit as they back off after a collision, which leaves an open

indow for transmission. This behavior is completely different with a

ource that does not follow a communication protocol as it can become

ctive at any point in time and does not necessarily leave a window for

ransmission. 

These type of external sources that do not follow a communication

rotocol are present as every electrical device can act as such a source.

herefore, when evaluating the performance of IEEE 802.11 networks,

here is a need to include non-IEEE 802.11 sources in addition to

he IEEE 802.11 nodes contending for the medium in a network. Our

ontributions to allow an accurate prediction of latency and throughput

n the presence of an interfering source are twofold: First, we present

n analytical model for an IEEE 802.11 network that includes the previ-

usly defined non-IEEE 802.11 interfering source as an extension to the

odel of Pham [9] . The stations’ packet queue behavior is modeled by

eans of a QBD process. This model allows the prediction of the latency

nd throughput in a network with interference. Our model focuses on

ingle-hop networks; multi-hop networks are not under consideration. 

The second contribution of this paper consists of the verification of

he model with simulation and real-life experiments. While simulation

ffers us a straightforward validation, it can not include all effects that

re occurring in reality. As we will see later, the values for latency and

hroughput do not always align with simulation, especially in the case

f significant interference. For this reason, validation in a real scenario

s of utmost importance. 

The remainder of the paper is organized as follows. First, we present

elated work in Section 2 , then we describe the analytical model in

ection 3 , which is followed by the description of the queuing model

n Section 4 . In Section 5 , we validate our model against real-life mea-

urements regarding latency and throughput. Finally, we conclude in

ection 6 . 

. Related work 

With the rise of IEEE 802.11 since the late 90s, modeling the net-

ork performance became more urgent in order to predict the behav-

or of the network. One of the most prominent contributions for mod-

ling IEEE 802.11 behavior is the work of Bianchi [1,10] . It models

he throughput in the saturated case, using a Markov chain to describe

he process of the IEEE 802.11 transmission mechanism. This work has

ome shortcomings, however. It does not consider the retry limit for

ending a packet and therefore, also does not consider dropped packets.

n extension was proposed to correct the retry limit and take dropped

ackets into account as well, while also proposing an improved ac-

ess method [11] . This model, and especially the Markov chain, serves

s a basis for a model describing the average packet latency in an

EEE 802.11 network [12] . Chatzimisios et al. [13] describe how to

nclude the bit error rate simply and straightforwardly [13] . A new

arkov chain for the back-off algorithm is proposed and evaluated

gainst an extended version of the existing one [14] . It also corrects an

naccuracy in the work of Chatzimisios et al. [12] , where it is assumed

hat the transmission slot time duration is equal to the average time du-

ation of deferred slots [12] . Including not only latency, but also drop

robability, average drop time, and the retry limit, an extended model is

resented [15] . A model for latency distribution follows and Distributed
oordination Function (DCF) is analyzed, concluding that it is prone to

ong latency [16] . A model for channel latency and jitter is presented for

he saturated case by Li et al. [17] . This work also includes a discussion

bout the initial CW the maximal back-off stage and the packet size on

he latency. A more advanced latency model for a saturated channel,

hat also includes jitter and latency distribution as well as drop prob-

bility was proposed [18] . A three-dimensional Markov chain, which

ncludes heterogeneous node transmit power levels, is proposed to de-

cribe throughput performance under saturation condition [19] . Pham

9] as well as Tickoo and Sikdar [20] and Challa et al. [21] present ex-

ensions of the models of Bianchi [10] and Haitao Wu et al. [11] for

he unsaturated case [9–11,20,21] . These include latency, as well as

hroughput, and are based on a queuing model for the packet buffer.

nother extension for the unsaturated case is presented by Daneshgaran

t al. [22] . This model includes an error-prone channel, while previously

n ideal channel was assumed. The analysis for the channel is limited to

he bit error probability though. A queue state-driven analysis for ad-hoc

etworks was proposed, which focuses on end-to-end latency [23] . Sat-

rated and unsaturated cases do not have to be disconnected from each

ther, as shown by Felemban and Ekici [24] . Here an extension to both

ases is presented which focuses on more accuracy in the case of latency

nd throughput. Similar, with focus on both cases, a model for Quality

f Service (QoS) metrics, especially for real-time applications, is pro-

osed [25] . Xu et al. [26] also focus on QoS by maximizing throughput

n their model [26] . That computation time is also a factor to consider is

hown as well [27] . The authors show that there is a trade-off between

ccuracy and speed and present one model that is fast, but less accurate

nd one model that is accurate, but slower. While the previously pre-

ented articles focus on direct communication, Xie et al. [28] explore

he performance for latency, jitter, and packet loss in a multi-hop ad-

oc network [28] . Mehrnoush et al. [29] extend the model of Bianchi

1] for LTE coexistence experiments by including the ED threshold so

hat it can be fine-tuned. 

To summarize, analytical models consider many QoS parameters,

ut current analytical models do not take a non-IEEE 802.11 interfering

ource into account and therefore cannot characterize network perfor-

ance, such as latency and throughput, accurately in the presence of

uch a source. 

. Analytical model 

In this section, we present a model describing the behavior of an

EEE 802.11 DCF network in the presence of an interfering source. The

odel covers both the unsaturated and the saturated case. We first give

n overview of the model of Pham [9] and then describe our proposed

xtension. 

.1. Background: Pham’s model 

Nearly all latency and throughput models for IEEE 802.11 are based

n the model of Bianchi [1] . The model of Pham [9] , on which we

ase our model, is also based on the model of Bianchi [1] . It extends the

riginal model from the saturated to the unsaturated case by introducing

everal new states. There are two main differences; both represented

n Fig. 1 . First, it includes the case that after the last re-transmission,

he packet is dropped and not transmitted, including the post-back-off,

hich also consumes service time. Second, the unsaturated case, i.e.,

here the packet queue may be empty, is modeled as well. 

The first extension is covered by introducing a transition from the

ast back-off stage to the post-back-off mechanism. The transition is sim-

lar to the standard back-off mechanism but is handled with the mini-

um contention window and is only applied when the channel has been

dle before, and no packet is ready to transmit. This approach preserves

he DCF algorithm and avoids a longer back-off as soon as a packet

s available for transmission. In Fig. 1 , these are the states (0 ′ , j ), with

 = 0 , … , 𝑊 − 1 . The unsaturated case is handled by introducing an idle
0 
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Fig. 1. Transition probabilities { s ( t ), b ( t )} of the Markov Chain. 
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tate, S idle ,0 , that can be entered if there is no packet at the head of

he queue. If a packet becomes available, depending on the state of the

hannel, it can be transmitted immediately, with probability P idle ,0 , or

t needs to enter the normal back-off phase with P idle,b . 

.2. Extension of Pham’s model 

Consider a slotted system where the length of a slot corresponds to

he time slot of the IEEE 802.11 system under study, denoted by 𝜎. We

ssume that the interfering source only becomes active at the start of a

lot. This assumption is mainly made to make the model more manage-

ble. Later experiments do not follow this assumption but still achieve

igh accuracy. We use the following model for the interfering source.

et 

• P if : the probability that at the start of a slot the interfering source

becomes active. 
• T if : the average duration in multiples of 𝜎 that the interfering source

is active above the threshold (and hence detected by the stations).

We assume that this duration expressed in multiples of the interval 𝜎

is geometrically distributed. As a consequence of these assumptions,

there is always at least one time-interval 𝜎 between two active peri-

ods of the interfering source. 

The fraction of the time the interfering source is active is given by:

 𝑎 = 

𝑇 𝑖𝑓 

𝑇 𝑖𝑓 + 

1 
𝑝 𝑖𝑓 

(1) 

This general and straightforward model of an interference source

llows us to model different sources of interference, independent of the

pecific communication technology, RF interference, or devices such as

icrowaves. The parameterization entirely depends on which type of

ource one wants to model. 
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Table 1 

Summary of parameters. 

Parameter Description 

p Probability of packet not received 

𝜏 Probability of station sending in randomly chosen slot 

𝜔 Probability that FEC mechanism can correct the packet 

q Probability of empty queue 

b ( i, j ) Probability of node in backoff state S i,j 
b ( idle , 0) Probability of node in idle state S idle ,0 

𝑃 0 ′ , 0 Probability to send immediately after post-back-off

P idle ,0 Probability to send immediately after idle state 

P idle,b Probability to send after back-off after idle state 

𝑃 0 ′ ,𝑖𝑑𝑙𝑒 Probability to go into idle state after post-back-off

P tr ( n ) Probability that at least one out of n nodes transmits 

P s ( n ) Probability that one out of n nodes transmits successfully 

𝑃 𝑡𝑟 ( 𝑛 −1) Probability that at least one out of 𝑛 − 1 nodes transmits 

𝑃 𝑠 ( 𝑛 −1) Probability that one out of 𝑛 − 1 nodes transmits successfully 

P l Probability that packet is lost due to overflow in queue 

S i,j State of node when 𝑠 ( 𝑡 ) = 𝑖 and 𝑏 ( 𝑡 ) = 𝑗
S idle ,0 State of node when no packet ready for transmission 

W Minimal backoff window size 

W i Backoff window size at stage 𝑠 ( 𝑡 ) = 𝑖 
𝜎 Channel idle slot (system slot) 

𝜎 Average channel slot time 

𝜆 Average packet arrival rate 

𝜇 Packet processing rate 

Q l Queue length 

𝛿 Propagation latency 

U Average throughput of station 

E [ A ] Average latency of packet 
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Gollakota et al. [30] show that a microwave exhibits a periodical

N-OFF pattern, where the ON period typically lasts for about 10ms

nd the OFF period for 6 ms [30] . This behavior is confirmed by Hith-

awi et al. [31] , where the respective durations are 5 ms ON and 15 ms

FF [31] . Gummadi et al. [32] also confirms the results, but do not pro-

ide a specific model for the interfering source besides a simple Signal-

o-Interference-plus-Noise Ratio (SINR) based one [32] . 

Also, the presence of a Bluetooth network may interfere with an IEEE

02.11 network. Bluetooth uses a Frequency Hopping scheme, and inter-

erence may only occur when there is an overlap in time and frequency.

 study is made in several papers, among which is the work of Conti et al.

33] and Jung-Hyuck Jo and Jayant [33,34] . The duration of a Bluetooth

lot is 625 μs, while the transmission time within a time slot is 366 μs. In

rder to have interference, there should be a frequency overlap. When

.g., using IEEE 802.11b, the probability that the Bluetooth piconet hops

nto the IEEE802.11 Direct-Sequence Spread Spectrum (DSSS) passband

s 0.25. If the Bluetooth piconet carries a telephone conversation, then

3% of the time slots are used to transmit a packet. Hence the prob-

bility that an ON period starts is given by 0.05, and the duration is

66 𝜇s. 

According to Gollakota et al. [30] , digital cordless telephones con-

inuously transmit packets, and therefore the channel is never free for

he duration of the call (hence OFF = 0 ms) [30] . 

Some video monitoring systems use several channels in the 2.4 GHz

and. If the camera does not transmit continuously, but one image ev-

ry xms, then the interference will exhibit an ON-OFF pattern. Hithnawi

t al. [31] describe a wireless camera that hops within the frequency

ange [2.42 GHz–2.45 GHz] [31] . Fig. 3 e, in their work, clearly shows

he ON-OFF pattern of this camera. The digital Frequency-Hopping

pread Spectrum (FHSS) cordless phone in that paper exhibits a sim-

lar ON-OFF pattern. 

Shuaib et al. [35] investigate the interference of Zigbee (IEEE

02.15.4) on IEEE 802.11g (and vice versa) [35] . There is no model

iven for the Zigbee interferer, so we do not know whether the ON-OFF

odel can be used. Huo et al. [36] investigate the cross-interference of

igbee and IEEE 802.11 as well, but based on a Packet Error Rate (PER)

odel and not a signal interference model [36] . In both cases, a further

iterature study is required. 

Bicakci and Tavli [37] present different physical layer attacks that

mpact the performance of IEEE 802.11 [37] . While our model can not

escribe all of them, some require sensing capabilities; others can be de-

cribed by our formulation. Especially the Hit and Run tactic they present

an be described accurately by our model. 

The activity of the interfering source is entirely independent of the

peration of the IEEE 802.11 MAC. When the interfering source becomes

ctive while a packet is transmitted, the packet is considered lost, similar

o a collision between two packets. If a station has a packet ready for

ransmission and the interfering source is active, the station will refrain

rom sending and react as if another station would be active. Like in

he case of another IEEE 802.11 station, when the interfering source

ecomes active, the countdown process of the back-off counter stops

ntil the channel is not considered busy any longer when a station is in

 back-off phase. This freezing of the counter is the default behavior of

n IEEE 802.11 station. 

In this paper, the behavior of a tagged station is modeled employing a

BD process, namely a finite capacity queue with Poisson arrival process

nd hyperexponential service time [38,39] . The input rate is the arrival

ate of packets at the tagged station. The service rate should take into

ccount both the packet transmission and the access delay due to the

CF access mechanism of the IEEE 802.11 MAC. Similar to previous

orks, the DCF access mechanism is modeled as a Markov Chain, as

epicted in Fig. 1 . We use an adaptation of the IEEE 802.11 DCF MAC

odel proposed by Pham [9] . Consider an IEEE 802.11 network with n

tations and let for a tagged station at time t 

• b ( t ): the back-off time counter 
• s ( t ): the back-off stage (0 , … , 𝑚 + 1) 

We use similar notations as Pham [9] , which can be seen in

able 1 [9] . 

.3. Derivation of parameters in a system with interfering source 

We consider the 2-dimensional stochastic process { s ( t ), b ( t )}, of

hich the transition probabilities are given in Fig. 1 . The states ( i, j ),

ith 𝑖 = 0 , … , 𝑚 + 1 and 𝑗 = 0 , … , 𝑊 𝑖 − 1 , correspond to those of the sat-

rated case (see Bianchi and Raptis et al.) [10,18] . The states (0 ′ , j ),

ith 𝑗 = 0 , … , 𝑊 0 − 1 , represent the post-back-off mechanism, and the

tate ( idle , 0) represents the state where the queue of the tagged station

s empty. These additional states are needed to model an unsaturated

etwork 

We define two key parameters for our model, p and 𝜏. Let 𝜏 be the

robability that a station starts sending a packet in a randomly chosen

ime slot and let p be the probability that the transmission of a packet

s not successful. Additionally, we define 𝜔 being the probability that

uring an ongoing packet transmission, the interfering source becomes

ctive, but this does not lead to the loss of a packet, as the FEC mecha-

ism of the Physical Layer (PHY) is able to correct the corrupted bits due

o the collision. The derivation of these first two parameters are based

n the steady-state of the Markov chain s ( t ), b ( t ) and are computed in

he next section. Once p and 𝜏 are known it is possible to define the fol-

owing parameters: P tr ( n ) and 𝑃 𝑡𝑟 ( 𝑛 −1) being the probabilities that at least

ne out of n or 𝑛 − 1 stations transmits respectively and P s ( n ) and 𝑃 𝑠 ( 𝑛 −1) 
eing the probabilities that there is a successful transmission out of n or

 − 1 stations respectively. It is clear that 

𝑃 𝑡𝑟 ( 𝑛 ) = 1 − (1 − 𝜏) 𝑛 

 𝑡𝑟 ( 𝑛 −1) = 1 − (1 − 𝜏) 𝑛 −1 

𝑃 𝑠 ( 𝑛 ) = 𝑛 ⋅ 𝜏(1 − 𝜏) 𝑛 −1 

𝑃 𝑠 ( 𝑛 −1) = ( 𝑛 − 1) ⋅ 𝜏 ⋅ (1 − 𝜏) 𝑛 −2 (2) 

𝑃 0 ′ , 0 describes the probability to move from state 𝑆 0 ′ , 0 , after the post-

ack-off, to state S 0,0 , meaning a direct transmission, if there is a packet

eady for transmission at the station. If there is no packet, the station
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(1 − 𝑃 𝑡𝑟 ( 𝑛 −1) ) ⋅ (1 − 𝑝 𝑖𝑓 ) ⋅ 𝜎 (22) 
oves to state S idle ,0 with probability 𝑃 0 ′ ,𝑖𝑑𝑙𝑒 . Similar, if the station is

n state S idle ,0 , a packet arrives, and the channel has been idle for more

han DCF Interframe Space (DIFS), the packet is transmitted immedi-

tely with probability P idle ,0 . Otherwise, the node enters into a back-off

tate S 0, i , 0 ≤ 𝑖 ≤ 𝑊 0 − 1 with probability P idle,b . 

The probabilities for 𝑃 0 ′ , 0 and 𝑃 0 ′ ,𝑖𝑑𝑙𝑒 stay the same as in the work

f Pham [9] : 

 0 ′ , 0 = 1 − 𝑒 
− 𝜆𝑊 0 ̃𝜎

2 (3)

nd 

 0 ′ ,𝑖𝑑𝑙𝑒 = 𝑒 
− 𝜆𝑊 0 ̃𝜎

2 (4)

oth P idle ,0 and P idle,b need to be changed to include the interfering

ource. When the station is in the idle state, then a transition towards

tate S (0, 0) occurs in two cases: 

• There is an arrival before the first DIFS period ends and during that

DIFS period there are no other stations that start to transmit and

the interfering source is not active (i.e., the source was not active at

the start of the DIFS period and moreover, does not become active

during the DIFS period). The probability for this event equals (
1 − 𝑒 − 𝜆𝐷𝐼𝐹𝑆 

)
⋅
[
(1 − 𝑝 𝑖𝑓 )(1 − 𝜏) 𝑛 −1 

]𝐷𝐼𝐹𝑆 
𝜎 (5) 

• The first arrival at the tagged station occurs after the first DIFS period

ends, and during the time-interval the station was idle. The medium

has been sensed idle (i.e., no other station has started to transmit,

and the interfering source has not been active, i.e., the source was not

active at the start of the idle period and moreover, has not become

active during that period). In that case, the packet is sent immedi-

ately, i.e., a transition to state S (0, 0) occurs. The probability for this

event equals 

𝑒 − 𝜆𝐷𝐼𝐹𝑆 
[
(1 − 𝑝 𝑖𝑓 )(1 − 𝜏) 𝑛 −1 

]𝐷𝐼𝐹𝑆 
𝜎

(
1 − 𝑒 − 𝜆𝜎

) ∞∑
𝑡 =0 
𝑒 − 𝜆𝜎𝑡 

[
(1 − 𝑝 𝑖𝑓 )(1 − 𝜏) 𝑛 −1 

]𝑡 
(6) 

Hence 

 𝑖𝑑𝑙𝑒, 0 = 

(
1 − 𝑒 − 𝜆𝐷𝐼𝐹𝑆 

)[
(1 − 𝑝 𝑖𝑓 )(1 − 𝜏) 𝑛 −1 

]𝐷𝐼𝐹𝑆 
𝜎

+ 𝑒 − 𝜆𝐷𝐼𝐹𝑆 
[
(1 − 𝑝 𝑖𝑓 )(1 − 𝜏) 𝑛 −1 

]𝐷𝐼𝐹𝑆 
𝜎

(
1 − 𝑒 − 𝜆𝜎

)
×

∞∑
𝑡 =0 
𝑒 − 𝜆𝜎𝑡 

[
(1 − 𝑝 𝑖𝑓 )(1 − 𝜏) 𝑛 −1 

]𝑡 
(7) 

nd 

 𝑖𝑑𝑙𝑒,𝑏 = 1 − 𝑃 𝑖𝑑𝑙𝑒, 0 (8)

The states S ( m, j ) and 𝑆( 𝑚 + 1 , 𝑗) with 0 ≤ 𝑗 ≤ 𝑊 𝑚 − 1 are the last

wo stages of the back-off mechanism. In stage 𝑆( 𝑚 + 1 , 𝑗) the packet is

ither transmitted or discarded. The CW of the last two stages W m 

and

 𝑚 +1 both equal the maximum window size of 2 m W 0 . 

We denote by q the probability that the transmission queue in the

agged station is empty. This value is determined in Section 4 . 

.4. Derivation of the steady-state probability 

In what follows, we describe the steady-state probabilities of the

arkov chain as a function of b (0,0) . We follow the same reasoning as

ham [9] and obtain [9] 

 1 = 

1 
2 
⋅

[ 

𝑊 ⋅

( 

𝑚 ∑
𝑖 =1 

(2 𝑝 ) 𝑖 + 𝑝 ⋅ (2 𝑝 ) 𝑚 
) 

+ 

𝑝 ⋅ (1 − 𝑝 𝑚 +1 ) 
1 − 𝑝 

] 

+ 𝑞 ⋅
( 

2 ⋅ 𝑃 0 ′0 + 𝑊 + 1 
2 

) 

(9) 

 2 = 

𝑞 ⋅ 𝑃 0 ′ ,𝑖𝑑𝑙𝑒 ( 𝑃 𝑖𝑑𝑙𝑒, 0 + 1) 
𝑃 𝑖𝑑𝑙𝑒, 0 + 𝑃 𝑖𝑑𝑙𝑒,𝑏 

+ 

( 𝑊 + 1) ⋅
(
𝑞⋅𝑃 0 ′ ,𝑖𝑑𝑙𝑒 𝑃 𝑖𝑑𝑙𝑒,𝑏 
𝑃 𝑖𝑑𝑙𝑒, 0 + 𝑃 𝑖𝑑𝑙𝑒,𝑏 

+ (1 − 𝑞) 
)

2 
(10)
 (0 , 0) = 

1 
𝐷 1 + 𝐷 2 

(11)

.5. Derivation of channel slot time with an interfering source 

As a next step, we need to calculate ̃𝜎, the average channel slot time.

his time includes the average time the channel is idle, or busy with

 packet transmission or collision. Besides the fixed times for DIFS and

IFS, we need three other times. The average channel slot time 𝜎, the

ime for a successful transmission T s , and the time for a collision T c . We

onsider two cases: the basic scheme and the scheme using Request-To-

end/Clear-To-Send (RTS/CTS). These can be derived as follows: 

 𝑠 = 𝑃 𝐿 + 𝑆𝐼𝐹 𝑆 + 𝛿 + 𝐴𝐶𝐾 + 𝐷𝐼𝐹 𝑆 + 𝛿 (12)

nd 

 𝑐 = 𝑃 𝐿 + 𝐷𝐼𝐹 𝑆 + 𝛿 (13)

ith 

 𝐿 = 𝑇 𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒 + 𝑇 𝑠𝑖𝑔𝑛𝑎𝑙 + 𝑁 𝑆𝑌 𝑀 

⋅

⌈ 

16 + 8 ⋅ ( 𝑃 𝐵 + 𝐻) + 6 
𝑁 𝐷𝐵𝑃𝑆 𝐷𝐴𝑇𝐴 

⌉ 

(14)

nd 

𝐶𝐾 = 𝑇 𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒 + 𝑇 𝑠𝑖𝑔𝑛𝑎𝑙 + 𝑁 𝑆𝑌 𝑀 

⋅

⌈ 

16 + 8 ⋅ 14 + 6 
𝑁 𝐷𝐵𝑃𝑆 𝐶𝑂𝑁 

⌉ 

(15) 

here the transmission time for the preamble, T preamble = 16 μs, the

ransmission time for the signal, T signal = 4 μs, and the transmission time

or a symbol, N SYM 

= 4 μs in a 20 MHz channel when using the Orthog-

nal Frequency-Division Multiplexing (OFDM) PHY, which we use later

n in our experiments. 𝑁 𝐷𝐵𝑃𝑆 𝐷𝐴𝑇𝐴 
, the transmitted bytes per symbol for

ata, depends on the data rate used as well as 𝑁 𝐷𝐵𝑃𝑆 𝐶𝑂𝑁 
, the transmit-

ed bytes per symbol with the control rate. P B is the packet length in

ytes, while H is the length of the header. 

When the RTS/CTS mechanism is used, T s and T c are the following

 𝑠 =𝑅𝑇 𝑆 + 𝑆𝐼𝐹 𝑆 + 𝛿 + 𝐶𝑇 𝑆 + 𝑆𝐼𝐹 𝑆 + 𝛿 + 𝑃 𝐿 + 𝛿 + 𝐴𝐶𝐾 + 𝐷𝐼𝐹 𝑆 + 𝛿

(16) 

nd 

 𝑐 = 𝑅𝑇 𝑆 + 𝐷𝐼𝐹 𝑆 + 𝛿 (17) 

ith 

𝑇 𝑆 = 𝑇 𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒 + 𝑇 𝑠𝑖𝑔𝑛𝑎𝑙 + 𝑁 𝑆𝑌 𝑀 

⋅

⌈ 

16 + 8 ⋅ 20 + 6 
𝑁 𝐷𝐵𝑃𝑆 𝐶𝑂𝑁 

⌉ 

(18) 

nd 

𝑇 𝑆 = 𝑇 𝑝𝑟𝑒𝑎𝑚𝑏𝑙𝑒 + 𝑇 𝑠𝑖𝑔𝑛𝑎𝑙 + 𝑁 𝑆𝑌 𝑀 

⋅

⌈ 

16 + 8 ⋅ 14 + 6 
𝑁 𝐷𝐵𝑃𝑆 𝐶𝑂𝑁 

⌉ 

(19) 

et parameter k be: 

 = 

⌈ 
𝑇 𝑠 

𝜎

⌉ 
(20) 

nd l respectively: 

 = 

⌈ 
𝑇 𝑐 

𝜎

⌉ 
(21) 

enoting the number of time slots for T s and T c . 

To calculate the average channel slot time 𝜎, we need to take the

resence of the interfering source into account. The average channel

lot time ̃𝜎 consists of the following components: 

• No other packet is sent, and the interfering source does not become

active at the start of this slot. In that case, the contribution to 𝜎

equals: 
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• The interfering source becomes active at the start of this slot, and

the tagged station considers the channel busy. In that case, the con-

tribution to ̃𝜎 equals: 

𝑝 𝑖𝑓 ⋅ ( 𝑇 𝑖𝑓 + 𝜎) (23)

• A packet is sent successfully; thus, the interfering source does not be-

come active during 𝑘 + 1 time-intervals of length 𝜎, or does become

active, but the FEC solves the problem. In that case, the contribution

to ̃𝜎 equals: 

𝑃 𝑠 ( 𝑛 −1) ⋅

[ 

(1 − 𝑝 𝑖𝑓 ) 𝑘 +1 ⋅ ( 𝑇 𝑠 + 𝜎) 

+ 

𝑘 −1 ∑
𝑗=0 

(1 − 𝑝 𝑖𝑓 ) 𝑗 ⋅ 𝑝 𝑖𝑓 ⋅ 𝜔 ⋅ ( 𝑇 𝑠 − 𝑗 ⋅ 𝜎 + 𝑇 𝑖𝑓 + 𝜎) 

] 

(24)

This results into 

𝑃 𝑠 ( 𝑛 −1) ⋅

[ 

(1 − 𝑝 𝑖𝑓 ) 𝑘 +1 ⋅ ( 𝑇 𝑠 + 𝜎) + 𝜔 ⋅

( 

(1 − (1 − 𝑝 𝑖𝑓 ) 𝑘 +1 ) ⋅ ( 𝑇 𝑠 + 𝑇 𝑖𝑓 + 𝜎

− 𝜎 ⋅ (1 − 𝑝 𝑖𝑓 ) ⋅
1 − (1 − 𝑝 𝑖𝑓 ) 𝑘 −1 ⋅ (1 + ( 𝑘 − 1) ⋅ 𝑝 𝑖𝑓 ) 

𝑝 𝑖𝑓 

) ] 

(25

• A packet is sent successfully, and the interfering source does not be-

come active during transmission, but it becomes active in the time-

interval immediately following the successful transmission, and the

tagged station considers the channel busy. In that case, the contri-

bution to ̃𝜎 equals: 

𝑃 𝑠 ( 𝑛 −1) ⋅ (1 − 𝑝 𝑖𝑓 ) 𝑘 ⋅ 𝑝 𝑖𝑓 ⋅ ( 𝑇 𝑠 + 𝑇 𝑖𝑓 + 𝜎) (26)

• A packet is sent but involved in a collision with another packet we

assume that the interfering source does not become active during the

interval of length T c . The tagged station considers the channel busy.

In that case, the contribution to ̃𝜎 equals: 

𝑃 𝑡𝑟 ( 𝑛 −1) ⋅
( 

1 − 

𝑃 𝑠 ( 𝑛 −1) 

𝑃 𝑡𝑟 ( 𝑛 −1) 

) 

⋅ (1 − 𝑝 𝑖𝑓 ) 𝑙+1 ( 𝑇 𝑐 + 𝜎) (27)

• A packet is sent but involved in a collision with another packet; we

assume that the interfering source does not become active during

the interval of length T c . Moreover, the interfering source becomes

active in the time-interval immediately following the time-interval

T c . The tagged station considers the channel busy. In that case, the

contribution to ̃𝜎 equals: 

𝑃 𝑡𝑟 ( 𝑛 −1) ⋅
( 

1 − 

𝑃 𝑠 ( 𝑛 −1) 

𝑃 𝑡𝑟 ( 𝑛 −1) 

) 

⋅ (1 − 𝑝 𝑖𝑓 ) 𝑙 ⋅ 𝑝 𝑖𝑓 ⋅ ( 𝑇 𝑐 + 𝑇 𝑖𝑓 + 𝜎) (28)

• A packet is sent but involved in a collision with the interfering source

that can not be solved by the FEC mechanism (the interfering source

does not become active at the start of the time-interval because Eq.

(23) covers this), and the tagged station considers the channel busy.

In that case, the contribution to ̃𝜎 equals (remark that Eq. (26) covers

the case 𝑛 = 𝑘 ): 

𝑃 𝑠 ( 𝑛 −1) ⋅

( 

𝑘 −1 ∑
𝑗=1 

(1 − 𝑝 𝑖𝑓 ) 𝑗 ⋅ 𝑝 𝑖𝑓 ⋅ (1 − 𝜔 ) ⋅ ( 𝑗 ⋅ 𝜎 + 𝑇 𝑖𝑓 + 𝜎) 

) 

(29)

• A packet is sent but involved in a collision with another packet and in

a collision with the interfering source (the interfering source does not

become active at the start of the time-interval because Eq. (23) cov-

ers this), and the tagged station considers the channel busy. In that

case, the contribution to 𝜎 equals (remark that Eq. (28) covers the

case 𝑛 = 𝑙): 

𝑃 𝑡𝑟 ( 𝑛 −1) ⋅
( 

1 − 

𝑃 𝑠 ( 𝑛 −1) 

𝑃 𝑡𝑟 ( 𝑛 −1) 

) 

⋅

( 

𝑙−1 ∑
(1 − 𝑝 𝑖𝑓 ) 𝑛 ⋅ 𝑝 𝑖𝑓 ⋅ ( 𝑛 ⋅ 𝜎 + 𝑇 𝑖𝑓 + 𝜎) 

) 

(30)
𝑛 =1  
Subsequently, 𝜎 is the sum of all those components. Note that this

eads to a different formula compared to Pham [9] , which leads to differ-

nt results between our model and the original one from Pham [9] (see

ection 5 ) [9] . 

.6. Derivation of p and 𝜏

The values for p and 𝜏 can only be derived numerically. For this

urpose, we need two independent formulas for 𝜏. The first one can

e formulated following the Markov chain by using the state b (0, 0),

efined in Eq. (11) : 

= 

𝑚 1 ∑
𝑖 =0 
𝑏 ( 𝑖, 0) = 

𝑏 (0 , 0) ⋅ (1 − 𝑝 𝑚 +2 ) 
1 − 𝑝 

(31)

he second one can be derived directly from the definition of p , which

s equal to all possibilities of at least two stations transmitting and the

robability that the interfering source is active: 

 = 1 − (1 − 𝜏) 𝑛 −1 [(1 − 𝑝 𝑖𝑓 ) 𝑘 + (1 − (1 − 𝑝 𝑖𝑓 ) 𝑘 ) ⋅ 𝜔 ] (32) 

hich we can rewrite as: 

= 1 − 

𝑛 −1 

√ 

𝑝 − 1 
𝜔 (1 − 𝑝 𝑖𝑓 ) 𝑘 − (1 − 𝑝 𝑖𝑓 ) 𝑘 − 𝜔 ) 

(33) 

Using Eqs. (31) and (33) , we can derive p and 𝜏 numerically. 

.7. Throughput 

The throughput of a station can be derived directly from a successful

ransmission by a station. A successful transmission is composed of the

robability that only one station transmits, 𝜏(1 − 𝜏) 𝑛 −1 , the probability

hat the interfering does not become active during the transmission or

hat it becomes active but does not lead to packet loss due to the pres-

nce of the FEC mechanism, being (1 − 𝑝 𝑖𝑓 ) 𝑘 +1 + 𝜔 ⋅ (1 − (1 − 𝑝 𝑖𝑓 ) 𝑘 +1 ) ,
nd the probability that the station has a packet at the head of the queue

1 − 𝑞) . As the throughput is defined as the fraction of the channel slots

eing used, we can write the channel throughput U as: 

 = 

𝑃 𝐵 ⋅ 𝜏(1 − 𝜏) 𝑛 −1 (1 − 𝑞)((1 − 𝑝 𝑖𝑓 ) 𝑘 +1 + 𝜔 ⋅ (1 − (1 − 𝑝 𝑖𝑓 ) 𝑘 +1 )) 
𝜎

(34) 

. The M/HEXP/1/Q queuing model 

In what follows, we model a station as a queue with Poisson input,

yperexponential service time, and finite buffer capacity [39] . 

Packets arrive according to a Poisson process with rate 𝜆. Upon ar-

ival they join a finite queue with capacity Q . Packets arriving at a full

ueue are lost. Accepted packets are transmitted in a First-In, First-Out

FIFO) order. 

We distinguish between 𝑚 + 2 types of packets: 

• Type i packets 0 ≤ 𝑖 ≤ 𝑚 + 1 are transmitted after i unsuccessful

transmissions: given the definition of the parameter p , a packet be-

longs to type i , 0 ≤ 𝑖 ≤ 𝑚 − 1 , with probability 𝑎 𝑖 = 𝑝 𝑖 ⋅ (1 − 𝑝 ) . Its

mean service time, i.e., the time between the packet is at the head

of the queue and starts competing for accessing the medium and the

time instant the transmission starts, is given by 

𝐸[ 𝐴 ] 𝑖 = 𝑇 𝑠 + 𝑖 ⋅ 𝑇 𝑐𝑜𝑙 + ̃𝜎 ⋅
𝑖 ∑
𝑗=0 

𝑊 𝑖 − 1 
2 

(35)

with T col given by 

𝑇 𝑐𝑜𝑙 = (1 − 𝑝 𝑖𝑓 ) 𝑙 ⋅ 𝑇 𝑐 + 

𝑙 ∑
𝑏 =1 

(1 − 𝑝 𝑖𝑓 ) 𝑏 −1 ⋅ 𝑝 𝑖𝑓 ⋅ ( 𝜎 ⋅ ( 𝑏 − 1) + 𝑇 𝑖𝑓 ) (36)

• Type 𝑚 + 2 packets are lost due to the contention process (colli-

sion with packets of other stations or with the interfering source).
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Fig. 2. Setup of experiment with central access point and clients around it. 
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1 http://doc.ilabt.imec.be/ilabt-documentation/index.html. 
A packet belongs to type 𝑚 + 2 with probability 𝑎 𝑚 +2 = 𝑝 𝑚 +2 . The

mean access delay of this type of packet is given by 

𝐸[ 𝐴 ] 𝑚 +2 = ( 𝑚 + 2) ⋅ 𝑇 𝑐𝑜𝑙 + ̃𝜎 ⋅
𝑚 +1 ∑
𝑗=0 

𝑊 𝑗 − 1 
2 

(37)

Remark that type 𝑚 + 2 packets are not successfully transmitted, but

contribute to the latency of successfully transmitted packets. 

These assumptions turn a station into a finite capacity queue

ith Poisson input and hyperexponential service time, denoted by

 / HEXP /1/ Q / (see Eq. (29) ). 

This queue is a continuous-time QBD process. The rate matrix G is

etermined as follows: 

Define the following matrices: 

B 0 is an 1 × ( 𝑚 + 3) matrix with entries 

 𝐵 0 ) 1 ,𝑖 = 𝑎 𝑖 −1 ⋅ 𝜆 , 𝑖 = 1 , … , 𝑚 + 3 (38)

B 1 is a 1 × 1 matrix with entries 

 𝐵 1 ) 1 , 1 = − 𝜆 (39)

 2 is an ( 𝑚 + 3) × 1 matrix with entries 

 𝐵 2 1) 𝑖, 1 = 𝜇𝑖 −1 , 𝑖 = 1 , … , 𝑚 + 3 (40)

ith 

𝑖 = 

1 
𝐸[ 𝐴 ] 𝑖 

(41) 

A 0 is an ( 𝑚 + 3) × ( 𝑚 + 3) diagonal matrix with diagonal entries 

 𝐴 0 ) 𝑖,𝑖 = 𝜆 , 𝑖 = 1 , … , 𝑚 + 3 (42)

A 1 is an ( 𝑚 + 3) × ( 𝑚 + 3) diagonal matrix with diagonal entries 

 𝐴 1 ) 𝑖,𝑖 = 𝜆 + 𝜇𝑖 −1 , 𝑖 = 1 , … , 𝑚 + 3 (43)

A 2 is an ( 𝑚 + 3) × ( 𝑚 + 3) matrix with entries 

 𝐴 2 ) 𝑖,𝑗 = 𝑎 𝑗−1 ⋅ 𝜇𝑖 −1 , 𝑖, 𝑗 = 1 , … , 𝑚 + 3 (44)

The rate matrix G , with dimensions 𝑄 𝑙 ⋅ ( 𝑚 + 3) + 1 ×𝑄 𝑙 ⋅ ( 𝑚 + 3) + 1 ,
s given by 

 

 

 

 

 

 

 

 

 

 

 

𝐵 1 𝐵 0 
𝐵 2 𝐴 1 𝐴 0 

𝐴 2 𝐴 1 𝐴 0 
⋱ ⋱ ⋱ 

⋱ ⋱ ⋱ 

⋱ ⋱ ⋱ 

𝐴 2 𝐴 1 𝐴 0 
𝐴 2 𝐴 1 + 𝐴 0 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 
(45) 

The stationary distribution of the number of packets in a station is

iven by 

̄ = ( ̄𝜈0 , … , ̄𝜈𝑄 𝑙 ) (46)

here the row vector �̄� can be calculated by solving the linear system 

̄𝐺 = �̄� (47)

ith normalization condition 

̄𝑒 = 1 (48)

here 𝑒 is a column vector with all entries equal to 1. 

The probability that there are i packets in a station, i ≤ i ≤ Q l , is

iven by 

𝜋0 = 𝜈0 
𝜋𝑖 = 𝜈𝑖 ̄𝑒 𝑖 

(49) 

here 𝑒 𝑖 is a column vector of dimension 𝑚 + 3 with all entries equal to

. Remark that 𝜈0 is a scalar. Solutions of finite QBD processes are dis-

ussed in‘ [38] . Remark that 𝑞 = 𝜋0 (i.e., the probability that the queue

s empty). 
The mean number of packets in a station is given by 

[ 𝑆] = 

𝑄 𝑙 ∑
𝑖 =0 
𝑖 ⋅ 𝜋𝑖 (50)

oreover, the mean number of packets in the queue of a station is given

y 

[ 𝑄𝐿 ] = 

𝑄 𝑙 ∑
𝑖 =1 

( 𝑖 − 1) ⋅ 𝜋𝑖 = 𝐸[ 𝑆] − (1 − 𝜋0 ) (51)

The mean time a packet (successfully transmitted or not) spends in

he queue is, using Little’s formula, given by 

𝐸[ 𝑄𝐿 ] 
𝜆(1 − 𝜋𝑄 ) 

(52) 

Remark that in this queue both packets of type i , 0 ≤ 𝑖 ≤ 𝑚 + 1 , and

ackets of type 𝑚 + 2 are present. However, to derive the total mean ac-

ess latency a packet experiences (i.e., both queuing and service time),

nly successfully transmitted packets need to be taken into account.

herefore, the mean packet access latency is given by 

 [ 𝐴 ] = 

𝐸 [ 𝐿 ] 
𝜆 ⋅ (1 − 𝜋𝑄 ) 

+ 

𝑚 +1 ∑
𝑖 =0 

𝐸 [ 𝐴 ] 𝑖 ⋅
𝑝 𝑖 ⋅ (1 − 𝑝 ) 
1 − 𝑝 𝑚 +2 

(53)

. Results 

In this section, we describe the setup for our measurements and

resent results for latency and throughput. We compare our model

gainst an established model in the case of no interference and simu-

ation and measurements in the case of interference. 

.1. Setup and parameters 

For our results, we have three different scenarios, simulation, mea-

urements in a real testbed, and the model. 

For our real measurements, the w-ilab.t 1 lab facility, a large-scale

mulation platform with wireless nodes allowing extensive experiments,

as been used. For our configurations, we were limited to 15, 20, and

xed 25 stations on the 5 GHz band. All stations are connected to a

entral access point (AP) (as seen in Fig. 2 ) and are sending packets

o it over a time of 60 s. Packets are sent on the MAC layer to reduce

he impact of any higher layer. The AP is forced to use IEEE 802.11a,

nforcing the use of the OFDM PHY, and IEEE 802.11n capabilities are

isabled. The packets have a size of 1530 bytes and are sent at a fixed

it rate of 54 Mbps. The number of packets per seconds starts at 25
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Fig. 3. Latency comparison with no interference between simulation, measure- 

ments, our new model, and Pham’s model for 15 and 25 stations. 
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Table 2 

Summary of values. 

Parameter Value 

W 32 

Q l 64 

m 5 

Bitrate 54 Mbps 

P B 1530 byte 

H 28 byte 

𝛿 10 −6 s 

𝜎 9 ⋅ 10 −6 s 

T preamble 16 ⋅ 10 −6 s 

T signal 4 ⋅ 10 −6 s 

DIFS 34 ⋅ 10 −6 s 

SIFS 16 ⋅ 10 −6 s 

N SYM 4 ⋅ 10 −6 s 

𝑁 𝐷𝐵𝑃 𝐷𝐴𝑇𝐴 
216 

𝑁 𝐷𝐵𝑃 𝐴𝐶𝐾 
96 

Table 3 

Airtime occupation of interfering 

source for different probabilities 

and timeslots used in the presented 

experiments. 

p if T if 10 50 100 

0.01 9.1% 33.33% 50% 

0.025 20% 55.55% 71.43% 
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nd increments by steps of 25 packets per second up to 400 packets per

econd. Each configuration was repeated five times. 

Additionally, we installed a Software Defined Radio (SDR) to gen-

rate interference according to the model of an interfering source de-

ned in Section 3 . The SDR is not time-aligned with the slots of the

EEE 802.11 system and therefore completely decoupled, which is a

ore realistic scenario but is contrary to one assumption for the model.

he stations are of type Zotac Zbox ID10 with IEEE 802.11n capa-

le wireless cards, the AP consists of a PC Engines APU 1d4 with an

EEE 802.11ac enabled wireless card, and the SDR is a USRP N210. 

Additionally, we used simulation as a second comparison besides

eal measurements. We implemented the interfering source in ns3 , ver-

ion 3.28, and simulated the same scenarios as for the real setup to stay

omparable. The interfering source works similar to the already exist-

ng waveform generator. Instead of periodic transmission, it works as

n on/off source. Each time slot, it turns on with given probability and

emains active for the specified amount of time slots. As in the real

etup, the interfering source in simulation is not time-aligned to the

EEE 802.11 system. The ED threshold was set to − 74dBm, while the

riis propagation loss model and the constant speed propagation delay

odel were used. The data rate was set to 54 Mbps and the control rate

o 6 Mbps, both using OFDM and both at a constant rate. 

The parameters for the interfering source were chosen according to a

ow occurrence with 𝑝 𝑖𝑓 = 0 . 01 and a high occurrence with 𝑝 𝑖𝑓 = 0 . 025 . The

uration can be distinguished between a low duration with 𝑇 𝑖𝑓 = 10 , a
edium duration with 𝑇 𝑖𝑓 = 50 , and a high duration with 𝑇 𝑖𝑓 = 100 . Table

 shows the airtime for each configuration. Higher interference proba-

ilities are not presented, because the measurements are unreliable for

ery high interference cases as not enough packets are correctly deliv-

red. The rest of the values can be seen in Table 2 . 

.2. Latency measurements 

For the analysis of the latency, there are two significant points

o consider. First, the point when saturation is reached. This point is

eached when the latency suddenly goes from a few milliseconds to the

aximum possible, which can be up to several seconds. Second, the

aximum latency. This maximum is achieved as soon as saturation is

eached. Both are essential indications for QoS and determine the qual-

ty of the link for a user. 

First, we compare the performance of our model with no interference

gainst Phams’s [9] model, as well as simulation, and measurements in

ig. 3 [9] . While predicting the saturation point correctly, we can see

hat Pham’s [9] model significantly underestimates latency in both sim-

lation and measurements, by 250%. Our model predicts the saturation
oint correctly, but still slightly underestimates simulation and measure-

ent by 11%, but in general, performs much better. The difference be-

ween our model and Pham’s [9] model lies in a different formulation for

he average slot time ̃𝜎. We corrected a mistake in Pham’s [9] formula.

he slightly higher value for the simulation in the case of 25 stations

ompared to the measurements likely stems from two reasons. First, the

act that in a real setup, not every node hears all transmissions from all

ther nodes. Second, the exact behavior of IEEE 802.11 hardware and

rmware are partially unknown as it is vendor dependent. This black

ox behavior is especially the case for the ED threshold, which influ-

nces the detection of a busy medium. The fact that this happens with

5, but not 15 stations, makes it very likely that not all stations consider

he channel busy at the same time. 

Fig. 4 gives an overview of the behavior captured by the models in

he unsaturated phase in greater detail for 15 and 25 stations. We can

ee that the model of Pham [9] has a more prolonged phase of lower

atency, while our model increases latency early on [9] . Interference

mplifies this effect, and with high interference, the latency is increased

t around ten packets per second already. 

Fig. 5 a and b are the first figures that show interference with the

rst a low occurrence ( 𝑝 𝑖𝑓 = 0 . 01 ), the second a high occurrence ( 𝑝 𝑖𝑓 =
 . 025 ), and both with a medium duration ( 𝑇 𝑖𝑓 = 50 ). Our model predicts

he saturation point correctly independent of the number of stations

hile the maximum latency is slightly underestimated. In the case of

ow occurrence, the difference in latency to the measurements is below

%, while it is below 3% for the simulation. When a high occurrence

f interference is present, the model keeps within the 9% range but is

urther away from the simulation, which is acceptable as the simulation

everely underestimates the interference. 

In Fig. 6 a and b the number of stations is fixed to 25 while we

ave a low occurrence of interference ( 𝑝 𝑖𝑓 = 0 . 01 ) in the first figure and

igh occurrence ( 𝑝 𝑖𝑓 = 0 . 025 ) in the last. In all cases, our model pre-

icts the saturation point accurately. In the case of low occurrence, our

odel is slightly underestimating both, simulation and measurement,

y 3% and 11–14% respectively, with a better result with higher du-

ation ( 𝑇 𝑖𝑓 = 100 ) when compared to the measurements. In the case of

igh occurrence, our model is closer to the measurement compared to

he simulation, independent of duration. We can achieve a difference
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Fig. 4. Latency comparison of models before saturation for variable interference and fixed number of stations. 

Fig. 5. Latency for fixed interference occurrence, fixed medium duration, and changing number of stations. 

Fig. 6. Latency for fixed interference occurrence, fixed number of stations, and changing duration. 
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Fig. 7. Latency for medium duration, 25 stations, and changing occurrence. 

Fig. 8. Throughput comparison with no interference between simulation, mea- 

surements, our new model, Pham’s [9] model, and Chella et al.’s [21] for 15 

and 25 stations [9,21] . 
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ompared to the measurement of 8.5-17%, with higher accuracy when

he duration is longer. The simulation deviates from the measurements

y 27–33%, which shows that the simulation can not fully capture the

ffect of interference on an IEEE 802.11 network. 

Fig. 7 shows a fixed duration, medium ( 𝑇 𝑖𝑓 = 50 ), with a fixed num-

er of stations (25), and changing occurrences. Our model predicts

he saturation point correctly in all scenarios. The latency for low oc-

urrence is jointly estimated by both model and simulation, with 9%

nd 6% respectively. High occurrence increases this difference, and our

odel can capture the effects of a real deployment much better than the

imulation with a difference of 9% for the model and 27% for simula-

ion. 

Our model can accurately predict the latency of a real setup while

he simulation is too simplified to cope well with high interference. The

esults show that our model can, therefore, be used in a setup where

oS is essential, compared to simulation. 

.3. Throughput measurements 

Let us now consider the throughput. Again, two significant points

re essential. First, the slope at the beginning where the requested band-

idth is still available until the maximum throughput is achieved. This

oint is similar to the saturation point. Second, the maximum through-

ut itself that a station can achieve in each scenario. 

Fig. 8 compares our model against Pham’s [9] model and Chella

t al.’s [21] ’s model, as well as against simulation and measurement
or 15 and 25 stations [9,21] . While our model estimates the slope cor-

ectly, both, Pham’s [9] model and Chella et al.’s [21] model overes-

imate the slope and possible throughput for a station significantly. In

he first case by 10–11% and the second case by 14–19% [9,21] . Simu-

ation underestimates available throughput by 9–12%, while our model

lightly overestimates throughput by 2–4%. Our model outperforms all

ther models, including simulation. 

The difference between our model and Pham’s [9] model is the same

s in Fig. 3 . 

The first throughput results with interference can be seen in Fig. 9 a

ith the low occurrence and in Fig. 9 b with the high occurrence and

edium duration. Simulation and model both follow the slope well

hile the model underestimates the throughput slightly by 9% and the

imulation by 6–9% in the case of low occurrence. When the interfer-

nce has a high occurrence, the model underestimates slightly by 6–9%,

nd the simulation overestimates the performance by 27–34%. Again,

he simulation represents the effects of reality correctly when the inter-

erence has a high occurrence. 

Fig. 10 a and b show the effect of a changing duration in combination

ith different occurrences. If there is low interference occurrence, then

oth simulation and model are reasonably accurate with 11–14% and

–10% respectively. The duration itself has not much effect. In the case

f high occurrence, the difference is more significant, with 27–33% for

imulation and 8–17% for our model with better accuracy when the

uration of the interference source is longer. 

In Fig. 11 , the number of stations is fixed to 25 as well as the duration

o medium ( 𝑇 𝑖𝑓 = 50 ). The effect of the probability can be seen especially

n the simulation where the difference to the measurements ranges from

% to 27% while the simulation maintains a difference of 9% and is

uch more reliable. 

Our model performs well in predicting the throughput and, contrary

o simulation, can give an accurate value for each scenario that we ex-

lored. Our model also performs better than state-of-the-art models like

he one from Pham [9] or Chella et al. [21] that do not include external

nterference [9,21] . 

.4. Asymptotic analysis 

In this section, we evaluate the average packet delay in case of low

oad (i.e. 𝜆 small) and in case of high load (i.e., for high values of 𝜆).

n case of low load, we assume that the packet queue is empty upon

rrival of a packet. Hence, the average delay, in that case, is given by

he average service time a packet experiences, given by 

[ 𝑉 ] = 

𝑚 +1 ∑
𝑖 =0 

𝐸[ 𝐴 ] 𝑖 ⋅
𝑝 𝑖 ⋅ (1 − 𝑝 ) 
1 − 𝑝 𝑚 +2 

(54) 

n case of a high load, we assume that a tagged packet arrives at a queue

ith 𝑄 𝑙 − 1 packets. Those 𝑄 𝑙 − 1 packets are served before the tagged

acket. The service of a packet may be a successful transmission or the

ropping of a packet. Hence, the service time of each of these 𝑄 𝑙 − 1
ackets is given by 

[ 𝑆] = 

𝑚 +1 ∑
𝑖 =0 

𝐸[ 𝐴 ] 𝑖 ⋅ 𝑝 𝑖 ⋅ (1 − 𝑝 ) + 𝐸[ 𝐴 ] 𝑚 +2 ⋅ (1 − 𝑝 𝑚 +2 ) (55) 

he average delay of the tagged packet is then given by the sum of

he service times E [ S ] of the 𝑄 𝑙 − 1 packets and the service time of the

agged packet 

[ 𝑉 ] = ( 𝑄 𝑙 − 1) ⋅ 𝐸[ 𝑆] + 

𝑚 +1 ∑
𝑖 =0 

𝐸[ 𝐴 ] 𝑖 ⋅
𝑝 𝑖 ⋅ (1 − 𝑝 ) 
1 − 𝑝 𝑚 +2 

(56) 

n what follows, we apply this asymptotic analysis to the following

xample. Let 𝑇 𝑖𝑓 = 50 , 𝑝 𝑖𝑓 = 0 . 01 and let the number of stations vary

 = 5 , 10 , 15 , 20 , 25 . We compute for each n the values of p and 𝜏 under

ow load, i.e., 𝜆 = 5 , and under high load, i.e., 𝜆 = 400 . These values of p
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Fig. 9. Throughput for fixed interference occurrence, fixed medium duration, and changing number of stations. 

Fig. 10. Throughput for fixed interference occurrence, fixed number of stations, and changing duration. 

Fig. 11. Throughput for medium duration, 25 stations, and changing occur- 

rence. 
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nd 𝜏 allow to compute the average delay making use of the above for-

ulas. In Fig. 12 , for each value of n , the average delay for variable 𝜆

s shown using the detailed model, together with the low and high load

symptotic. We can see that the asymptotes fit in the low load scenario,

s well as the high load scenario. 

.5. Parameter exploration 

In this section, we will explore the influence of the parameters p if , T if ,

nd 𝜔 , as well as the impact of the RTS/CTS mechanism on the latency

nd throughput. 

.5.1. RTS/CTS mechanism 

The RTS/CTS mechanism has the goal of reducing collisions, espe-

ially for hidden terminals. Fig. 13 a and b show a low and high load

cenario, respectively, for latency based on an increasing client number.

odel and simulation show a higher latency with RTS/CTS enabled. The

hroughput using the basic mechanism and using the RTS/CTS scheme

re very close to each other as shown in Fig. 14 a and b. While the

hroughput remains close to the basic mechanism with an increasing
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Fig. 12. Latency for fixed interference and different number of stations with asymptotes for high and low load. 

Fig. 13. Latency comparison of RTS/CTS mechanism to basic mechanism with simulation, based on clients. 

Fig. 14. Throughput comparison of RTS/CTS mechanism to basic mechanism with simulation, based on clients. 
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Fig. 15. Latency comparison of model with varying occurrence and fixed number of stations and duration. 

Fig. 16. Throughput comparison of model with varying occurrence and fixed number of stations and duration. 
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umber of stations, the latency further increases in that case. The im-

rovement that the RTS/CTS mechanism shows in low bandwidth sce-

arios with DSSS and the reduction of T c seems negated by the use of

igher bandwidth and OFDM as the encoding scheme. 

From a performance viewpoint, the RTS/CTS mechanism does not

ave a strong impact on higher bandwidths. The difference to the basic

echanism is minimal and therefore it can not always be recommended.

.5.2. Interference occurrence 

Figs. 15 and 16 show the latency and throughput for a variety of val-

es for p if with a fixed number of stations and duration. In both cases,

 low number of stations and low duration, as well as a high number of

tations and high duration, an increase of p if is combined with a signif-

cant increase in latency. In the first case, the increase is roughly five

imes the lowest value of p if to the highest. In the second case, that in-

rease is around ten times. Both the increase in duration and number

f stations add to the problem that a high interference occurrence is

ausing. Similar to latency, the throughput also drops significantly, but

uch more than latency. In the case of a low number of stations and

ow duration, it loses 97.5% of throughput from the lowest value of p if 
o the highest. With a high number of stations and high duration, it loses

ven up to 99% of its throughput. 
We can conclude that the increase in interference occurrence has a

uch higher impact on throughput than latency. 

.5.3. Interference duration 

Similar to the interference occurrence, we also explore the duration

n Figs. 17 and 18 . With increased duration, latency increases by a bit

ess than three times for a low number of stations and low occurrence

nd up to six times for a high number of stations and a high occurrence.

t is interesting to note, though, that an up to 20 times increase of dura-

ion has much less impact than a ten times increase of occurrence. The

ecrease in throughput scales like the increase in latency, and we have

p to three times and six times reduction in throughput from the lowest

alue for T if up to the highest. 

We can conclude that while duration has an impact, it has a signifi-

antly smaller impact than occurrence. This difference in impact has to

o with the ED function of IEEE 802.11, where a higher occurrence has

 higher probability of triggering an additional back-off phase. 

.5.4. FEC mechanism 

In Figs. 19 and 20 , we can see the effect of 𝜔 , the probability that

he FEC mechanism can recover the packet, although it had a collision

ith the interfering source, on the latency and throughput. The latency
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Fig. 17. Latency comparison of model with varying duration and fixed number of stations and occurrence. 

Fig. 18. Throughput comparison of model with varying duration and fixed number of stations and occurrence. 

Fig. 19. Latency comparison of model with varying 𝜔 and fixed duration, number of stations, and occurrence. 
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Fig. 20. Latency comparison of model with varying 𝜔 and fixed duration, number of stations, and occurrence. 
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eduction reaches from 0.4% for 𝜔 = 0 . 01 to 16% for 𝜔 = 0 . 5 in the case

f a low number of stations, low occurrence, and low duration. With a

igh number of stations, high occurrence, and high duration, the reduc-

ion reaches from 1.3% for 𝜔 = 0 . 01 to 37% for 𝜔 = 0 . 5 . In both cases,

he reduction scales slightly lower than linear with the value of 𝜔 . 

If we look at the throughput in Fig. 20 , we can see that an even

ore significant improvement is achieved. In the first case, the increase

eaches from 0.7% to 19.5%, and in the second case, from 1.6% to 72%.

hile in the first case, it does scale lower than linear, in the second case,

t scales significantly better than linear. 

We can conclude that the FEC mechanism can have a significant

mpact on latency and throughput with high interference. For high in-

erfering cases, an improvement of the FEC mechanism is worthwhile. 

. Conclusions 

In this paper, we presented an analytical model to predict latency

nd throughput in an IEEE 802.11 system with non-IEEE 802.11 inter-

ering source based on a Markov chain to model the back-off mecha-

ism. We cover both, saturated as well as unsaturated network condi-

ions by utilizing a QBD process as the model for the packet queue of a

tation. The interfering source is accurately described to be included in

he model. The results show that our model is in most cases within 10%

ifference between the model and measurements, for both, latency and

hroughput, while the simulation is not. These values show that we can

ccurately model an interfering source and describe the impact it has

n performance, which can be used in network management. 
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