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Chapter 1. Introduction

1.1 General introduction

Since the industrial revolution of the nineteenth century, the global energy de-

mand has continued to increase. Up till today, the primary source to meet this

demand comes from the combustion of fossil fuels. The burning of these fuels

results in the emission of greenhouse gases into the atmosphere, leading to an

increase in the average global temperature. There is now a broad agreement in

the scientific community that this increase in emissions, and average global tem-

perature, is correlated with ocean level rising, and more frequent occurrence of

extreme weather phenomena like droughts, floods and hurricanes. In order to

prevent a further increase of greenhouse gas concentrations in the atmosphere, a

huge effort is being directed into reducing the anthropogenic emissions. This is ei-

ther done by reducing the source emission by the use of increased energy-efficient

or low carbon processes, or by capturing the greenhouse gases before emission

and either storing them or using them as feedgas to create value-added products.

For CO2 these processes are known as carbon capture and storage (CCS) and

carbon capture and utilization (CCU).

Given that the main contribution to global warming comes from energy pro-

duction, the sector is preparing for the so-called energy transition in which a

shift is made to more renewable forms of energy production which include wind,

solar, and hydrothermal energy sources. While most of these renewable energy

sources are becoming more cost competitive with their fossil fuel counterparts,

the biggest problem that is halting further implementation of these techniques is

their intermittent nature, resulting in a mismatch of supply and demand. This

mismatch can be solved by storing the excess electrical energy.

Plasma-based CO2 conversion allows us to use the excess electrical energy of

the renewable energy sources to convert CO2 into more value-added products and

liquid fuels.

1.1.1 Earth’s energy budget

While mankind’s primary energy source consists out of the combustion of fossil

fuels, most of the energy on earth comes from incoming solar radiation. This

solar radiation is composed out of ultraviolet to infrared wavelengths1;2. While

some energy is absorbed and reflected through passage (see figure 1.1), much of

the energy reaches the earth’s surface, and is absorbed there1–4. As the surface

warms, some of the absorbed energy is reradiated as infrared radiation. A part of

the emitted energy is returned to the earth’s surface as back radiation by gases

that are sensitive to infrared radiation. These gases are called greenhouse gases,

and they play a vital role in keeping the temperature on earth high enough to
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create a habitable environment for all living organisms. Without the influence

of these gases on the climate, earth would be 30 ◦C cooler than it is today1.

The most important natural greenhouse gases are CO2, CH4, N2O, and water

vapour. Molecules with a strong infrared absorption have a larger contribution

to the back radiation. The strength of this contribution is characterized by the

greenhouse potential, also known as the global warming potential (GWP). All

values are calibrated with respect to CO2, whose value is 1. While CO2 and

water vapour are more abundant in the atmosphere, the GWP of some gases

with a lower concentration is much higher. Indeed, CH4 has a GWP of 28, and

for N2O the GWP reaches 265.2 In order to have an equilibrium climate, a balance

needs to exist between the incoming and outgoing radiation. With an increase

in greenhouse gas concentrations, more radiant heat is absorbed, leading to an

increase in global temperatures.

Figure 1.1: Earth’s energy budget, showing the incoming and outgoing energy.
Figure is taken from ref. 5, based upon data from ref. 3;4

1.1.2 Global warming

The realization that earth’s climate might be sensitive to the atmospheric con-

centrations of gases that create a greenhouse effect is more than a century old.
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The first greenhouse experiments in 1760 demonstrated the ability to artificially

warm the earth’s surface6. Through these experiments, it was recognised that

air itself could trap thermal radiation. In 1859, John Tyndall identified through

laboratory experiments the absorption of thermal radiation of complex molecules

(as opposed to the primary atmospheric constituents, N2 and O2)7. He discov-

ered that changes in the amount of any of the radiatively active constituents of

the atmosphere, such as H2O and CO2, could explain changes in the climate.

G. S. Callendar was the first to theoretically link greenhouse gases with climate

change in 19388. He found that a doubling of the atmospheric CO2 concentra-

tion resulted in an increase in the mean global temperature of about 2◦C, with

considerably more warming at the poles. He already linked the increasing fossil

fuel combustion that was supplying the growing energy demand, with a rise in

CO2 concentrations and its greenhouse gas effect.

Since the industrial revolution, antropogenic greenhouse gas emissions are in-

creasing. Of the emitted greenhouse gases, CO2 is the most important one. In

2015, the contribution from CO2 to the antropological greenhouse gas potential

was 74%. The other emissions came from CH4 (18.8 %), NO2 (5.2%), and flu-

orinated gases (F-gases) (2%)9. There is growing evidence10 and consensus11

in the scientific community that these emissions are increasing the global tem-

perature. The strong correlation between the increasing CO2 concentration and

rise in global temperatures is illustrated in figure 1.2. The increased awareness

led to the Paris climate agreement, which was ratified by 188 countries and the

European Union, in which the parties pledged to keep the increase in the average

global temperature to 1.5 ◦C12 with respect to pre-industrial levels.
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Figure 1.2: Time-evolution of the atmospheric CO2 concentration (left y-axis)
and globally-averaged temperature anomaly since 1960 with respect to the
averaged temperature from 1951 to 1980 (right y-axis). Data obtained from

NASA/NOAA13.

1.2 Reshaping the energy landscape

The pledge to keep global warming below 1.5 ◦C requires a drastic decrease in

anthropogenic carbon emissions. With no or limited overshoot, CO2 emissions

should be reduced to net zero by 205014. This shift towards a carbon-neutral

economy requires efforts in multiple different sectors. However, the challenges

are different, depending on the sector. Figure 1.3 shows the CO2 emissions re-

lated to different energy services15, in which the difficult-to-eliminate emissions

are highlighted. The latter represent about 27 % of the total emissions. The

largest contribution comes from load-following electricity. This phenomenon is a

result of the intermittency of renewable energy sources like wind and solar energy,

whose production depends on the weather conditions. An energy system in which

variable energy sources are major suppliers of electricity will have occasional but

substantial and long-term mismatches between supply and demand. Natural gas-

fired generators have increasingly been used to provide flexibility because of their

relatively low fixed costs15, their ability to ramp up and down quickly16, and

because of the low cost of natural gas17. However, without carbon offset, the
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greenhouse gas emissions from those power plants will continue to contribute to

global warming.

(NaOH)] together with metal catalysts to pro-
duce hydrogen at an efficiency of 50 to 60% and
a cost of ~U.S. $5.50/kg H2 (assuming industrial
electricity costs of U.S. $0.07/kWh and 75% uti-
lization rates) (29, 30). At this cost of hydrogen,
the minimum price of synthesized hydrocarbons
would be $1.50 to $1.70/liter of diesel equivalent
[or $5.50 to $6.50/gallon and $42 to $50 per GJ,
assuming carbon feedstock costs of $0 to 100 per
ton of CO2 and very low process costs of $0.05/
liter or $1.50 per GJ (28)]. For comparison, H2

from steam reforming of fossil CH4 into CO2 and
H2 currently costs $1.30 to 1.50 per kg (Fig. 3D,
red line) (29, 31). Thus, the feasibility of syn-
thesizing hydrocarbons from electrolytic H2 may
depend on demonstrating valuable cross-sector
benefits, such as balancing variability of renew-
able electricity generation, or else a policy-imposed
price of ~$400 per ton of CO2 emitted (which
would also raise fossil diesel prices by ~$1.00/liter
or ~$4.00/gallon).
In the absence of policies or cross-sector coor-

dination, hydrogen costs of $2.00/kg (approaching
the cost of fossil-derived hydrogen and synthe-
sized diesel of ~$0.79/liter or $3.00/gallon) could
be achieved, for example, if electricity costs were
$0.03/kWh and current electrolyzer costs were
reduced by 60 to 80% (Fig. 3B) (29). Such reduc-
tions may be possible (32) but may require central-
ized electrolysis (33) and using less mature but
promising technologies, such as high-temperature
solid oxide or molten carbonate fuel cells, or
thermochemical water splitting (30, 34). Fuel
markets are vastly more flexible than instan-
taneously balanced electricity markets because

of the relative simplicity of large, long-term
storage of chemical fuels. Hence, using emissions-
free electricity to make fuels represents a critical
opportunity for integrating electricity and trans-
portation systems in order to supply a persistent
demand for carbon-neutral fuels while boosting
utilization rates of system assets.

Direct solar fuels

Photoelectrochemical cells or particulate/molecular
photocatalysts directly split water by using sunlight
to produce fuel through artificial photosynthesis,
without the land-use constraints associated with
biomass (35). Hydrogen production efficiencies
can be high, but costs, capacity factors, and life-
times need to be improved in order to obtain an
integrated, cost-advantaged approach to carbon-
neutral fuel production (36). Short-lived labora-
tory demonstrations have also produced liquid
carbon-containing fuels by using concentrated
CO2 streams (Fig. 1H) (37), in some cases by
using bacteria as catalysts.

Outlook

Large-scale production of carbon-neutral and
energy-dense liquid fuels may be critical to achiev-
ing a net-zero emissions energy system. Such fuels
could provide a highly advantageous bridge be-
tween the stationary and transportation energy pro-
duction sectors and may therefore deserve special
priority in energy research and development efforts.

Structural materials

Economic development and industrialization
are historically linked to the construction of in-

frastructure. Between 2000 and 2015, cement and
steel use persistently averaged 50 and 21 tons per
million dollars of global GDP, respectively (~1 kg
per person per day in developed countries) (4).
Globally, ~1320 and 1740 Mt CO2 emissions em-
anated from chemical reactions involved with the
manufacture of cement and steel, respectively
(Fig. 2) (8, 38, 39); altogether, this equates to
~9% of global CO2 emissions in 2014 (Fig. 1,
purple and blue). Although materials intensity
of construction could be substantially reduced
(40, 41), steel demand is projected to grow by 3.3%
per year to 2.4 billion tons in 2025 (42), and ce-
ment production is projected to grow by 0.8 to
1.2% per year to 3.7 billion to 4.4 billion tons in
2050 (43, 44), continuing historical patterns of
infrastructure accumulation andmaterials use seen
in regions such as China, India, and Africa (4).
Decarbonizing the provision of cement and

steel will require major changes in manufac-
turing processes, use of alternative materials
that do not emit CO2 during manufacture, or
carbon capture and storage (CCS) technologies
to minimize the release of process-related CO2

to the atmosphere (Fig. 1B) (45).

Steel

During steel making, carbon (coke from coking
coal) is used to reduce iron oxide ore in blast
furnaces, producing 1.6 to 3.1 tons of process
CO2 per ton of crude steel produced (39). This
is in addition to CO2 emissions from fossil fuels
burned to generate the necessary high temper-
atures (1100 to 1500°C). Reductions in CO2 emis-
sions per ton of crude steel are possible through
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Fig. 2. Difficult-to-eliminate
emissions in current context.
(A and B) Estimates of CO2

emissions related to different
energy services, highlighting
[for example, by longer pie
pieces in (A)] those services
that will be the most difficult
to decarbonize, and the
magnitude of 2014 emissions
from those difficult-to-
eliminate emissions.The
shares and emissions shown
here reflect a global energy
system that still relies
primarily on fossil fuels and
that serves many developing
regions. Both (A) the shares
and (B) the level of emissions
related to these difficult-to-
decarbonize services are
likely to increase in the future.
Totals and sectoral break-
downs shown are based
primarily on data from the
International Energy Agency
and EDGAR 4.3 databases
(8,38).The highlighted iron and steel and cement emissions are those related
to the dominant industrial processes only; fossil-energy inputs to those
sectors that are more easily decarbonized are included with direct emissions
from other industries in the “Other industry” category. Residential and

commercial emissions are those produced directly by businesses and
households, and “Electricity,” “Combined heat & electricity,” and “Heat”
represent emissions from the energy sector. Further details are provided in
the supplementary materials.
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Figure 1.3: A) Estimation of CO2 emissions related to different energy services,
in which the difficult-to-eliminate emissions are highlighted in the extended pie

pieces. B) The level of emissions related to difficult-to-decarbonize services.
Figure taken from ref. 15.

1.2.1 Energy storage

While the energy productions by these renewables can be smoothed by inter-

connecting large geographical areas, or by focusing on a mix of different energy

sources, additional peak energy storage will be needed to provide the electric

grid with the needed flexibility. The existing energy storage techniques can be

categorized as

• mechanical: pumped hydrogen storage, compressed air energy storage, and

flywheel

• electrochemical: lead-acid, nickle-based, sodium-based, and lithium-ion elec-

trochemical batteries, and redox and hybrid flow batteries

• electrical: supercapacitors and superconducting magnetic energy storage

• thermal: aquiferous and cryogenic low temperature energy storage, and
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concrete, phase change materials, and molten salt high temperature energy

storage

• chemical: hydrogen and solar fuel

The different technologies that these categories comprise are distinguished

by different technical and economical characteristics, such as power density, self-

discharge, cycle and discharge efficiency, suitable storage duration, and capital

and operation costs18. Overviews of these different characteristics and how they

positively or negatively affect the implementation of the different techniques can

be found in various literature reviews on the matter18–22.

One of the most attractive aspects of fossil fuels is the fact that they con-

tain high energy density hydrocarbons, making them easily transportable. In

figure 1.4 the volumetric and gravimetric energy density of the different storage

categories are displayed. From all different techniques, chemical energy storage

provides the highest volumetric and gravimetric energy carriers. In chemical en-

ergy storage, electric energy is used to enable endothermic reactions to create

molecules with a higher formation enthalpy. The exothermic reverse reaction can

then be used to release the stored energy.
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Figure 1.4: Volumetric and gravimetric energy density of the five categories of
energy storage, with some specific values for common chemical energy

carriers.15;18
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Two of the main molecules that are used as feedgas for chemical storage

are CO2 and H2O, creating CO and H2, respectively. While these gases have a

high gravimetric energy density (see figure 1.4) they need to be kept under high

pressure in order to reach a higher volumetric energy density. In addition, H2 is

a very small molecule which results in an increased risk of storage leaks23. The

storage of hydrogen thus requires heavy storage containers15.

Even in liquid form, these two energy carriers don’t posses a high enough

volumetric energy density as is the case for liquid hydrocarbons (e.g. gasoline with

9.5 kWh/L, see figure 1.4). These high volumetric energies are however needed in

difficult-to-eliminate emission sectors like long-distance transport, aviation and

shipping (see figure 1.3).

1.2.2 Synthetic hydrocarbons

Liquid hydrocarbons can also be synthesised through the Fischer-Tropsch process,

which uses syngas, a mixture of CO and H2, as feedgas. The Fischer–Tropsch

process involves a series of chemical reactions that produce a variety of hydro-

carbons24:

(2n+ 1)H2 + nCO→ CnH2n+2 + nH2O (1.1)

These reactions occur in the presence of a metal catalyst like Fe, Ni, Co, or

Ru25.

Unfortunately, the Fischer-Tropsch process has a twofold contribution to cli-

mate change. Firstly, the combustion of the resulting hydrocarbons produces

CO2, and secondly, fossil fuels are currently used for the production of both H2

and CO, in processes like coal gasification and methane gas reforming24;26. This

prohibits a broad implementation of the technology.

There are numerous options for producing low-carbon and renewable hydro-

gen. The two main options are the fossil fuel-based production processes in which

the emitted carbon is captured and stored, or by means of electrolysis using low-

carbon power as energy input26. In the coming years, renewable electrolytic H2

production is expected to see a dramatic cost drop, making it cost competitive

with so called ”grey hydrogen”26;27.

In order to offset the CO2 emission from the combustion of the synthetic

hydrocarbons, the production of CO should be carbon negative. This can best

be achieved by using the CO2 as feedstock in the production of CO. The scheme

that is therefore proposed is shown in figure 1.5.
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Figure 1.5: The CO2 neutral solar fuel cycle in which the emitted CO2 from
combustion is captured and converted back into fuels by means of renewable

energy.

1.3 CO2 conversion

The dissociation of CO2 is an endothermic process that is represented by the

following formula

CO2 
 CO +
1

2
O2 ∆Ho = 2.93

eV

molec.
(1.2)

In its most efficient form, the process takes place in two steps:

CO2 
 CO + O ∆Ho = 5.51
eV

molec.
(1.3)

CO2 + O 
 CO + O2 ∆Ho = 0.35
eV

molec.
(1.4)

with ∆Ho the standard enthalpy at 300 K. The enthalpy of the first reaction

equals the bond breaking energy of the CO2 molecule. It is very high, since CO2

is a very stable molecule. The enthalpy of the second reaction is much less, and

it is therefore crucial to increase the rate of this reaction in order to reach highly

energy-efficient CO2 conversion28.

Given the high enthalpy of reaction 1.2, high temperatures are needed to dis-

sociate CO2. This can be seen in figure 1.6, where the thermodynamic equilibrium
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composition of CO2, CO, O2 and O is shown as a function of gas temperature,

at a pressure of 100 mbar. The mole fractions for the major species under the

chemical equilibrium conditions are obtained by minimizing the Gibbs free energy

of the mixture at a given pressure and temperature29. The maximum achievable

energy efficiency lies a little above 50 %.

Figure 1.6: The thermodynamic equilibrium composition of CO2, CO, O2 and
O (left axis), and the corresponding energy efficiency (right axis), as a function

of gas temperature, at a pressure of 100 mbar. Figure taken from ref. 29.

The equilibrium compositions of figure 1.6 are for a thermodynamically iso-

lated system. In our work, this is not the case as we include cooling from the

reactor walls, when the temperature is calculated self-consistently (i.e. in chap-

ters 5 and 6).

1.4 Plasma-based CO2 conversion

CO2 plasmas have gained interest since the invention of CO2 lasers in 196430.

In order to understand the chemical and kinetical processes in the CO2 lasers,

various types of CO2 plasmas were studied31–34. CO2 plasmas are also of impor-

tance in the space community, since CO2 is an important constituent in many

planetary atmospheres. Since CO2 is the main component of the atmosphere

on Mars (> 95 %), non-equilibrium plasmas are discussed as a possible oxygen
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supplier in future missions to the planet35. Plasma technology gained interest

as a possible CO2 conversion technology when high energy efficiencies of 80-90

% were reported in experiments conducted in the Soviet Union36;37. However,

these efficiencies have since not been reproduced, and more recent experimental

results show maximum efficiencies of around 50 %29;38;39.

1.4.1 Non-equilibrium plasmas

A plasma is an ionized gas that exists when sufficient energy is added to a gas,

liquid or solid to ionize the atoms or molecules. It is therefore sometimes referred

to as the ”fourth state of matter”, although there is no clear transition from the

first three states to plasma. A plasma is on average electrically neutral, since

the positive and negative charges compensate for each other. The free electric

charges -electrons and ions- make the plasma electrically conductive, and strongly

responsive to electromagnetic fields.

Next to various types of ions, a plasma also consists of a large number of

neutral species, like atoms, molecules, radicals and excited species. The latter

can lead to the emission of light by the plasma. Plasmas are estimated to con-

stitute more than 99 % of the visible universe37. Next to naturally occurring

plasmas, they also serve in man-made applications like electronics, lasers, lamps,

and many others37. Since the plasma is a multi-component system, it exhibits

many different species, each with their own density and temperature. In gen-

eral, a distinction is made between the electrons and the heavy particles. The

plasmas are therefore characterized by their ionization degree (i.e. the density

ratio of the charged species to that of the neutral gas), and the temperature of

the electrons (Te) and heavy particles (Tg). The ionzation degree of conventional

plasma-chemical systems lies in the range of 10−7 - 10−4. The ionization degree

is close to unity in thermonuclear plasma systems.

Most plasmas typically have electron temperatures between 1-20 eV37. The

gas temperature can vary from room temperature in corona and dielectric bar-

rier discharges, to temperatures around 108 K in fusion reactors37. In electrical

discharges, the electrons accumulate most of the energy, since they are much

lighter than the heavy particles. A quasi-linear dependence exists between the

mean electron energy and the reduced electric field (E/N)28;37. The heavy par-

ticles subsequently receive their energy through collisions with the high energy

electrons. Based upon the temperatures of the electrons and heavy particles,

a distinction is made between equilibrium (or thermal) and non-equilibrium (or

non-thermal) plasmas. In equilibrium plasmas, the electron and gas tempera-

tures are similar, while in non-equilibrium plasmas, the electron temperature is

much higher than the gas temperature. The advantage of thermal plasmas is
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that they can reach temperatures of 20000 K or more, whereas the upper limit

for burning fossil fuels lies at 2300 K38. These types of plasmas are therefore used

in metallurgy applications, as well as in the treatment of hazardous waste materi-

als38;40. In non-equilibrium plasmas, the electrons acquire enough energy to allow

endothermic reactions to take place, either directly or via vibrationally excited

states. In this way, the energy can selectively be used to allow these reactions

to take place without the necessity to heat the gas. This makes non-equilibrium

plasmas particularly interesting for CO2 conversion.

1.4.2 Dissociation pathways

As mentioned in section 1.4.1, the electrons accumulate most of the electromag-

netic energy, since they are much lighter than the heavy particles. The electron

energy is subsequently transferred to the heavy particles upon collisions. At low

electron temperatures, most of the energy goes into the vibrational levels of CO2.

CO2 has three vibrational modes (see figure 1.7). These modes are written as

(v1,vl22 ,v3), where v1, v2, and v3 are the quantum numbers of the symmetric

stretch mode, the symmetric bending mode, and the asymmetric stretch mode,

respectively. The bending mode of a linear molecule is doubly degenerate. This

degeneracy causes an angular momentum around the molecular axis41. The quan-

tum number l2 is associated with the resulting angular momentum, and can take

the value of l2 = v2, v2-2,...,1 or 0. Each level (0,vl22 ,0) with l2 6= 0 is doubly de-

generate. Note that additional degeneracies exist between the symmetric stretch

and the bending mode levels, since the energy of level (1, 0, 0) is very close to that

of level (0, 2l, 0). The resonance that exists between these levels will be the basis

of grouping the symmetric vibrational levels in our model, as will be explained

in chapter 3.

Figure 1.7: Three vibrational modes of CO2.

In figure 1.8, the electron energy loss fractions are shown as a function of

reduced electric field (E/N), and mean electron energy. These loss fractions have

been calculated with BOLSIG+42, a two-term approximation Boltzmann solver,

using the cross section set of this work as input. For reduced electric fields lower

than 90 Td, over 90 % of the electron energy goes into the vibrational levels of

CO2, and below 60 Td, it is even close to 100 %. At higher E/N, more energy
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goes to electronic excitation, direct electron impact dissociation, and ionization.

100 101 102 103

Reduced electric field (E/N)

0

0.2

0.4

0.6

0.8

1

E
le

ct
ro

n 
en

er
gy

 lo
ss

 fr
ac

tio
n CO2(0 1 0)

CO2(1 0 0)

CO2(0 0 1)

CO2(0 0 2)

CO2(0 0 3)

Higher vibrations
All vibrations
Dissociation
Electronic excitation
Ionization

0.03 0.08 2.50 12.42
Mean electron energy (eV)

Figure 1.8: Electron energy loss fraction as a function of reduced electric field
(bottom x-axis) and mean electron energy (top x-axis).

In low temperature plasmas, two different dissociation pathways arise (see

figure 1.9), depending on the electron temperature

• At low electron temperatures, most of the energy goes to the vibrational

levels of ground state CO2(1Σ+). At reduced electric fields > 20 Td, most

of the energy that is put into the vibrational levels goes to the asymmetric

mode levels of CO2. The excitation of these levels is of particular im-

portance, since they experience a very slow vibrational-translational (VT)

relaxation, in which vibrational energy is lost to heat, with respect to the

two symmetric vibrational modes. This leads to an accumulation of vibra-

tional energy in this mode. Next, they also experience a faster vibrational-

vibrational (VV) relaxation in which vibrational energy is transferred from

one excited molecule to the other upon collision. VV relaxation thus popu-

lates higher vibrational levels, also referred to as ”vibrational ladder climb-

ing” (see figure 1.9). This process continues until the vibrational energy
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reaches the bond breaking energy of CO2 at 5.5 eV/molec, and a transfer

to the electronically excited CO2(3B2) takes place. The dissociation of this

state produces a CO(1Σ+) molecule and an O(3P ) atom, in their ground

state. This process is called vibrational-induced dissociation.

• At high electron temperatures, the electrons can excite the ground state

CO2(1Σ+) to an electronically excited state CO2(1B2), which dissociates

into a ground state CO(1Σ+) molecule and an electronically excited O(1D)

atom. This process is called direct electron impact dissociation, and has a

large energy threshold of 7 eV.

Figure 1.9: Schematic diagram of the first CO2 electronic and vibrational levels,
illustrating the two main CO2 dissociation pathways in low temperature

plasmas, i.e. electron impact dissociation and vibrational-induced dissociation
through ladder climbing. Taken from Bogaerts et al.43.

Due to its low energy requirement, vibrational-induced dissociation provides
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an interesting pathway for efficient CO2 conversion. The efficiency of the process

is however limited by VT relaxation, in which the energy is lost to heat. In

addition, this VT relaxation becomes more dominant at higher gas temperatures,

leading to a fast acceleration in vibrational energy loss. In order to have an

efficient vibrational-induced dissociation, it is crucial to have a high vibrational-

translational non-equilibrium. A more detailed description of the temperature

dependence of the vibrational population and relaxation processes can be found

in section 3.5.

When enough vibrational energy is lost to heat, the gas temperature can

be high enough (i.e. ≥ 2500 K) to allow for thermal dissociation of CO2. This

pathway has the same low energy requirement as vibrational-induced dissociation

(i.e. 5.5 eV for CO2 → CO + O). While this process can lead to high CO2

conversions and energy efficiencies (see figure 1.6), it is limited by the energy

requirement to heat up the gas.

1.5 Plasmas used for CO2 conversion

Next to energy-efficient dissociation pathways, plasmas offer many additional

advantages for efficient CO2 conversion. The reactors are characterized by a low

investment cost, they do not use rare-earth materials, they are very flexibly turned

on and off, and they are very easily scalable since the reactors can be used in

parallel38. In recent years, CO2 dissociation experiments have been carried out in

many different plasma types. The most common types of plasmas are dielectric

barrier discharges (DBDs)44–51, gliding arc (GA) plasmas52–54, and microwave

(MW) plasmas29;36;39;55–64. In the next sections, we will discuss these plasmas in

more detail.

1.5.1 Dielectric barrier discharges

A dielectric barrier discharge (DBD) plasma consists of two plane-parallel or con-

centric metal electrodes, of which at least one is covered with a dielectric barrier.

The dielectric material can be glass, quartz, ceramic material, or polymers38.

The purpose of the dielectric barrier is to restrict the electric current, and thus

to prevent the formation of sparks and/or arcs65. The DBD configuration consist

of planar or cylindrical electrodes with a gap of 0.1 - 1 mm, as is shown in figure

1.10. An AC voltage with amplitude of 1-100 kV and a frequency of a few Hz to

MHz is applied between the electrodes66. The plasma is ignited when the electric

field is high enough to cause breakdown in the gas. The breakdown voltage that

is needed is determined through Paschen’s Law38. Upon breakdown, the plasma

usually consists of microdischarge filaments of nanosecond duration66. The DBD
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is used in many industrial applications, of which the most known is the produc-

tion of ozone from oxygen67. For more detailed information about the physical

description of the DBD plasma, and its industrial applications, we refer to various

review papers and books37;66;68.

Figure 1.10: Basic planar (top) and cylindrical (bottom) dielectric barrier
discharge configurations. Figure taken from ref. 38

A major advantage of the DBD is that it operates at atmospheric pressure,

which is beneficial for industrial applications. Furthermore, its simple design

makes it one of the more optimal reactors for industrial upscaling. However, the

energy efficiencies that are reached in these experiments are typically low. This is

generally attributed to the higher reduced electric field, which gives rise to more

electronic excitation, ionization, and the inefficient electron impact dissociation

process over vibrational-induced dissociation.

An additional advantage of the DBD reactor is that a dielectric material

or catalyst can be put directly in the plasma zone47;48. This combination of

plasma and packing material is also of great interest when a H-source is added

to the chemical mixture69. Depending on the packing material, different value-

added chemicals can selectively be formed. However, more research is needed to

demonstrate its potential.
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1.5.2 Gliding arc plasmas

A classical gliding arc is an auto-oscillating periodic discharge that is formed

using two diverging flat electrodes. A gas flows in between these two electrodes

(see figure 1.11 (left)). When a voltage is applied between the two electrodes, a

plasma arc is formed at the narrowest gap. The plasma is subsequently dragged

by the gas alongside the electrodes towards rising inter-electrode distance. When

the arc is too long to be sustained, the plasma extinguishes and is reignited at

the shortest inter-electrode distance, repeating the cycle.

Figure 1.11: Schematic representation of a classical GA (top left) and a GAP
(top right) configuration. The corresponding pictures are shown in the bottom.

Taken from ref. 38.

The classical gliding arc is characterized by some important disadvantages

that make it less interesting38. The flat 2D electrode geometry prevents a sig-

nificant portion (80-90 %) of the gas from passing through the active plasma

region70. In addition, a high gas flow rate is also needed to drag the arc, which
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results in a limited residence time. Therefore, alternative 3D cylindrical GA

reactors, such as rotating GA71 and reverse vortex flow GA (also called GA plas-

matron (GAP))53;54, have been developed. In these reactors, the gas is injected

tangentially. In the GAP, the cylindrical reactor body acts as a cathode, while

the reactor outlet is the anode (see figure 1.11 right). The reverse vortex flow

stabilizes the plasma in the center of the reactor72;73. While this design leads to

an overall better performance than the classical gliding arc, the fraction of gas

passing through the arc is still limited74.

Similarly to the DBD, a GA plasma generally operates at atmospheric pres-

sure, and has a simple design, making it suitable for industrial implementation.

Moreover, higher energy efficiencies are reached with these plasmas, because of

a favourably low reduced electric field which gives rise to vibrational population.

However, the gas temperature in these plasmas is generally high, which favors

thermal dissociation over vibrational-induced dissociation, due to the high VT

relaxation74.

1.5.3 Microwave plasmas

In microwave (MW) plasmas, the applied power does not come from a potential

difference between electrodes, but from electromagnetic radiation with typical

frequencies between 300 MHz and 300 GHz75. There exist many different types of

MW plasma sources, such as cavity induced plasmas, free expanding atmospheric

plasma torches, electron cyclotron resonance plasmas, and surface wave sustained

discharges66. Surface wave discharges are the most common for CO2 conversion.

In surface wave sustained discharges, the gas flows through a quartz tube that is

transparent to MW radiation. The MW can not fully penetrate the plasma, and

instead propagates along the interface between the quartz tube and the plasma

column76;77. The power flux of the wave decreases when moving away from the

MW launcher, as the power is gradually expended in sustaining the plasma. The

main surface wave sustained MW discharges, used for CO2 conversion, is the

surfaguide discharge29;36;39;55–64, where the microwave power is injected via a

rectangular waveguide. An example of such setup is shown in figure 1.12. In this

setup, the microwave feed line is terminated by a shorting plunger, which is used

to maximize the power injected in the discharge tube.
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Figure 1.12: Schematic view (left) and picture (right) of a surfaguide microwave
plasma. Picture taken from ref. 79.

Similarly as with GA plasmas, the MW plasma is characterized by a low re-

duced electric field. For diffuse plasmas this can lie between 80-180 Td, while the

value is even lower for contracted plasmas (10-60 Td)78. These values are optimal

for efficient vibrational population. Also in these plasmas, the gas temperature

in typical experiments is very high, and the plasma appears to be in (or close to)

thermal equilibrium.

1.5.4 Other types of plasmas

Besides the main types of plasmas that are described above, other plasma types

are also increasingly being considered for CO2 conversion, such as nanosecond-

pulsed plasmas80–83, corona discharges84;85, and atmospheric pressure glow dis-

charges (APGDs)86;87.

In nanosecond pulsed plasmas, the plasma is excited by repetitive nanosec-

ond power pulses. This leads to a high non-equilibrium with very high plasma

densities, for relatively low power consumption because of the short pulse dura-

tion. The short pulse duration also offers a good control on the electron energy.

Therefore, more energy can be directed towards vibrational-induced dissociation.

Corona discharges are created when sharp points, edges and wires, are used

as electrode. When a positive voltage is applied to the electrode, it is considered

a positive discharge, and vice versa when a negative voltage is applied. Corona

discharges are non-uniform, with a strong electric field, and ionization, close to

the electrode, whereas the charged particles are dragged to the other electrode

by a weaker electric field.

APGDs stand for a collection of several types of plasmas, which include micro-

hollow cathode DC discharges, miniaturised DC glow discharges, and capacitively

coupled rf discharges38;66. The discharge is strongly related to the DBD, as the

plasma is also ignited between two parallel electrodes, and it also operates at
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atmospheric pressure. The basic difference is that APGDs are generally homoge-

neous across the electrodes, whereas the DBD typically consists of microdischarge

filaments of nanosecond duration. In essence, an APGD can be considered as a

diffuse DBD66. An APGD can operate in stable homogeneous glow, or filamen-

tary glow mode.

1.5.5 Energy efficiencies of plasma-based CO2 conversion

Two important key performance indicators for the industrial application of plasma-

based CO2 dissociation are the achieved energy efficiency and total CO2 conver-

sion. An overview of the experimental results that were reported in literature, up

to 2017, for the various plasmas described above is shown in figure 1.13. For more

detailed information, we refer to the review paper of Snoeckx and Bogaerts38.

Figure 1.13: Comparison of experimental CO2 conversion and energy efficiency
of different plasma reactors, reported in literature. The 60 % efficiency target is

also indicated. Taken from Snoeckx and Bogaerts38.

It is clear from figure 1.13 that DBD reactors are generally characterized by a

low energy efficiency. Most of the results are situated below an energy efficiency

of 15 % and a conversion of 40 %, with some exceptions. The highest energy

efficiency, reported up to 2017, is 23 % and obtained by Ozkan et al. with a
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pulsed power DBD88.

In GA plasmas, most experiments report maximum efficiencies around 40-

50 %53;54. These efficiencies are typically found in low current GA plasmas. A

maximum effiency of 60 % is found by Kim et al.89. The degree of CO2 conversion

typically remains below 15 %, for both the classical GA as well as the GAP, due

to the limited fraction of the gas that passes through the arc70;74. An exception

is found in the work of Indarto et al.90, where a maximum conversion of 35 % is

found.

Figure 1.13 shows that the highest energy efficiencies were reported for MW

plasmas. These efficiencies reach 80 % for subsonic flows, and 90 % with a

supersonic flow36. However, so far, these reported efficiencies have not been re-

produced. More recent experiments show maximum energy efficiencies around

50 %29;39;62;63. All experiments that were reporting such high energy efficien-

cies were performed at reduced pressures of 100-600 mbar. These pressures are

not optimal for industrial application since there would be an additional energy

cost to reducing the pressure. However, for atmospheric pressure, Spencer et al.

obtained maximum energy efficiencies of 20 %91.

The performance of the other types of plasmas that were mentioned in section

1.5.4 are also shown in figure 1.13. In general, the performance of these plasmas

is similar to what was observed for a DBD, with maximum conversions of 40 %,

and maximum energy efficiencies of 15 %. However, it is important to note that

since this figure was published, new experimental values were reported that show

maximum values of energy efficiency of about 30 % for ns-pulsed plasmas82 and

APGDs87.

1.6 State of the art in plasma modeling

In the past years, research on CO2 plasma-kinetic modeling was primarily foc-

cused on increasing the energy efficiency, primarily by vibrational-induced dis-

sociation. In work by Pietanza et al.92–96, a lot of attention was paid to the

coupling between the electron energy distribution function (EEDF) and the vi-

brational kinetics, as well as the different dissociation mechanism. Particular

focus was given to the effect of superelastic vibrational collisions on the EEDF.

In work by researchers of the Instituto de Plasmas e Fusão Nuclear the vibra-

tional exchanges between the 72 lowest vibrational levels of ground state CO2

in DC pulsed glow discharges, under low-excitation conditions, were studied in

a theoretical and experimental investigation97;98. This group also proposed a

new set of cross sections for CO2 plasmas, which was validated by comparison

with swarm data, obtained by solving the Boltzmann equation, with available
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experimental data99.

Also in our group, the influence of vibrational excitation and subsequent dis-

sociation on the plasma kinetics has been studied in various plasma types, such as

MW and GA plasmas, DBDs, and nanosecond pulsed discharges28;70;74;83;100–105.

Recently, chemical kinetics models are focussing more on the effect of thermal

dissociation in high temperature CO2 plasmas59;106–108, since this pathway can

also lead to high energy efficient dissociation (see figure 1.6).

Next to 0D models, plasmas are increasingly being described by multi-dimensional

models, ranging from 1D models105 to 2D models87;109. Currently, such models

exist for GA plasmas and APGDs. More research is needed to develop such

models for MW and DBD plasmas.

1.7 Goal of this work

The aim of this work is to better understand how the CO2 conversion and energy

efficiency in vibrationally active non-equilibrium plasmas can be improved, with

particular focus on the interplay between vibrational excitation and gas temper-

ature. Through modeling the plasma chemistry, more insight is gathered in how

this efficiency can be increased for different conditions.

In chapter 2, the theory that forms the basis of the 0D model is explained.

The chemistry set and scaling laws that are required to scale the reactions for

different vibrational levels are explained in chapter 3.

In chapter 4, we will study the effect of the supersonic flow field of a Laval

nozzle on the chemical kinetics in the plasma. The supersonic flow is know to

create a pressure and temperature drop that enhances the VT non-equilibrium

and facilitates optimal conditions for vibrational-induced dissociation.

Since the rising gas temperature inside the plasma limits vibrational over-

population and subsequent dissociation, the effect of pulsing to enhance the VT

non-equilibrium will be studied in chapter 5.

In chapter 6, we will study the effect of thermal quenching the dissociation

products on the overall CO2 conversion and energy efficiency in cold and warm

plasmas at different specific energy inputs. We will also compare the performance

of vibrational-induced dissociation with that of thermal dissociation.
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2.1 Introduction

A plasma is a highly complex environment, consisting of many different species

which can all interact with each other, and are also dependent on the influence

from electromagnetic fields, fluid dynamics, and from thermodynamics.

In order to exactly describe the plasma, the position (r) and velocity (v) of

every species should be known at a certain time (t). When describing N species,

this will lead to 6N different solvable variables when describing the plasma in

3D space. While for small scale simulations, and at low species densities, this

can lead to acceptable computational times, for large systems, or at high particle

densities, this would require unrealistically high computational resources.

At higher particle densities and simulation regions, a fluid description can be

used, in which the species densities are solved for, in stead of a description of the

individual particles. This category ranges from zero-dimensional (0D) to three-

dimensional (3D) models. In zero-dimensional models, the spatial dimensions

are ignored, and the species densities are only calculated as a function of time.

These models are usually very time efficient and are therefore well suited for large

and detailed chemistry sets. Multi-dimensional models can include transport

processes, but require the description of a limited chemistry set in order to keep

the computational time acceptable.

In this thesis, we use a 0D fluid description of the plasma. The model applied

for these studies is a zero-dimensional (0D) chemical kinetics model, using the

code ZDPlasKin110. In chapter 4, 2D axisymetric flow calculations are also per-

formed, from which the flow results are used as an input into the 0D model. In

the next sections, an overview is given of the different equations, and how they

are implemented in the modelling framework.

2.2 Boltzmann equation

When using a continuum description of the different plasma species, the non-

equilibrium effects can be included by means of the Boltzmann equation. This

equation describes the statistical distribution fα(r,v, t) of the ensemble of parti-

cles of species α at a certain time t in phase space, where r is the position vector

and v is the velocity vector. The general form of the Boltzmann equation is given

by111:

∂fα
∂t

+ v · ∂fα
∂r

+ γ · ∂fα
∂v

= (
δfα
δt

)c (2.1)

with γ the acceleration vector, and
(
δfα
δt

)
coll

the rate of change of f due to

collisions.
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It is computationally demanding to solve the Boltzmann equation for every

species inside the plasma. Therefore, in our model, the Boltzmann equation is

only solved for the electrons in order to calculate the electron energy distribution

function (EEDF). Additional information will be given in section 2.4.

2.3 Conservation equations of moments of the Boltz-

mann equation

In a fluid description, the particles are described by their macroscopic variables,

i.e. particle density, velocity and temperature. These macroscopic values do not

depend on velocity, but only on position and time. The particle density nα of

species α at (t, r) is defined as:

nα(t, r) =

∫
fα(t, r,v)dv (2.2)

The mean value < b(t, r) > of a quantity b can also be calculated using the

distribution function:

< b(t, r) >=
1

nα(t, r)

∫
b(t, r,v)fα(t, r,v)dv (2.3)

Eq. 2.3 can be used to calculate the macroscopic quantities that are related

to the first three moments of the Boltzmann distribution function:

ζα(t, r) =

∫
mαv

ifα(t, r,v)dv for i = 0..2 (2.4)

For n=0, this results in the mass density ρα = mαnα. For n=1, this gives

ραuα, with uα the average flow velocity. For n=2, this gives 1
2(3p+ ραu

2
α), with

p the pressure.

The conservation equations for mass density, momentum, and energy can

then be found by calculating the same three moments of the Boltzmann equa-

tion (equation 2.1). In the next sections, an overview will be given of these

conservation equations. For more detailed information of the derviation of these

equations, we refer to the book of Bittencourt111

2.3.1 Conservation of mass

The continuity equation, or the conservation of mass equation, can be obtained

by taking the zeroth order moment of the Boltzmann equation, namely mα and

integrating it over velocity space:
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∂ρα
∂t

+∇ · (ραuα) = Sα (2.5)

in which Sα is the mass density source. This mass density source comes from

the collective contribution of the different chemical reactions, involving species

α. This can be expressed as:

Sα = mα

∑
j

Rj [a
R
αj − aLαj ] = mα

∑
j

(kj
∏
l

nl)[a
R
αj − aLαj ] (2.6)

in which index j refers to reaction j and index l refers to the different reac-

tants of reaction j. aRsj and aLsj are the right- and left-hand side stoichiometric

coefficients of species α, respectively, taking part in reaction j, kj is the reaction

rate coefficient, and Rj = kj
∏
l nl is the reaction rate.

2.3.2 Conservation of momentum

The conservation of momentum equation is obtained by integrating the first order

moment of the Boltzmann equation, namely mαvα, over velocity space:

∂ραuα
∂t

+ ∇(ραuα.uα) = −∇pα +Aα − uαSmα + nαF α (2.7)

where Aα is the momentum transfer collision term and F α represents the

different forces acting on species α. More detailed information about this equation

can be found in Lieberman112.

Eq. 2.7 is not solved in the 0D model. In the 2D flow simulations that are

presented in Chapter 4, this equation is solved for the fluid as a whole under the

form:

ρ
∂u

∂t
+ ρ(u.∇)u = ∇.

[
− pI + τ

]
+ F (2.8)

where ρ and u are the mass density and velocity vector of the fluid, I is the

unity tensor, F the external force acting on the fluid, and τ is the viscous stress

tensor which is defined as:

τ = µ
(
∇u+ (∇u)T

)
− 2

3
µ(∇u)I (2.9)

where µ is the dynamic viscosity. More details about the implementation of

these equations can be found in Chapter 4.
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2.3.3 Conservation of energy

The conservation of energy equation is obtained by integrating the second order

moment of the Boltzmann equation, namely mαv2
α, over velocity space

∂

∂t

(
3

2
pα

)
+ ∇

(
3

2
pαuα

)
+ pα∇.uα + ∇.qα = Mα − uα.Aα +

1

2
u2
αSα (2.10)

where pα represents the pressure, uα the velocity vector, qα the heat flux

vector, Mα the rate of energy density change due to collisions, Aα the momentum

transfer collision term, and Sα the mass density source. In the next sections, we

explain how these equations are incorporated in the 0D model.

2.4 Implementation in 0D model

2.4.1 Basic description of the 0D model

We use the code ZDPlasKin110 to develop a zero-dimensional (0D) chemical ki-

netics model. Such a 0D model only describes the evolution of the plasma as a

function of time, and does not consider any spatial dimensions. The plasma is

thus considered homogeneous. This means that in the above equations ∂/∂r = 0.

The model calculates the continuity equations for all species considered in the

model:

dnα
dt

=
∑
j

Rj [a
R
αj − aLαj ] =

∑
j

(kj
∏
l

nl)[a
R
αj − aLαj ] (2.11)

The plasmas under consideration are in non-local thermal equilibrium (non-

LTE). This means that the electrons, that are primarily excited due to their

lower mass, have a much higher temperature than the heavier species. These

heavy species are assumed to be in thermal equilibrium with each other. Due

to the importance of the electron heating, and the subsequent transfer of energy

to the heavy particles in collisions, the distribution of the electron energy has

a big impact on the plasma kinetics92;93. The ZDPlasKin framework couples a

chemical kinetics solver to a two-term Boltzmann equation solver BOLSIG+42,

which calculates the electron energy distribution function (EEDF) F0 (in eV
−3
2 ).

The mean electron energy (ε) is then calculated according to

ε =

∫ ∞
0

ε3/2F0dε (2.12)

The rate coefficients (kk) for the electron impact reactions are calculated using
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a set of collision cross sections σk, using:

kk =

√
2e

me

∫ ∞
0

εσkF0dε (2.13)

with e the elementary charge, and me the electron mass.

The EEDF is regularly updated during the calculations, upon changes of the

gas temperature, the electron density, the reduced electric field, or the density of

species reacting with electrons.

For the heavy species, the Boltzmann equation is not solved. The rate coeffi-

cients that describe the reactions involving these species use analytical expressions

that depend on the average gas temperature of these species. More information

will be given in chapter 3.

In chapter 5 and 6, the gas temperature is calculated self-consistently accord-

ing to

∑
α

nα
γα

γα − 1
kB
dTg
dt

= Pel +
∑
j

Rj∆Hj − Pext (2.14)

where γα = cp/cv is the ratio of specific heats of species α, Pel is the gas

heating power density due to elastic electron-neutral collisions, ∆Hj the heat

released (or consumed) in reaction j, and Pext the power loss density due to

exchanges with the surroundings. For CO2, we only have to take into account

the heat capacity due to translational and rotational degrees of freedom, as well

as the vibrational symmetric mode levels that are not described by an individual

species. More detail about the implementation can be found in ref. 104.

We will take the external cooling term to be101;104

Pext =
8λ

R2
(Tg − Tw) (2.15)

in which λ is the gas thermal conductivity, and Tw is the wall temperature

taken as 300 K. We take λ(Tg) = (0.071Tg − 2.33) × 10−3Wm−1K−1 following

ref 104. In chapter 5 and 6 additional cooling terms are also added to examine

the effect of higher and lower cooling. The details of the approach are described

in the respective chapters.

2.4.2 Gas expansion

In this work, we follow the time-evolution of a volume element as it moves through

a plasma reactor. The model starts with pure CO2, mimicking the gas at the

inlet of the reactor. At a certain time, the plasma is ignited. The added en-

ergy can either increase the gas temperature, lead to a change in the chemical
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composition of the gas, or a combination of both. In order to keep the pressure

constant, changes in gas temperature and chemical composition will allow the

volume element to contract or expand, according to the ideal gas law. This effect

can be taken into account by introducing a gas expansion factor, β(t), which

equals 1 at the start of the simulation, and drops when the gas expands. The

factor is defined as:

β(t) =
M(t = 0)Tg(t = 0)

M(t)Tg(t)
(2.16)

with M the total number of molecules and Tg the gas temperature. For ex-

ample, if all CO2 is dissociated into CO and 1
2O2, the initial number of molecules

M(t=0) rises to 3
2 M(t=0), and thus β = 2

3 , at constant gas temperature, be-

cause the volume expands to keep the pressure constant. Similarly, the expansion

factor drops upon rising gas temperature. The electron density is not included

in this expansion factor, as the ionization degree is too small.

This approach is used in chapter 5 and 6 where we consider incompressible

flow. In chapter 4 compressible flow is considered. However, in this chapter, the

plug-flow approximation is considered, which will be explained in section 2.4.5.

2.4.3 Plasma power

The plasma conditions are defined in the model by setting a certain ionization

degree (di). The electron density (ne) then equals di×N (with N the gas number

density). At the same time, a constant reduced electric field E/N (with E the

electric field) is set. The deposited power density (in eV/cm3s) applied to the

plasma is then calculated using Joule’s law:

Pdep,pl = σE2 = σN2

(
E

N

)2

(2.17)

with σ the conductivity (in C
cmV s), given by σ = eneµe. The electron mobility

µe is obtained from the Boltzmann solver, and e is the elementary charge.

The plasma is ignited by applying the power as described above. The plasma

is sustained until the applied power reaches the value corresponding to a certain

predefined SEI (in eV/molec.), defined as:

SEI(t) =

∫ t
0
Pdep(t)
β(t) dt

N(t = 0)
(2.18)

The dependency between the SEI and the residence time is specific to the

conditions under study. In reality, a similar SEI can be reached with different

deposited power profiles, leading to a different deposited power density. When the
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power density is lower, the residence time will increase. However, this situation

will correspond to lower ionization degrees or reduced electric fields, and we

decided to keep these fixed in this work, as characteristic plasma parameters.

Also, in a 0D model, the plasma parameters are assumed to be homogeneous. In

reality, localized power deposition can also lead to longer residence times for the

same total SEI64.

2.4.4 Post processing

The goal of the simulations is to obtain insight into conditions that provide

maximum conversion and energy efficiency. The CO2 conversion is calculated as

χ(t)[%] =

[
1− NCO2(t)

β(t)NCO2(t = 0)

]
× 100% (2.19)

where NCO2 is the total number density of all CO2 molecules (i.e. the sum of

the ground state and all vibrationally and electronically excited CO2 molecules)

at a given time t.

The energy efficiency is calculated as

η[%] = χ[%]
∆Ho

SEI
(2.20)

where ∆Ho = 2.93 eV/molec. is the reaction enthalpy of the reaction CO2

→ CO+1
2O2 at the inlet temperature of 300 K.

Finally, we also calculate the vibrational temperature of CO2, based on the

population of the first asymmetric mode level:

Tv =
−E1

ln
(
n1
n0

) (2.21)

where E1 is the energy of the first asymmetric mode level (3380 K), with n1

its density, and n0 the ground state density of CO2.

2.4.5 Plug-flow approximation

While the model calculates the time evolution of the different species densities,

the axial evolution can be obtained by calculating the velocity of the volume as

it moves through a reactor. The considered volume element moves at an axial

velocity u that is calculated from the conservation of mass flow rate

u =
ṁ

ρA
(2.22)

with ṁ the mass flow rate, ρ =
∑

j njMj the mass density of the gas, and A
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the reactor tube cross-sectional area. Similarly as in equation 2.16, the volume

expands when the temperature or the number of particles increases. In a reactor

at constant pressure, this volume expansion will lead to a higher velocity. In that

case, the velocity can be correlated to the gas expansion factor as:

β(t) =
u(0)A(0)

u(t)A(t)
(2.23)

We want to note that in equation 2.16 the gas expands to keep the pressure

constant. In chapter 4, varations in the pressure also exist. While this equation

is then no longer valid, the effect of changing pressure is incorporated in equation

2.22.

In the plug flow approximation, the plasma will be turned on at position z0.

After a certain plasma length zp the plasma is turned off. At any position z, the

SEI then becomes

SEI(z) =

∫ z

z0

1

Φ

Tref
pref

kB
e

1

10−3
A(z)Pdepdz (2.24)

where Φ is the gas flow rate in standard litres per second, Tref = 273.15 K

and pref = 101325 Pa are the temperature and pressure at standard conditions, e

is the elementary charge to convert J into eV , and kB is the Boltzmann constant.

The factor 10−3 comes from the conversion of l = dm3 to m3.

Using the plug-flow approximation, the conversion (χ) and energy efficiency

(η) is obtained by substituting equation 2.23 in equation 2.19

χ(z)[%] =

[
1− NCO2(z)u(z)A(z)

NCO2(0)u(0)A(0)

]
× 100% (2.25)

η[%] = χ[%]
∆H◦

SEI
(2.26)

where ∆Ho = 2.93 eV/molec., similarly as in equation 2.20. The chemistry

set used as an input for the model will be described in more detail in the next

chapter.
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3.1 Introduction

The chemistry set used in this work underwent a series of updates, starting from

the original set that was developed by Aerts et al.102 and Kozák et al.103;104. This

set was subsequently subjected to an extensive literature review of the containing

reaction rate coefficients113;114. All of the sets that were included in these studies

contained an extensive list of species and reactions. Since some of these species

and reactions were of minor importance to the overall plasma behavior, Berthelot

and Bogaerts reduced the chemistry set by removing the species of minor impor-

tance101. This set was also used in an extensive uncertainty analysis study114,

where it was argued that including more species had a negative impact on the

model uncertainty, while they virtually had no influence on the model results.

The chemistry set used in this work therefore keeps a close resemblance with the

reduced chemistry set of Berthelot et al.28;114.

3.2 Species considered

The species included in the chemistry sets are listed in Table 3.1-3.3. In Table

3.1, the species used in chapter 4 are shown. In Table 3.2, updates or additions

to the species in table 3.1 are shown, which are used in chapter 5 and in chapter

6, while table 3.3 provides further updates or additions, used in chapter 6. In the

added/changed species of table 3.2, applicable to the chemistry sets of chapters

5 and 6, the cross section set underwent an update based upon newly available

literature. In the added species described in table 3.3, applicable to the chemistry

set of chapter 6, more vibrational states are added for CO and O2, as well as the

O+
2 ion due to the high conversion degrees reached in that work.

Given the importance of the vibrational levels in non-equilibrium plasmas,

the vibrationally excited molecules are added as separate species in the model.
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Table 3.1: Species described in the model.

Neutral ground states
CO2, CO, O2, O, C

Charged species

CO+
2 , CO+, CO+

4 , O−, O−
2 , CO−

3 , CO−
4 , e−

Excited states Associated energy [eV] Statea

O2[v1−4] Anharmonic oscillator
CO[v1−10] Anharmonic oscillator
CO2[v1−21] Anharmonic oscillator (00n)
CO2[va] 0.083 (010)
CO2[vb] 0.167 (020) + (100)
CO2[vc] 0.252 (030) + (110)
CO2[vd] 0.339 (040) + (120) + (200)
CO2[e1] 10.5 (1Σ+

u ) + (3Πu) + (1Πu)
O2[e1] 0.98 (a1∆g) + (b1Σ+

g )
O2[e2] 8.4 (B3Σ−

u ) + higher triplet states
CO[e1] 6.22 (a3Πr)
CO[e2] 7.9 (A1Π)
CO[e3] 13.5 (a’3Σ+) + (d3∆i) + (e3Σ−) + (b3Σ+)
CO[e4] 10.01 (C1Σ+) + (E1Π) + (B1Σ+) + (I1Σ−) + (D1∆)

a CO2 electronic states designation from Grofulović et al.99, O2 and CO electronic

states notation from Huber & Herzberg115.

Table 3.2: Additional/updated species described in the model used in chapters
5 and 6.

Excited states Associated energy [eV] State

O2[e1] 0.98 (a1∆g)
O2[e2] 1.6 (b1Σ+

g )

O2[e3] 4.5 (A3Σ+
u ) + (C3∆u) + (c1Σ−u )

O2[e4] 9.7 radiative levels
O2[e5] 14.7 radiative levels
CO[e1] 6.22 (a3Πr)
CO[e2] 6.8 (a’3Σ+)
CO[e3] 7.9 (A1Π)
CO[e4] 10.4 (b3Σ+)
CO[e5] 10.6 (C1Σ+) + (E1Π)
CO[e6] 13.5 (d3∆i) + (e3Σ−)
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Table 3.3: Additional/updated species described in the model used in chapter 6.

Charged species

O+
2

Excited states Associated energy [eV] State

O2[v5−33] Anharmonic oscillator
CO[v11−50] Anharmonic oscillator

3.2.1 Vibrational and electronic excited states

As was mentioned in section 1.4.2, the CO2 molecule is characterized by three

different vibrational modes; the symmetric stretch mode, the doubly degenerate

symmetric bend mode, and the asymmetric stretch mode, characterized by quan-

tum number v1, v2, and v3, respectively. The energies of the vibrational levels

can be calculated by the anharmonic oscillator approximation116:

ECO2

hc
=
∑
i

ωi (vi + di/2) +
∑
j≤i

xij (vi + di/2) (vj + dj/2) + xl2l2 l
2
2 (3.1)

with ωi, xij , and xl2l2 the spectroscopic constants determined by experiments,

and di = (d1d2d3) = (121) the degeneracies of the different vibrational modes.

In this work, the spectroscopic data from Suzuki116 are used: w1 = 1354.31

cm−1, w2 = 672.85 cm−1, w3 = 2396.32 cm−1, w1 = 1354.31 cm−1, x11 = -2.93

cm−1, x12 = -4.61 cm−1, x13 = -19.82 cm−1, x22 = 1.35 cm−1, x23 = -12.31

cm−1, x33 = -12.47 cm−1. Eq. 3.1 enables us to calculate the energy of all

vibrational levels. However, more than 10000 different levels exist that have an

energy below the dissociation energy of CO2 (i.e. 5.5 eV). Including them all in

the chemistry set would lead to an equal number of coupled balance equations

that need to be solved. Since this is computationally infeasible, we only include

the vibrational levels that play an important role. Figure 3.1 compares all of

the vibrational levels (a) with the vibrational levels that are included in the

model (b). The model includes the first four grouped symmetric mode levels;

va =(010), vb = (020) + (100), vc = (030) + (110), and vd = (040) + (120) +

(200). Next to the symmetric levels, the model contains 21 asymmetric mode

levels; vn = (00n) with n=1-21, up till the dissociation limit of CO2. We justify

taking a limited number of symmetric levels into account with the fact that the

asymmetric vibrational mode levels are predominantly excited at the low electron

temperatures of 1-3 eV102, considered in this thesis, and they experience a very
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fast vibrational-vibrational energy exchange117. In addition, the vibrational-

translational relaxation rate constants of the asymmetric vibrational mode levels

are much lower than those of the symmetric levels117. Hence, the asymmetric

mode levels are more important for CO2 dissociation.

Figure 3.1: a) All vibrational levels of CO2 up till the dissociation limit. b)
Vibrational levels included in the model, with the symmetric grouped levels

shown in red, and the asymmetric levels shown in blue.

For CO and O2, 10 and 4 levels are taken into account in Chapter 4 and 5. In
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these studies, the maximum achieved CO2 conversion is low, and it was found that

including more levels had no effect on the model outcome101. In Chapter 6, 50

and 33 levels are included, for CO and O2 respectively, since the CO2 conversion

reaches much higher values in this study. The energy of the vibrational levels is

calculated using the formula118:

ECO,O2

hc
= ωe (v + 1/2) + ωexe (v + 1/2)2 + ωeye (v + 1/2)3 (3.2)

where v is the vibrational quantum number, ωe is the vibrational frequency,

and xe and ye are the first and second anharmonicity coefficients. The values for

ωe and xe are taken from the NIST database119. For CO, ωe = 2169.81 cm−1,

xe = 6.12 × 10−3 cm−1 and ye = 0, and for O2, ωe = 2169.81 cm−1, xe = 7.58

× 10−3 cm−1, and ye = 5.3 × 10−5 cm−1.

For CO2, one electronic level, with an energy of 10.5 eV, is taken into account,

due to lack of information on higher electronic excited states. The electronic level

with an energy of 7 eV immediately results in dissociation120. For CO and O2,

initially 4 and 2 electronic levels are taken into account, respectively, in chapter

4, and later 6 and 5 levels are taken into account, in chapters 5 and 6121;122.

3.3 Reactions included in the model

The set used in chapter 4 can be found in section A.1. The electron impact reac-

tions are shown in Table A.1 and A.2. The reactions of Table A.1 are described

by electron impact cross sections, found in the LXCat database123, while the re-

actions in Table A.2 are described by rate coefficients, calculated with analytical

expressions. The ion-ion reactions and ion-neutral reactions are shown in Table

A.3. Table A.4 lists the neutral reactions, for which the rate coefficients are given

in the form of Arrhenius expressions:

k(Tg) = ATBg exp

(
−Ea
kBTg

)
(3.3)

where Ea is the activation energy, kB is the Boltzmann constant, and A and

B are reaction specific coefficients.

Finally, the neutral reactions involving vibrational energy transfer through

VT and VV relaxation between different molecules are presented in Table A.5.

In later chapters (5 and 6), the chemistry set is updated (i.e. rate coefficients

for reactions CO2 + O↔ CO + O2 are slightly changed) by comparing the ther-

modynamic equilibrium conversion calculated by the model, with the theoretical

thermodynamic equilibrium conversion. Also, the cross section set was updated.

The changes made to the chemistry set are shown in section A.2. In chapter 6,
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O+
2 , and a higher number of vibrational levels of CO and O2 are added since at

the conditions under study, high conversion degrees, i.e. high concentrations of

CO and O2, are obtained. The added or changed reactions are shown in section

A.3.

The chosen reaction rate coefficients are subject to uncertainty. This uncer-

tainty propagates to the model output. It was shown by Berthelot and Bogaerts

that the uncertainty on certain important calculation results, such as the CO2

conversion and vibrational population, can even reach 100%114. Nevertheless,

this study also revealed that the trends predicted by the model are typically not

affected by the uncertainty. In the modeling results, presented in this thesis, it is

therefore more important to focus on the trends rather than the absolute values

that are presented.

3.4 Scaling reactions including vibrational levels

Most of the rate coefficients and cross sections used in this work are generally

known for the ground state or low vibrational level molecules. Scaling laws are

used to scale these rate coefficients towards higher vibrational levels. In this study,

we mostly follow the same approach as in previous work28;100;101;103;104;113;114;124;125

to determine the various rate coefficients. The reactions that require scaling for

higher vibrational levels are: electron impact reactions (Table A.1 and A.6), reac-

tions involving vibrational exchange (VV and VT reactions, Table A.5 and A.11),

and neutral reactions (Table A.4 and A.7).

3.4.1 Electron impact reactions

The cross sections for vibrational excitation are usually only known for reactions

starting from ground state to the lower vibrational levels. We use the Fridman

approximation to scale the excitation cross section σnm for the reaction involving

the vibrationally excited molecule X: X(vn) + e− → X(vm) + e− from the know

cross section σ01, i.e. the cross section for excitation from the ground state to

X(v1)37;103:

σnm(ε) =
exp(α(m− n− 1))

1 + βn
σ01(ε+ E01 − Enm) (3.4)

in which E01 = E1 − E0 and Enm = Em − En are the energy differences

between vibrational states 1 and 0 and states m and n, respectively, ε is the

electron energy, and α and β are two scaling parameters. The values used in this

work are given by Fridman37. For CO2, α = 0.5 and β = 0, for CO, α = 0.6 and

β = 0, and for O2, α = 0.7 and β = 0.
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For excitations to bound states, like electronically excited states or ionization

of a molecule, the process is likely to proceed through another vibrational excited

level, according to the Frank-Condon principle. We therefore assume no effect

of vibrational energy on these reactions, and the same cross sections as for the

reactions from ground state are used. On the contrary, we assume that the

vibrational excitation is effective in lowering the energy barrier for dissociation

and dissociative ionization reactions. We therefore lower the threshold energy of

the cross section by the vibrational energy of the level.

For all excitation reactions, the cross sections for the reverse de-excitation

processes (i.e. superelastic collisions) are determined from the detailed balance

principle.

3.4.2 Vibrational energy exchange reactions

Serveral theories exist to scale the rate coefficients of vibrational exchange re-

actions (VT relaxation, VV relaxation between the same molecules, and VV’

relaxation between different molecules) to higher vibrational levels97;103. The

theoretical models available can be put in three major categories; 1) first or-

der perturbation theories (FOPT), 2) forced harmonic oscillator (FHO) models,

and 3) quantum-classical trajectory (QCT) calculations. FOPTs are based on

collinear collision models that may be suited to calculate transition probabili-

ties for conditions where they are much smaller than unity97. The most pop-

ular FOPTs include the Schwartz–Slawsky–Herzfeld (SSH) theory126 and the

Sharma–Brau (SB) theory127. The SSH theory considers short-range repulsive

forces to be effective in producing vibrational transitions, while the SB theory con-

siders long-range repulsive forces97;128. This might lead to an overestimation of

the reaction rates at higher temperatures for the SSH theory, while the SB theory

might lead to an underestimation of the rates at higher temperatures. In general,

these FOPTs are only valid at low to moderate temperatures, and they only cover

single quantum transitions. However, these theories are very popular for their

simplicity. While the forced harmonic oscillator theory, and quantum classical

trajectory calculations are both more accurate theories, most of the calculations

that have been performed with these theories concern diatomic molecules129–132.

While efforts are being made to extend these theories for CO2
133–135, no full set

is yet available.

In this work, the SSH theory is used to scale the VV and VT relaxation rates.

A detailed explanation of the application of this theory to the CO2 chemistry

set can be found in Kozák and Bogaerts103, and Koelman et al.113. For VT

relaxation, the scaling goes as follows:
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kn,n−1 = k1,0Zn
F (γn)

F (γ1)
(3.5)

where kn,n−1 is the rate constant for VT relaxation X[vn] −→ X[vn−1] and k1,0

is the basic rate constant for X[v1] −→ X, with n being the vibrational number

of molecule X. The scaling factor Zn is expressed as:

Zn = n
1− xe

1− nxe
(3.6)

where xe is the anharmonicity of the energy levels. The function F is given

by:

F (γn) =
1

2

[
3− exp(−2

3
γn)

]
exp(−2

3
γn) (3.7)

Finally, γn is a parameter measuring the adiabaticity of the reaction and is

calculated as:

γn =
( π2ω2

nµ

2α2kBTg

)1/2
(3.8)

with ωn = ∆E/~ = |(En − En−1)|/~ the energy over the reduced Plank

constant, µ represents the reduced mass and α is a parameter of the exponential

repulsive potential. The value of α is determined by using126 α = 17.5/r0, with

r0 the radius parameter of the Lennard-Jones potential. The values of r0 are

taken from Kozák and Bogaerts103: 3.94 Å, 3.69 Å and 3.47 Å for CO2, CO and

O2, respectively.

The scaling law to obtain rate coefficients for reactions involving vibrational

exchange between two identical molecules (VV) and vibrational exchange between

two different molecules (VV’) is slightly different. The following scaling law is

used for reactions X[vn] + X[vm−1] −→ X[vn−1] + X[vm] and X[vn] + Y[vm−1]

−→ X[vn−1] + Y[vm]:

km−1,m
n,n−1 = k0,1

1,0ZnZm
γnm
γ11

(3.9)

γnm is calculated from equation (3.8), in which ωn = |(En − En−1)|/~ is

replaced by ωnm = |(En + Em−1 − En−1 − Em)|/~, and Zm and Zn are defined

by equation (3.6)

3.4.3 Neutral reactions

In neutral reactions, the vibrational energy can be used to overcome the activation

energy barrier. The neutral reaction rate coefficients for higher vibrational levels
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can be expressed with the theoretical-informal approach28;37:

k(Tg, Ev) = f(Tg) ·A ·min
[
exp

(
−(Ea − αEvi)

kBTg

)
, 1

]
(3.10)

where Tg and Tv are the gas and vibrational temperatures, respectively, kB is

the Boltzmann constant, A the pre-exponential factor, Ea the activation energy,

Evi the vibrational energy of each level i, and α a parameter that determines the

efficiency with which the vibrational energy is used to overcome the activation

energy barrier. When αEvi > Ea, the reaction is considered to be barrierless,

and the rate coefficient is equal to the pre-exponential factor. The efficiency α is

calculated according to the Fridman-Macheret approximative α model37

α =
Ea

2Ea −∆Ho
(3.11)

where ∆Ho is the enthalpy of the reaction.

The pre-exponential factor and the activation energy are experimentally or

theoretically determined (see details in tables A.4 and A.7). To calculate these

two constants, no distinction is made between the different higher energetic states.

The gas is viewed as a neutral ensemble. However, at higher gas temperatures, the

higher vibrational levels are more populated, since their population is described

by the Boltzmann distribution at equilibrium conditions:

NCO2(vi)

NCO2,tot

=
exp

(
−Evi
kBTg

)
∑

i exp
(
−Evi
kBTg

) (3.12)

When considering these states separately, and using equation 3.10, the reac-

tion rate at a given temperature and equilibrium conditions should be the same

as when considering the total CO2 gas as an ensemble and using a regular Ar-

rhenius expression. To make both of these rates match, the following correction

function f(Tg) is added to equation 3.10:

f(Tg) =

∑
i

exp
(
−Evi
kBTg

)
∑

j exp
(−Evj
kBTg

)exp(αEvi
kBTg

)−1

(3.13)

This correction is only included in chapter 6 due to the high gas temperatures

that are reached in that study.
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3.5 Characteristic time scales of VV and VT relax-

ation and electron impact vibrational excitation

In addition to translational energy, vibrational energy can also be used to over-

come the activation energy barrier of two main dissociation reactions (i.e. CO2

+ M → CO + O + M, and CO2 + O → CO + O2). Given the high activation

energy barriers (Ea) of both reactions (i.e. Ea = 4.55 eV and Ea = 1.44 eV,

respectively), the dissociation goes through the higher vibrational levels when

the gas temperature is low28;101. In order to get high overpopulation, electron

impact vibrational excitation and VV relaxation need to occur faster than VT

relaxation. In figure 3.2, we plot the characteristic time scales for the following

reactions as a function of gas temperature, in the range of interest for typical

plasmas used for CO2 conversion, and at a pressure of 100 mbar:

• e− + CO2 → e− + CO2(V1), as characteristic electron impact vibrational

exciation (eV)

• CO2 + CO2(V1) → CO2 + CO2, as characteristic VT relaxation

• CO2 + CO2(V1) → CO2(V1) + CO2, as characteristic VV relaxation

The characteristic time scales for these reactions are defined as τeV = (nek
eV
0→1)−1,

τV T = (nCO2k1→0)−1, and τV V = (nCO2k
0→1
1→0)−1, with keV0→1, k1→0, and k0→1

1→0, the

rate constants for eV, VT and VV processes, respectively, and with ne, and nCO2

the electron and CO2 number densities, respectively. The rate constants for VV

and VT relaxation are taken from table A.5, while the electron impact vibra-

tional excitation rate constant is calculated based upon the cross section and a

Maxwellian EEDF, with average electron energy of a CO2 plasma at a reduced

electric field of 50 Td, namely 0.9 eV28. We plot the eV characteristic time scale

not only at an ionization degree of 10−6, but also at 10−5 and 10−7, as this value

greatly affects the characteristic time.

We want to note that the characteristic time scale of VV and VT relaxation

corresponds to the relaxation time of an excited CO2(V1), while the characteristic

time scale of the electron impact reaction represents the time at which one CO2

molecule gets excited. Given that eV takes place before VT can take place, this

does not mean that if the time scale of VT relaxation is shorter than that of the

electron impact excitation, no vibrationally excited molecules will exist. Also,

the reaction rate of electron impact excitation will still be higher at comparable

time scales, because the gas predominantly contains CO2 ground state molecules.

Hence, this must be taken into account when comparing these different time

scales.

43



Chapter 3. CO2 chemistry set and scaling laws

0 500 1000 1500 2000 2500 3000

Temperature (K)

10-2

100

102

104

106
C

ha
ra

ct
er

is
tic

 ti
m

e 
(

s)

eV: di = 10-5

eV: di = 10-6

eV: di = 10-7

VT
VV

Figure 3.2: Characteristic time scales of electron impact vibrational excitation
(eV) at three different ionization degrees (di) and a reduced electric field of 50

Td, and of VT and VV relaxation, as a function of gas temperature at a
pressure of 100 mbar.

At 300 K, the characteristic time scale of VT relaxation (1.3 ms) is comparable

to that of the electron impact vibrational excitation at di = 10−6 (0.7 ms), while

VV relaxation happens at a much shorter time scale (0.04 µs). This means

that the rate of population of the higher vibrational levels, needed for energy-

efficient CO2 dissociation, is mainly limited by the electron impact vibrational

excitation. This excitation process can be enhanced upon increasing ionization

degree, which is logical, as there will be more electrons available for excitation.

At a 10 times higher ionization degree (10−5), the characteristic time scale of

vibrational excitation decreases with the same factor 10. Similarly, an decrease

in the ionization degree to 10−7 will increase the relaxation time.

The characteristic time scales of electron impact vibrational excitation and

VV relaxation increase with gas temperature, while the characteristic time scale of

VT relaxation decreases drastically, which is both detrimental for populating the

higher vibrational levels, and thus for energy-efficient CO2 conversion. At tem-

peratures above 2400 K, VT relaxation becomes even faster than VV relaxation.

We want to note that the characteristic time scale of electron impact vibrational
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excitation changes with gas temperature, simply because the ionization degree

is fixed and the gas density changes with gas temperature. For a constant elec-

tron density and electron temperature, the time scale would not change with gas

temperature. To maximize the effect of vibrational-induced dissociation, the gas

temperature thus needs to be close to room temperature, in combination with

an as high as possible ionization degree, which is consistent with previous model

calculations from our group28. The time scales, shown in figure 3.2, will be used

to explain the trends in chapter 5.
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CHAPTER 4

Microwave plasmas in supersonic flow

The results presented in this chapter were published in124:

• V. Vermeiren and A. Bogaerts. Supersonic Microwave Plasma: Potential

and Limitations for Energy-Efficient CO2 Conversion. J. Phys. Chem. C,

122(45):25869–25881, 2018. DOI: 10.1021/acs.jpcc.8b08498
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Chapter 4. Microwave plasmas in supersonic flow

4.1 Introduction

Berthelot and Bogaerts studied the effect of different discharge conditions on the

energy efficiency and CO2 conversion in microwave plasmas101. They concluded

that lower pressures, higher power densities, and lower temperature had a bene-

ficial effect on the efficiency of the dissociation process. The lower pressure and

higher power densities lead to more vibrational excitation, which is beneficial for

the conversion. A lower temperature results in more pronounced VV transfer

with respect to VT transfer.

The requirement of low pressure and low temperature, however, poses chal-

lenges for industrial application of the technique. A microwave supersonic flow

plasma can tackle these two issues. The maximum energy efficiency, reported

to date, was in such a reactor36. In this setup, a pressure difference is applied

over a converging-diverging nozzle. The adiabatic expansion of the nozzle cross

section accelerates the flow to supersonic velocities. A first benefit of this type

of reactor is that the acceleration to supersonic speed creates a pressure drop,

from high pressure conditions (≥ 1 bar) to intermediate pressure (around 100

mbar), the latter being more beneficial for energy-efficient conversion29;37;101. A

second benefit is that the rapid increase in kinetic energy reduces the internal

energy of the gas, thus lowering the temperature136. This allows the use of higher

power densities, while staying at low temperatures, which is also beneficial for

energy-efficient CO2 conversion.

Even in the absence of electromagnetic coupling, the supersonic flow field can

drive the overpopulation of the highly excited vibrational states, leading to dis-

sociation of CO2
37. This effect of supersonic expansion on the non-equilibrium

vibrational distribution function in CO2 was theoretically studied by Peerenboom

et al.137 in a quasi 1D model, which includes 21 asymmetric mode vibrational

levels and state-to-state vibrational kinetics. The model shows that supersonic

expansion indeed has a beneficial effect on the population of the highest vibra-

tional levels.

In this chapter, we present a combined supersonic flow model and chemical

reaction kinetics model of a supersonic microwave CO2 plasma in a converging-

diverging nozzle geometry. The aim of this work is to study the effect of different

characteristics of supersonic flow, e.g. pressure drop, and the shock wave, on the

reaction kinetics. Based on this information, we will change the flow conditions

in the model, in order to manipulate the flow field to examine the effect of the

latter on the CO2 conversion.
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4.2 Computational details

The study consists of two separate parts. First, non-reactive flow simulations are

performed in COMSOL multiphysics. A 2D axisymmetric high Mach flow number

k/ε-model is used to calculate the flow for pure CO2 at room temperature. This

model combines the standard Reynolds Average Navier Stokes (RANS) k/ε-model

with Euler’s equations for inviscid flow, and will be explained in more detail in

section 4.2.1. This model is chosen based upon its user-friendly nature, and the

limited amount of computational resources and time needed to acquire results.

Certain aspects of the flow behavior are not captured in our model in contrast to

more complex simulations138. However, the effect of the approximations is not

to an extent that will be relevant for this study.

Subsequently, a center cut line of the flow results is used as input in a zero-

dimensional chemical kinetics model, described in more detail in section 4.2.2.

The chemistry set used is presented in section 4.2.3. During the different simula-

tions, the pressure and temperature will be fixed. The flow and plasma descrip-

tion are thus decoupled. The validity of this assumption, as well as other model

approximations, will be discussed in more detail in section 4.2.4.

4.2.1 Flow model

The standard RANS k/ε-model is well known in computational fluid dynamics

theory and can describe a wide range of turbulent flows139. It is a two-equation

turbulence model that solves for the mass and momentum continuity partial

differential equations:

∇ · (ρug) = 0 (4.1)

ρ (ug · ∇) ug = ∇ ·
[
−pI + (µ+ µT )

(
∇ug +∇ (ug)

T
)

+
2

3
(µ+ µT ) (∇ · ug) I− 2

3
ρkI

]
+ F

(4.2)

where ρ stands for the gas density, ug is the gas flow velocity vector, super-

script T stands for transposition, p is the gas pressure, µ and µT are the dynamic

and turbulent viscosity of the fluid, k is the turbulent kinetic energy, I is the unity

tensor and F is the body force vector. Next to this, the turbulence is modelled

by adding two additional equations that solve for the turbulent kinetic energy k,

and the turbulent dissipation rate ε:

ρ (ug · ∇) k = ∇ ·
[(
µ+

µT
σk

)
∇k
]

+ Pk − ρε (4.3)
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ρ (ug · ∇) ε = ∇ ·
[(
µ+

µT
σε

)
∇ε
]

+ Cε1
ε

k
Pk − Cε2ρ

ε2

k
(4.4)

Equation 4.3 and 4.4 calculate the transport of turbulent energy and its dissi-

pation into heat (ε), respectively. Pk represents the production term for turbulent

kinetic energy. σk, σε, Cε1, and Cε2 are model constants which are experimentally

determined139.

Since all flow properties are coupled to each other, the number and combina-

tions of boundary conditions that are needed for well posedness depend on the

flow state140. In order to provide consistent inlet and outlet boundary conditions,

the speed at which the different flow quantities propagate at the boundary needs

to be known.

A plane wave analysis of the inviscid part of the flow is performed in order to

apply a consistent number of boundary conditions, using the method described

in detail in ref. 141. Inviscid flow is described by Euler’s equations, which can

be written as

∂Q

∂t
+
∂Fj

∂Q

∂Q

∂xj
= 0 (4.5)

where

Q =


ρ

ui

p


with Q the state vector to be solved for, Fj the flux vector and ρ, ui and p

the mass density, velocity components and pressure, respectively.

4.2.2 Plasma model

In this chapter, the plug flow approximation described in section 2.4.5 is used.

The model uses the input values for pressure, temperature, and mass flow rate

that were aqcuired from the flow model, to calculate the velocity from the con-

servation of mass flow rate (see equation 2.22). The model starts at the inlet

(z = 0) with pure CO2. The plasma is ignited at a certain axial position in the

reactor. In the plasma region, two plasma parameters are fixed. The reduced

electric field is fixed to a value of 50 Td, and the ionization degree to 10−6, which

are both typical values for CO2 microwave plasmas29;38.

We use a fixed value for the SEI, and apply a power deposition until the value

for the SEI, calculated with equation 2.24,is reached at z = z0 + zp, with zp the
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plasma length, after which the power deposition drops to 0. This approach can

be seen in figure 4.1, and was used in similar studies by our group28;114. The

plasma length is calculated by the model, based on the SEI value used. This is

preferable, since no experimental data are available on the plasma length in this

type of reactor.

Figure 4.1: Schematic presentation of the Laval nozzle geometry (top) with
plasma (orange) and specific energy input SEI (bottom) as a function of the

axial distance in the geometry. The plasma starts at z0 and continues until the
cut-off value for the SEI is reached at z0 + zp, with zp the plasma length.

4.2.3 Chemistry set

The species used in the chemistry set of this chapter are shown in table 3.1.

The reactions are shown in the tables of section A.1. Tables A.1 and A.2 show

the electron impact reactions, described by cross sections and analytical expres-

sions, respectively. Tables A.3 and A.4 list the reactions involving ions, and the

neutral-neutral reactions, respectively. The reactions in which vibrational energy

is exchanged are shown in Table A.5.

4.2.4 Model approximations

Every model needs approximations, so here we would like to point out the validity

of the approximations made in this work. First, the setup is studied with a 0D
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model. This model is radially averaged and can thus not take into account any

spatial gradients in the radial direction. In reality, a MW plasma can become con-

tracted when operating at higher pressures60;142, which can thus not be captured

by our model. A 0D model is however still favourable, since it yields a detailed

description of the plasma chemistry, needed to evaluate the CO2 conversion and

energy efficiency, within limited calculation time.

Further approximations are related to the temperature of the molecules.

When a supersonic flow expands, internal energy is converted to kinetic energy in

order to fuel the acceleration136;143;144. This acceleration happens adiabatically if

no heat source is applied on the flow. The flow is then described by the isentropic

flow relations between pressure, temperature and density for a perfect gas:

p

pt
=

(
ρ

ρt

)γ
=

(
T

Tt

) γ
γ−1

=

(
1 +

γ − 1

2
M2

)− γ
γ−1

(4.6)

where p, ρ, T are the static pressure, mass density, and temperature, respec-

tively, and pt, ρt, Tt the total pressure, mass density and temperature, γ = cp/cv
is the ratio of specific heats, and M the Mach number of the flow. The total

pressure, mass density and temperature are those when the flow is isentropically

brought to rest, i.e. when M = 0, and are assumed to stay constant when no

heat is exchanged with the environment.

In the model, a temperature-dependent lookup table is used as input for

the specific heat capacity at constant pressure (cp), from which γ is calculated

according to:

γ =
cp

cp −Rs
(4.7)

with Rs = 188.9 J/(kg ·K) the specific gas constant of CO2. In the supersonic

region, the gas temperature decreases to fuel the acceleration. At low tempera-

tures ( < 300 K), the vibrational degrees of freedom are less easily excited, and

therefore become less important in the calculation of γ. In the supersonic re-

gion, γ approaches 1.4, which is the ratio of specific heats that only includes the

translational and rotational degrees of freedom in a linear molecule.

Given that the flow and the plasma are decoupled, the effect of the plasma on

the flow is not included in this model. When a plasma is created in the supersonic

region, the applied electrical energy can either dissociate the gas, or can be lost in

gas heating. Gas expansion due to conversion can lead to an increase in the molar

flow rate. In this chapter, however, the conversion is limited to a few percent (see

section 4.3)), so the effect of the conversion on the flow will be low.

When heat is added to supersonic flow, the trends of the different physical

parameters are quite different with respect to subsonic flow. Contrary to subsonic
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flow, heat addition in supersonic flows will lead to a deceleration of the flow to

lower Mach numbers144. Such flow with heat addition is called Rayleigh-line

flow144 and is described by a Rayleigh curve. The added heat will lead to both

a temperature and pressure increase144. This phenomenon is very unfavourable

for MW plasma-based CO2 conversion101. The amount of heat can increase until

a critical value for added heat is reached. At that point, the gas is decelerated

to M ≈ 1, after which the flow will be thermally choked37;143;145;146, and a shock

is generated. The critical heat (Qcr) that can be added to a system, without

thermally choking the flow, can be estimated by the formula:

Qcr = cpT0

[
(M2 − 1)2

2(γ + 1)M2[1 + (1/2)(γ − 1)M2]

]
(4.8)

with cp the specific heat capacity, and T0 the inlet nozzle gas temperature.

The critical heat can be augmented by an increase of the inlet nozzle temperature

T0 or by reagents dilution in noble gases146.

Eq. 4.8 is valid for constant area ducts. The deceleration of the flow, due

to heat addition, can be countered by increasing the cross-sectional area of the

discharge over the region in which the heat is added146. This phenomenon is

called ’nozzle profiling’ and can double the critical heat with a sixfold increase

of the cross-sectional area146. However, since the 0D model does not take into

account radial contraction of the plasma, the plasma length is shorter than it

would be in a full 3D (or 2D cylindrically symmetric) calculation. Hence, the

plasma length is only a few millimetres long (see section 4.3). The formula of

the constant area duct (equation 4.8) can thus serve as a good estimate for our

case, since a significant increase of the cross-sectional area over this distance is

too complex and maybe impossible.

Figure 4.2 shows the critical heat as a function of Mach number. We can see

that the critical heat rises with higher Mach numbers, until a maximum value of

0.1867 eV/molec. is reached at Mach ∞.

The heat that is added to the system, by the plasma, is Q = (1−η)× SEI. This

heat will increase the total temperature, while the total pressure is unaffected.

The static pressure and temperature will increase (i.e. closer to the total values)

due to the deceleration of the Mach number (see equation 4.6). In this study,

we use non-reactive flow results from COMSOL (i.e. without plasma) as input

in a 0D plasma model. This means that the pressure and temperature remain

fixed in the 0D model. Given that the total temperature (i.e. when the flow is at

M = 0) remains at room temperature, we can assume that the reported energy

efficiencies are maximum values of what can be achieved with this model, given

that heat from the plasma would increase the total and static temperature and

thus lower the energy efficiency101. To make sure that after the plasma is applied,
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Figure 4.2: Critical heat before thermal choking of the flow occurs, as a
function of Mach number (full line), with the maximum critical heat at high

Mach numbers (dashed line) and the critical heat and the deceleration heat for
an example at Mach = 5 (dotted line)

the static temperature and pressure conditions are still valid, we will assume that

the heat from the plasma has decelerated a hypothetical initial flow with much

higher Mach number to the one which we are using. The maximum deceleration

heat for a certain Mach number can then be defined by:

Qdec(M) = Qcr(M∞)−Qcr(M) (4.9)

where the flow decelerates from Mach ∞ to the Mach number from the flow

results. For example, if flow conditions are used in which the Mach number

reaches 5, then the maximum heat that can be added is the heat that slowed

the flow down from Mach ∞ to Mach 5, i.e. Qdec(5) = Qcr(M∞) − Qcr(5) =

0.1867 − 0.1338 = 0.0529 eV/molec. The maximum deceleration heat, and the

critical heat are displayed in figure 4.2 for the example of Mach = 5. In this

study, we make sure that the SEI is always chosen as not to violate the criterion of

equation 4.9. As mentioned above, the rising gas temperature due to the plasma

can increase the molar flow rate. This effect is not taken into account in our

flow model, because the plasma and flow model are decoupled. The magnitude
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of this effect is unclear and will depend on the SEI and the energy efficiency of

the conversion process.

Given that microwave CO2 plasmas can be characterized by a high thermo-

dynamic non-equilibrium, the effect of the supersonic flow on the rotational and

vibrational temperature needs to be discussed. In this study, the rotational de-

grees of freedom are assumed to be in equilibrium with translation, and will

not be separately described. This assumption is valid for microwave CO2 plas-

mas147 since the rotational-translational relaxation only slows down at very high

gas temperatures148. We assume in this study that the vibrational tempera-

ture is also not affected by the supersonic expansion. Given that most of the

energy for supersonic acceleration comes from translational energy, yielding a

drop in gas temperature while the vibrational temperature remains constant,

the non-equilibrium between these two is enhanced, leading to overpopulation

of the vibrational levels with respect to the Boltzmann distribution37;137. This

assumption is also used in vibrational collision studies of hypersonic flows149;150.

4.3 Results and discussion

In section 4.3.1, we will illustrate the flow field results without plasma, i.e., for

pure CO2 at room temperature inlet conditions. In section 4.3.2 and 4.3.3, we will

describe the evolution of the plasma through the reactor, with focus on the CO2

dissociation and recombination mechanisms, and the evolution of the vibrational

distribution function. In sections 4.3.4, 4.3.5, and 4.3.6, we will discuss in more

detail the effect of plasma position, flow conditions, and power, on the overall

energy efficiency and CO2 conversion. Finally, in section 4.3.7, we will study the

maximum theoretical energy efficiency for different inlet and outlet pressures.

4.3.1 Flow field results without plasma

The three parameters that define the geometry (see figure 4.1) are chosen to

resemble the dimensions in which high energy efficiency is reported36: r1 = 0.4

cm, r2 = 2 cm, and z1 = 10 cm. The inlet nozzle is slightly larger than reported

in36. The flow results for an inlet pressure pin = 2 bar and outlet pressure pout
= 1 bar are plotted in figure 4.3, illustrating the axial velocity profile, the Mach

number, the static pressure and the static temperature. The results are only

shown in the expansion region of the nozzle, where the supersonic acceleration

affects these quantities. We discuss here one flow field case, for one geometry, inlet

and outlet pressure, in detail, but additional flow results for different conditions

and geometries (i.e. different values for z1) can be found in appendix B.

The flow field consists of two distinct regions (depicted in figure 4.3(a)). First,
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Figure 4.3: (a) Axial velocity magnitude (b) Mach number (c) static pressure
and (d) static temperature in the case of r1 = 0.4 cm, r2 = 2 cm, z1 = 10 cm,

pin = 2 bar, pout = 1 bar.

the flow accelerates due to the nozzle expansion (region I), from an axial velocity

of 6 m/s before the nozzle to 415 m/s (Figure 4.3(a)). This corresponds to a

Mach number of 1.9 (Figure 4.3(b)). The static pressure exhibits a drop from 2

bar to 0.3 bar (Figure 4.3(c)), while the static temperature drops from 300 K to

187 K (Figure 4.3(d)).

The supersonic region I is followed by a discontinuous deceleration to sonic

conditions, called a shock wave. This is characterized by a decrease in Mach

number, and an increase in pressure and temperature. At the inlet pressure of

2 bar, the flow shows a single shock with bifurcated ends151;152. This shape is

a result of boundary layer separation151. When the flow accelerates to a lower

Mach number, the shock wave could exhibit a more curved shape151.

The shock wave separates the supersonic region from the mixing region (region

II in figure 4.3(a)). In this region the pressure increases monotonically to the

outlet pressure of 1 bar. The same trend is observed in the axial velocity, Mach

number, and temperature, where a gradual return to sonic conditions takes place.

It can be seen in figure 4.3(a) that a part of the axial velocity (close to the

walls) is negative. There is indeed a small portion of the flow that recirculates

along the walls, after the shock wave. This effect can not be taken into account

in a 0D model, but is of no importance, given that the ideal plasma location lies

in the supersonic region, before the shockwave.

When the flow in the supersonic region accelerates to higher Mach numbers,

a third region forms between the supersonic region and the mixing region, called

the shock train. The shock train is characterized by a sequence of shocks separat-
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ing subsonic from supersonic regions151. After each shock, the flow accelerates

again to supersonic velocities, after which it is decelerated by the following shock.

The region is characterized by pressure and temperature oscillations. This can

be seen in figure B.1 (region III), for an inlet pressure of pin = 4 bar and outlet

pressure of pout = 1 bar, in which the flow accelerates to Mach 2.5. We want to

note that in this case, the calculated minimum temperature of 141K is far below

the desublimation point of CO2 at the corresponding pressure of 0.2 bar, which

is about 180 K153. In reality, cluster formation can occur in supersonic flow154.

When a plasma is applied, the temperature will most likely stay above this desub-

limation point, so including this phenomenon in our model is not relevant for this

study.

4.3.2 Main CO2 dissociation and recombination mechanisms in

the plasma and afterglow region

The mechanisms will be studied by looking at the so-called reduced reaction rates

of the different processes (i.e., 100×R/N [%/s], with R and N the reaction rates

and the total gas density, respectively). This approach is chosen to take into

account the change of total density through the reactor. The results can hence

be interpreted as the percentage of CO2 that is converted or recombined through

these processes, with 100 %/s meaning that all CO2 is converted in 1 second.

Note that the values exceed far beyond 100 %/s, since the residence time is in

the order of µs.

Figure 4.4 (top) shows the main dissociation and recombination mechanisms,

when applying an SEI of 0.2 eV/molec., in the supersonic flow region of a flow

case with pin = 2 bar and pout = 1 bar, rendering M ≈ 1.9. The pressure

variation as a function of position is illustrated in figure 4.4 (bottom). The plasma

covers a domain of 1 mm (see purple rectangle in Figure 4.4), which corresponds

to a residence time of 2.7 µs. The three main CO2 dissociation mechanisms

are electron impact dissociation (X4, blue curve), dissociation of ground-state

and vibrationally excited CO2 by collision with any molecule M (N1, red curve)

and by reaction with an O radical (N2, yellow curve). The main recombination

mechanism is recombination of CO with an O radical (N4, purple dotted curve).

At the start of the plasma, electron impact dissociation is the most prominent

dissociation reaction. The reaction continues to be relevant in the entire plasma

region, because of the abundance of free electrons, and drops to 0 at the end of the

plasma. Vibrational-induced dissociation upon collision with any molecule (N1)

becomes the most important dissociation mechanism at about 1/3 of the plasma

length. The reason is that some time is required for the vibrational energy of

CO2 to climb the ladder up to the higher levels, from which dissociation can more
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Figure 4.4: Top: Evolution of the main CO2 dissociation and recombination
mechanisms in the plasma and afterglow for the following conditions: SEI = 0.2
eV/molec., pin = 2 bar, pout = 1 bar, and geometry dimensions: r1 = 0.4 cm, r2

= 2 cm, z1 = 10 cm. Bottom: Absolute pressure as a function of axial position
with the plasma indicated as a purple rectangle.

easily take place. Given the high velocity, the gas travels some distance before this

reaction becomes important. The same applies to dissociation by recombination

with an O radical (N2), which even lags a little behind, since the O radicals first

need to be produced by reaction (N1). At the same time, when the conversion

rises in the plasma, recombination also becomes active, although the rate is much

lower than for the dissociation reactions, given the low gas temperature.

As it takes some time for vibrational-induced dissociation to become a more

active dissociation pathway, it is clear from these results that the short residence

time (i.e. 2.7 µs) is also a limiting factor at this low SEI value. Indeed, after the

high vibrational levels become more populated, the dissociation has little time to

occur through this energetically favourable pathway. However, this could also be

a result of working with a 0D model. In reality, radial contraction can increase the

axial plasma length and thus the residence time, which would result in a greater

importance of vibrational-induced dissociation, with respect to electron impact
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dissociation, in the plasma. At this stage, it is not possible to quantify this effect.

Furthermore, the residence time would also increase if the E/N (now set to 50

Td) or the ionization degree (now set to 10−6) were lower. While reducing the

ionization degree will have a negative impact on the energy efficiency, a reduction

of the E/N has a positive impact28.

In the afterglow, reactions N1 and N2 remain active, but the latter becomes

the most dominant dissociation reaction. Both reactions are, however, quenched

when the pressure increases in the shockwave region (between the lines at 19.22

cm and 19.36 cm). The most important recombination reaction (N4) shows an

opposite trend. The reduced rate of this reaction remains the same in the after-

glow, compared to the end of the plasma, but exhibits a pronounced rise in the

shockwave region. After the shockwave, this reaction becomes more important

than the dissociation reactions, which will limit the overall CO2 conversion and

energy efficiency.

4.3.3 Vibrational distribution function

In order to better understand the results of the previous section, we take a closer

look at the evolution of the vibrational distribution function (VDF); see figure

4.5, for the same conditions as in figure 4.4. The three upper panels show VDFs,

calculated at different axial positions, as indicated by the corresponding numbers

in the plot of the pressure in the lower panel. At the plasma onset, the VDF

shows no significant overpopulation of the vibrational levels, and is close to a

Boltzmann distribution (no. 1). The vibrational temperature at that point is

237 K, while the gas temperature is 198 K. Since the supersonic acceleration

increases the non-equilibrium between the gas temperature and the vibrational

temperature, the value of the latter is slightly higher137. Very quickly, however,

the vibrational levels get populated (no. 2-3), until the VDF reaches a stationary

distribution (no. 4-7). This evolution explains the spatial delay in the rates of

reactions N1 and N2, as displayed in figure 4.4. In the afterglow the VDF retains

a high population of the higher vibrational levels (no. 8-10). However, in the

shockwave, the pressure increases sharply from 305 mbar to about 1.15 bar over

a distance of 1.4 mm, and the higher vibrational levels are depopulated (no. 11-

14) due to VT relaxation and VV ladder downclimbing (see below). Right after

the shockwave, the vibrational temperature is still high (1520 K). However, since

the higher vibrational levels, from which dissociation occurs, are depopulated by

VT relaxation and VV downclimbing, there is no more CO2 dissociation at that

position.

To understand what happens with the vibrational energy, we take a look at

the main vibrational reaction mechanisms, namely VV and VT relaxation.
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Figure 4.5: Evolution of the vibrational distribution function (VDF) for
different axial positions as indicated on the pressure evolution in the lower

panel, for the following conditions: SEI = 0.2 eV/molec., pin = 2 bar, pout = 1
bar, and geometry dimensions: r1 = 0.4 cm, r2 = 2 cm, z1 = 10 cm.

Figure 4.6 shows the density averaged reaction rate for electron impact vibra-

tional excitation (eV), VV relaxation (VV) and VT relaxation (VT), multiplied

with the energy transfer of the different processes. For eV en VV (top panel), it

can be interpreted as the energy that is transported up minus the energy trans-

ported down the vibrational ladder per second. For VT relaxation (middle panel)

it is the energy lost to heat per second. This approach is chosen to give more

weight to reactions with higher energy gains or losses.

To realize efficient vibrational-induced dissociation, the higher vibrational lev-

els must be very quickly populated. At the start of the plasma, electron impact

vibrational excitation is the only process that transports energy up the vibrational

ladder (see figure 4.6, top panel). This process continues to transport energy up

the vibrational ladder in the rest of the plasma. In the afterglow, this process ob-

viously does not occur anymore. Initially, VV relaxation transports energy from

the higher vibrational levels to lower vibrational levels in a ladder downclimbing

process (see figure 4.6, top panel). This can be explained since most of the net

energy from electron impact vibrational excitation goes to the second and third

levels, and is partially returned to the first level in a ladder downclimbing process.

This happens until the lower levels are sufficiently populated, and a stationary

VDF is reached. More information about this can be found in appendix B (Fig-

ures B.2 and B.3). In the second half of the plasma region, there is VV ladder
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Figure 4.6: Evolution of electron impact vibrational excitation (eV, top panel),
the VV relaxation (VV, top panel) and VT relaxation (VT, middle panel)
through the plasma and afterglow, for the following conditions: SEI = 0.2

eV/molec., pin = 2 bar, pout = 1 bar, and geometry dimensions: r1 = 0.4 cm, r2

= 2 cm, z1 = 10 cm. Bottom panel: Absolute pressure as a function of axial
position with the plasma in purple rectangle.

climbing to the higher vibrational levels. This is continued in the afterglow, but

the energy transported up the ladder gradually decreases, and reverses at some

point (19.25 cm), so there is ladder downclimbing through the shockwave region.

The main vibrational energy loss, namely VT relaxation, rises in the plasma

region (see figure 4.6, middle panel), due to the increasing vibrational overpopu-

lation (cf. figure 4.5). In the afterglow, the VT energy loss slightly drops, but in

the shockwave region, it rises again due to the rising pressure and temperature
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(see figure 4.3).

It is clear that the depopulation of the higher vibrational levels, as shown in

figure 4.5, is the result of VV ladder downclimbing and increased VT relaxation.

4.3.4 Effect of plasma position on the CO2 conversion and energy

efficiency

In the above results, the plasma was exactly located in the supersonic region.

In this section, we will explore how changing the plasma position, by moving

the position of the waveguide in the supersonic flow reactor, will affect the CO2

conversion and corresponding energy efficiency. In figure 4.7 (top panel), we

indicate different starting positions of the plasma region, keeping a fixed total

SEI of 0.2 eV/molec. in a supersonic flow reactor with r1 = 0.4 cm, r2 = 2 cm,

z1 = 10 cm, at an inlet pressure of 2 bar and an outlet pressure of 1 bar (i.e., the

same as in previous sections). In addition, the pressure evolution is shown. Note

that the plasma lengths in the reactor are different, depending on the starting

position, to keep the same SEI. While a larger reactor radius will result in a

shorter axial plasma length, the plasma length seems more correlated with the

pressure at which the plasma is ignited. Indeed, when the pressure is higher, the

plasma length is shorter. This is a result of the higher power density applied to

ignite a plasma with an ionization degree of 10−6. In reality, axial and radial

contraction of the plasma is observed at higher pressures155, but so far this has

not been studied in CO2 microwave plasmas.

Figure 4.7 (bottom panel) shows the energy efficiency (left axis) and CO2

conversion (right axis) for the different plasma positions, displayed in the top

panel. The most energetically favourable position is coloured in green in the top

panel. The energy efficiency increases from 20.5 % to 26.5 % when moving deeper

into the supersonic region. The conversion rises accordingly from 1.4 % to 1.8

%. Note that the calculated energy efficiency and conversion are proportional to

each other, as the SEI is kept constant here (see equation 2.26 above).

It can be seen that the most energetically favourable position (top panel) does

not lie closest to the shockwave, where the pressure reaches its minimum. In fact,

the energy efficiency is more than 1 % lower when the plasma lies directly in front

of the shockwave. This is the result of the vibrational quenching effect due to

the rising pressure in the shockwave (cf. figure 4.5 above), and the increasing

importance of recombination, with respect to CO2 dissociation (cf. figure 4.4

above). In contrast, when the plasma is generated somewhat before the shock-

wave, the dissociation reactions (N1, N2) continue to be important right after

the plasma before the shockwave (see figure 4.4), and this has a beneficial effect

on the overall conversion and energy efficiency.
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Figure 4.7: Top figure: Illustration of different plasma positions and plasma
lengths as a function of the position in the reactor (dotted line), for which the

CO2 conversion and energy efficiency are calculated. Also shown is the pressure
as a function of position in the reactor (full line). Bottom figure: Calculated

energy efficiency and conversion for the different plasma positions indicated in
the top figure.

Note that the results for energy efficiency and conversion were calculated in

all cases with a fixed temperature profile, as obtained from the flow simulations

(cf. figure 4.3). When the temperature would be calculated self-consistently,

the energy efficiency and conversion, displayed in figure 4.7, would be somewhat

lower.

4.3.5 Effect of flow conditions on the CO2 conversion and energy

efficiency

With a fixed geometry, the main parameters that can be modified to change

the flow field are the inlet and outlet pressure. Their effect on the flow field

parameters can be seen in detail in appendix B (Figures B.5 and B.6). Increasing

the inlet pressure from 1 to 2 bar results in a lower temperature, a higher Mach

number, and a lower minimum pressure. However, when the inlet pressure rises

above 2 bar, the minimum pressure stays about the same, while the temperature

keeps decreasing and the Mach number keeps increasing.

63



Chapter 4. Microwave plasmas in supersonic flow

Reducing the outlet pressure also yields a higher maximum velocity, a higher

Mach number, a lower minimum temperature, and in addition, the minimum

pressure drops, in contrast to a rise in inlet pressure where the drop in minimum

pressure stops at inlet pressures above 2 bar. For energy-efficient CO2 conversion,

the outlet pressure is thus an ideal parameter to tune the flow field to reach

optimum conditions. In this way, the negative effects of plasma heating due to

the deceleration, namely an increase in temperature and pressure (see section

4.2.4), can be countered. An increase in inlet pressure would not have the same

desired effect, since the total pressure is increased, and a similar increase in added

heat (and subsequent decrease in Mach number) would result in a faster rise of

the absolute pressure in the pressure drop (see equation 4.6). This means that the

inlet pressure is not an ideal parameter to tune the flow in order to counter the

effect of increasing pressure, and will hence not be described in this section. The

maximum energy efficiencies that can be reached when changing this parameter

will, however, be studied in more detail in section 4.3.7.

Here, we present the effect of the flow fields on the CO2 conversion and

energy efficiency, by varying the outlet pressure. Since a lower outlet pressure

will increase the Mach number of the flow (see appendix B), and in order to stay

consistent with the upper limit of the added heat (see equation 4.9) we perform

this study with an SEI of 0.15 eV/molec instead of 0.2 eV/molec.

Figure 4.8 shows the energy efficiency and conversion as a function of plasma

position in the reactor, for three different outlet pressures (bottom panel). The

pressure variation in these three cases is illustrated in the top panel. When the

outlet pressure drops from 1 to 0.4 bar, the maximum energy efficiency increases

from 20.46 % to 23.84 % (see bottom panel). When the outlet pressure is 1 bar,

the minimum pressure is 307 mbar. The optimal plasma position for energy-

efficient CO2 conversion is then found between 19 cm (at a pressure of 365 mbar)

and 19.08 cm (at a pressure of 342 mbar). When the outlet pressure is at 0.4

bar, the minimum pressure is 77 mbar. In this case, however, the highest energy

efficiency is reached when the plasma is located between 19.8 cm (at a pressure

of 180 mbar) and 19.95 cm (at a pressure of 158 mbar), hence much earlier than

the shock wave position, compared to the case with outlet pressure of 1 bar. The

reason is that the pressure for highest energy efficiency was found at pressures

between 100 and 300 mbar29;37;101. Closer to the shockwave, where the minimum

pressure of 77 mbar is reached, the energy efficiency is only 14.8%.
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Figure 4.8: Top figure: Pressure distributions for three different values of outlet
pressure (colored lines) as a function of position in the reactor (dotted lines).

Bottom figure: Energy efficiency and CO2 conversion as a function of the
plasma position, for the same three different values of outlet pressure as in the

top figure.

4.3.6 Effect of power on the CO2 conversion and energy efficiency

When a high amount of heat is applied on a supersonic region, the flow needs

to accelerate to higher Mach numbers, to avoid thermal choking of the flow (see

figure 4.2). For that reason, it is interesting to study the effect of power on the

dissociation pathways and the energy efficiency, since a lower amount of heat is

then added to the flow, avoiding the initial acceleration to high Mach numbers.

In this section, we will study these pathways for SEI of 0.05, 0.1, 0.15, and 0.2

eV/molec. We will not study the effect of higher SEI values, to avoid violating the

maximum deceleration heat criterion (see equation 4.9). The energy efficiency and

CO2 conversion as a function of plasma starting position for the above mentioned

SEI values are included in appendix B (Figure B.4). They show the same trends

as presented in section 4.3.4. The values for the maximum energy efficiency are

0.06 %, 9.4 %, 20.52, and % 26.5 %, respectively. The maximum energy efficiency

thus increases much faster than the SEI (or input power). It should be noted that
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at higher SEI, a higher amount of heat is added to the flow, in spite of the higher

energy efficiency. Indeed, Q = (1− η)× SEI is 0.05, 0.0906 , 0.1192, and 0.1470

eV/molec., for the SEI values of 0.05, 0.1, 0.15, and 0.2 eV/molec., respectively.

Note that if flow and plasma would be coupled together, this could have a negative

impact on the VT-VV relaxation balance, which moves in favor of VT when the

temperature increases, and this would decrease the relative contribution of N1

and N2 to the CO2 dissociation, and hence lower the energy efficiency.

The plasma positions for highest energy efficiency for all four cases lie at

the same position (see figure B.4). The Mach number at that position is 1.83.

However, higher SEI values give higher decelerations, since they add more heat

(see above). According to equation 4.9, the initial Mach numbers to end up with

M = 1.83 are M = 3, M = 4.4, M = 6.1, and M = 12.8, respectively. A higher SEI

thus requires a higher initial Mach number to counter the stronger deceleration.

The non-linear increase of the energy efficiency with increasing power (or

SEI) is a result of the longer residence time. For SEI of 0.05, 0.1, 0.15, and

0.2 eV/molec., the residence time is 0.66 µs, 1.37 µs, 1.98 µs, and 2.7 µs, re-

spectively. The residence time affects the relative contribution of the different

dissociation processes, explained in more detail in section 4.3.2. These relative

contributions are plotted in figure 4.9, for the four different SEI values. For

SEI of 0.1, 0.15, and 0.2 eV/molec, the energetically efficient vibrational-induced

dissociation processes (N1 and N2) contribute most to the overall dissociation.

However, the relative contribution of N1 (with reaction enthalpy ∆H = 5.5 eV),

is higher than the contribution of the most energetically favourable reaction N2

(with the lowest reaction enthalpy: ∆H = 0.35 eV). In an ideal case, these two

reactions should have an equal relative contribution, so that the O atom created

in N1 is used in N228. The contribution of N2 increases from 26 % at SEI = 0.1

eV/molec. to 35 % at SEI = 0.2 eV/molec., which explains the higher energy

efficiency (see above).

When the SEI is 0.05 eV/molec., the residence time is so short that there is

not enough time for VV relaxation to populate the highest vibrational states. The

dissociation is almost exclusively caused by electron impact dissociation, which

is the least energy-efficient process (with ∆H = 7 eV), explaining the very low

conversion and energy efficiency.
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Figure 4.9: Relative contribution of the main CO2 dissociation mechanisms at
different SEI for the following conditions: r1 = 0.4 cm, r2 = 2 cm, z1 = 10 cm,

pin = 2 bar, pout = 1 bar.

4.3.7 Theoretical maximum energy efficiency for different inlet

and outlet pressures

It is clear from section 4.3.6, that under the studied conditions, the two main

limiting factors for high energy efficiency are the short residence time of the gas

in the plasma region, and the maximum deceleration heat (see equation 4.9). In

this section, we present the maximum calculated energy efficiency for supersonic

conditions with different inlet and outlet pressures. Given that the tempera-

ture profile, used in this study, is without effect of plasma heating, and given

that a higher temperature will negatively affect the energy efficiency of the sys-

tem101, the reported efficiencies should be considered as maximum values that

are achieved with this model.

The maximum heat that can be added to a certain supersonic flow is according

to the criterion, described in equation 4.9. This criterion is checked when applying

different SEI values in the pressure drop region. The results are only taken into

account if the criterion is not violated at any of the plasma starting positions.

In principle, the plasma could be applied before the pressure drop, in which the
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pressure drop serves as cooling for the afterglow62, which has a beneficial effect on

the energy efficiency101. It is also important to note that the conditions used in

this section represent the flow conditions, assuming that the deceleration due to

the plasma has already taken place, and not the initial conditions before applying

the plasma (in accordance with equation 4.9). If these were initial conditions, the

cases with a lower Mach flow number would have a lower allowed heat addition

(see equation 4.8).

Figure 4.10 shows the maximum energy efficiency as a function of inlet pres-

sure, at an outlet pressure of 1 bar. The colors of the bars represent the maximum

SEI that can be applied at any position in the pressure drop, without violating

the above mentioned criterion of maximum deceleration heat. At lower inlet

pressures, the acceleration of the flow is limited (see appendix B). This means

that a higher SEI can be applied to the system (see equation 4.9) to decelerate

it from high initial Mach numbers. At higher inlet pressure, when the pressure

difference between the inlet and the outlet increases, the acceleration of the flow

becomes stronger, limiting the maximum SEI that can be applied to the flow.

At an inlet pressure of 1.2 bar, the maximum energy efficiency is 27.4 %. As

the inlet pressure increases, the maximum energy efficiency rises, until values of

about 28 % are reached at inlet pressures of 1.7-2.4 bar. Note that this study is

performed with stepwise increments of the SEI. Because higher energy efficiencies

might exist at intermediate values of the SEI, error bars have been added, based

on the value of the energy efficiency obtained at the applied SEI where the crite-

rion of equation 4.9 is first broken. Since these higher SEI values lead to higher

energy efficiencies, the error bars only point upwards. When the inlet pressure is

further increased to 3.1 bar, the maximum energy efficiency decreases to 27.3 %,

as explained below.

The initial rise of the maximum energy efficiency, when increasing the in-

let pressure, can be explained by the fact that the higher Mach number in the

pressure drop results in intermediate pressures that are favourable for CO2 dis-

sociation in MW plasmas37;101. The subsequent drop of the maximum energy

efficiency upon further increasing the inlet pressure results from the limited SEI

that can be applied in order to comply with the criterion of equation 4.9, which

reduces the residence time and decreases the contribution of the most energeti-

cally favourable dissociation reactions (see section 4.3.2 and 4.3.6).

Figure 4.11 shows the maximum energy efficiency at different outlet pressures,

while keeping the inlet pressure at 2 bar. At lower outlet pressures, the supersonic

acceleration increases. This limits the maximum SEI that can be applied to the

system (see equation 4.9), and subsequently shortens the residence time and the

contribution of vibrational-induced dissociation (see section 4.3.2 and 4.3.6). The

maximum energy efficiency also decreases with decreasing outlet pressure, since
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Figure 4.10: Maximum energy efficiencies as a function of inlet pressure, at an
outlet pressure of 1 bar. The color legend gives the maximum SEI that can be
applied for each case, assuming a deceleration from high Mach number flows.
Error bars have been added to take into account the stepwise increase of the

SEI, because higher energy efficiencies might exist at intermediate values of the
SEI (see text).

the pressure in the pressure drop region was already at optimal conditions for

the case of 2 bar inlet pressure (see figure 4.10).

From figures 4.10 and 4.11, it is clear that the maximum energy efficiency does

not increase above 30 %. However, as mentioned above, the initial Mach number

should be very high in order to apply these types of SEI. In literature, energy

efficiencies for MW plasmas at supersonic flow conditions have been reported, in

excess of 90%36;37. This is clearly much higher than predicted by our models. A

number of reasons could explain this mismatch:

(i) The efficiency of vibrational-induced dissociation depends on the time

scales of electron impact vibrational excitation, and subsequent VV or VT re-

laxation (see section 3.5). The cross section and reaction rate coefficients that

describe these reactions are all characterized by an uncertainty. If electron impact

vibrational excitation and VV relaxation would occur faster, or VT relaxation

would occur slower, than they currently do in the model, higher efficiencies can
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Figure 4.11: Maximum energy efficiency as a function of outlet pressure, at an
inlet pressure of 2 bar. The color legend gives the maximum SEI that can be
applied for each case, assuming a deceleration from high Mach number flows.
Error bars have been added to take into account the stepwise increase of the

SEI, because higher energy efficiencies might exist at intermediate values of the
SEI (see text).

be obtained with this process.

(ii) As stated in section 4.2.4, nozzle profiling could increase the maximum

critical heat that can be added to the system without thermal choking. When

this effect is taken into account, it is possible to increase the amount of heat that

can be added to the flow, and thus the SEI, probably resulting in a higher energy

efficiency as well.

However, even when the energy efficiency would be underestimated in our

model, the trends presented, and thus the message, will still be valid.

4.4 Conclusions

In this chapter, we used a combination of 2D fluid dynamics simulations of the

gas flow and 0D chemical kinetics modelling of the plasma chemistry, to under-
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stand the performance of a supersonic flow microwave plasma reactor for CO2

conversion.

Adding heat to a supersonic flow slows it down until it chokes. In this study,

the plasma that was ignited meets a criterion of maximum deceleration heat, for

which the supersonic flow could in theory slow down from high Mach numbers to

the Mach number at which the plasma is applied. This criterion limits the SEI

to values below 0.24 eV/molec.

We studied the evolution of the different reaction mechanisms through the

plasma and afterglow. At the start of the plasma, electron impact vibrational

excitation is the main dissociation mechanism. The model predicts that there is a

spatial delay for vibrational-induced dissociation to start, due to the high velocity

of the gas, combined with the time it takes for the higher vibrational levels to

get sufficiently populated. Due to the limited SEI, the residence time of the

gas inside the plasma region is short. As a consequence, the vibrational-induced

dissociation pathway does not have enough time to operate, hence limiting the

energy efficiency of the conversion process. Vibrational induced dissociation still

occurs in the immediate afterglow region, due to the continued overpopulation

of the higher vibrational levels, but the rate is much lower than in the plasma.

The higher vibrational levels are subsequently quenched by the shockwave, which

leads to a rise in pressure and temperature, after which recombination becomes

more important than CO2 dissociation.

We studied how the energy efficiency and CO2 conversion change when moving

the applied power profile (from the waveguide) through the supersonic reactor.

The energy efficiency increases when the power profile moves into the pressure

drop of the supersonic region. However, the most energy-efficient power position

does not lie closest to the shockwave, given the continued effect of vibrational-

induced dissociation in the early afterglow.

One of the main parameters to tune the energy efficiency is the outlet pressure.

By changing the outlet pressure, the temperature and pressure in the supersonic

region can be modified. We illustrated that for an inlet pressure of 2 bar, the

maximum energy efficiency and CO2 conversion increase with decreasing outlet

pressure. This can be explained by the more optimal pressure regime for efficient

CO2 dissociation29;37;101, that was reached in the supersonic region at lower outlet

pressures. However, the most favourable position moves further away from the

position of minimum pressure.

The energy efficiency and CO2 conversion increase upon higher input power.

Indeed, the longer plasma residence time enhances the relative contribution from

the most energetically favourable dissociation pathway (N1+N2), since the higher

vibrational levels have more time to become populated.

Finally, we examined the maximum energy efficiency for different inlet and
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outlet pressures. For an outlet pressure of 1 bar, a sufficiently high inlet pressure

should be applied to create favourable pressure conditions in the supersonic re-

gion. However, a too high inlet pressure will increase the Mach number, limiting

the SEI that can be applied, when decelerating from high initial Mach numbers.

A lower SEI results in a shorter residence time, a shorter time for VV relaxation

to take place, and hence a lower energy efficiency. This last phenomenon was

also seen when reducing the outlet pressure, which increases the Mach number,

allowing for a lower maximum SEI when coming from high initial Mach numbers,

and hence a lower energy efficiency. The model predicts a maximum energy effi-

ciency of 28.3 % at an inlet pressure of 2.4 bar, an outlet pressure of 1 bar, and

a SEI of 0.21 eV/molec.

In conclusion, the model provides insight into the underlying mechanisms,

as well as the limitations for the energy efficiency of supersonic MW plasmas

used for CO2 conversion. Under the studied conditions, these limitations include

(i) the short residence time of the gas in the plasma region, limiting the time

for sufficient population of the higher vibrational levels, which is important for

energy-efficient CO2 dissociation, (ii) the shockwave, resulting in a rise in pressure

and temperature, which increases the rate of recombination and quenches the

higher vibrational levels from which dissociation occurs, by a rise in VT relaxation

and VV ladder downclimbing, and (iii) the maximum heat, and thus power or

SEI, that can be added to the supersonic flow by the plasma, to avoid thermal

choking, which for CO2 lies at 0.1867 eV/molec. In literature, much higher energy

efficiencies, up to 90 %, were reported36, which could not be reproduced by our

model. This might be caused by some inherent limitations of the 0D model, i.e.

no radial contraction, or by the uncertainty on the vibrational excitation and

relaxation rate coefficients. However, even with an underestimation of the energy

efficiency, the trends presented in this work, and thus the message, will still be

valid.
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CHAPTER 5

Improving the energy efficiency through

pulsing

The results presented in this chapter were published in125:

• V. Vermeiren and A. Bogaerts. Improving the Energy Efficiency of CO2

Conversion in Nonequilibrium Plasmas through Pulsing. J. Phys. Chem.

C, 123(29):17650–17665, 2019. DOI: 10.1021/acs.jpcc.9b02362
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5.1 Introduction

As was mentioned in chapter 1, the efficiency of the ladder climbing is lim-

ited through the loss of vibrational energy in gas heating, in a process called

vibrational-translational (VT) relaxation28;37;38;101;103;104. This VT relaxation

process becomes more prominent at higher gas temperatures28;104 causing even

more gas heating (self-acceleration). For efficient vibrational-induced dissoci-

ation, it is therefore crucial that a strong non-equilibrium exists between the

vibrational temperature and the gas temperature28.

However, most MW and GA plasmas, especially at higher pressures and SEIs,

are close to thermal equilibrium29;54;64;74;101. In this case, the vibrational distri-

bution function (VDF) follows a Boltzmann distribution, without overpopulation

of the higher vibrational levels74;101. At high gas temperatures (≥ 2500 K) CO2

conversion can occur through thermal dissociation, leading to a high CO2 con-

version and energy efficiency, as claimed in literature29;39 and demonstrated in

chapter 6. However, at temperatures of 1000-2000 K, the temperature is too low

for thermal dissociation, and too high for efficient vibrational-induced dissocia-

tion.

Plasma power modulation through pulsing might be an interesting pathway

to increase the vibrational-translational non-equilibrium. The main argument

to indicate its potential lies in the characteristic timescales of the VV and VT

processes. The timescale for VT relaxation is several orders of magnitude higher

than for VV relaxation of the asymmetric mode of CO2. By adjusting the plasma

on-time accordingly, VT relaxation can thus be limited with respect to VV re-

laxation. Also, the characteristic timescale for VT relaxation decreases with in-

creasing gas temperature, while that of VV relaxation increases (see figure 3.2).

Given that the plasma is cooled between two consecutive pulses, the VT non-

equilibrium can be enhanced in the next pulse, which has again a beneficial effect

on the characteristic timescales of VV and VT relaxation. These timescales were

discussed in more detail in section 3.5.

The effect of power modulation in CO2 plasmas has predominantly been stud-

ied in DBDs50;103;156;157. While it is shown that the energy efficiency increases

in the so-called ‘burst mode’ with respect to the usual AC mode156, the elec-

tron temperature in a DBD is too high for efficient use of vibrational-induced

dissociation103.

Pulsed MW plasma experiments have been performed in CO2 flows with N2

admixtures by Silva et al.55, at pressures of 1.33-13.33 mbar. The authors mea-

sured the vibrational temperature of the electronically excited states of the N2

admixture through optical emission spectroscopy. They showed that this vibra-

tional temperature was much higher than the gas temperature, leading them
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to conclude that CO2 dissociation could take place through vibrationally ex-

cited CO2 levels. The work was continued by Britun et al.57, who measured the

conversions and energy efficiencies at different pulse repetition rates, reaching a

maximum conversion of 23 % and energy efficiency of 33 %, at a pressure of 9.7

mbar, a pulse repetition rate of 0.5 kHz, a flow rate of 2.7 slm, and a duty cycle

of 50%. The conversion and energy efficiency dropped upon rising pulse repeti-

tion rate, while keeping all the other conditions fixed. Furthermore, with a lower

pulse repetition rate, when the energy efficiency was the highest, the vibrational

temperature reached a maximum value, and dropped upon rising pulse repetition

rate. However, a similar trend was also observed for the gas temperature.

Power modulation of CO2 MW plasmas was also studied by van den Bekerom

et al.64 The energy efficiency increased with lower duty cycle and higher peak

power, but the time in between the pulses was too short to allow for significant

gas cooling, resulting in a close-to-thermal equilibrium, in which the vibrational-

induced dissociation does not play an important role.

Although a strong effect of power modulation on the conversion and energy

efficiency has been demonstrated experimentally, more insight is needed to de-

termine its full potential. Therefore, in this chapter, we will examine the effect

of different plasma on and off times on the conversion, energy efficiency, and

the underlying mechanisms of CO2 conversion. This will be done for a plasma

where the gas temperature reaches a value that is high enough to diminish the

vibrational-induced dissociation, but not high enough to create thermal dissoci-

ation.

5.2 Model description

5.2.1 Plasma model

In this chapter, we will describe the time evolution of a volume element moving

through a plasma reactor (see sections 2.4.2 and 2.4.3). The model starts at

t=0 with pure CO2 and a Boltzmann vibrational distribution function (VDF).

During the pulses, the plasma is ignited by applying a certain DC reduced electric

field E/N (with E the electric field and N the gas number density) and by fixing

the electron density (ne) to a value determined by the ionization degree (di)

ne = Ndi. During the interpulses, and in the afterglow, the electron density and

reduced electric field are set to zero.

We choose a fixed pressure of 100 mbar, as it is representative for MW ex-

periments yielding good energy efficiency29;36;39. During the plasma pulses, we

fix the values of the ionization degree and reduced electric field to those that are

typical in MW and GA plasmas, 10−6 and 50 Td29;38;52. These values show the

75



Chapter 5. Improving the energy efficiency through pulsing

clearest potential of power modulation. For DBD plasmas, the ionization degree

can reach values up to 10−4,120 and they generally operate at reduced electric

fields above 100 Td38;43. Therefore, later in this chapter, we will vary the ion-

ization degree, and reduced electric field, to study their effect on the potential of

pulsed power as well.

We apply a power deposition in a series of pulses, which will end when the

total applied power reaches an SEI of 1 eV/molec. This SEI is chosen since

the gas temperature reached in these simulations are high enough to diminish

vibrational overpopulation, but not high enough to reach thermal dissociation.

The latter will be discussed in more detail in chapter 6.

The gas temperature is calculated self-consistently in the model, using equa-

tion 2.14. We will take the external cooling term to be101;104

Pext =
8(λ+ λadd)

R2
(Tg − Tw) (5.1)

in which λ is the gas thermal conductivity, and Tw is the wall temperature

taken as 300 K. We take λ(Tg) = (0.071Tg−2.33)×10−3Wm−1K−1 following104.

More details of the procedure to obtain λ are explained in ref 104. R is the

radius of the reactor, which is set to 7 mm55;57. We can add an additional

thermal conductivity λadd[Wm−1K−1] to the equation, which can be changed

manually to study the effect of additional cooling on the pulsing performance.

Indeed, in reality, a higher thermal conductivity can be achieved in turbulent flow

regimes139, and this turbulent conductivity has been shown to exert a cooling

effect on the plasma.109.

5.2.2 Chemistry set

The chemistry set, used in this chapter, is mostly comprised of the same species

and reactions as the one used in chapter 4, displayed in table 3.1, and the tables

in section A.1, respectively. For this set, an update in cross section data has

been performed, due to more recent cross section reviews. In addition, the rate

coefficient of the dissociation reaction CO2 + O ↔ CO + O2 is changed so that

the thermodynamic equilibrium conversion of the model more closely matches

the theoretical thermodynamic equilibrium conversion. The updated species and

reactions are displayed in table 3.2 and the tables in section A.2.

5.3 Results and discussion

In section 5.3.1, we will investigate the effect of different plasma pulse and in-

terpulse times on the CO2 conversion and energy efficiency, for a plasma at a
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pressure of 100 mbar, a reduced electric field of 50 Td, and an ionization degree

of 10−6. Sections 5.3.2 and 5.3.3 will be dedicated to the time-evolution of the

vibrational and gas temperature throughout the first pulse, and after the first

pulse, respectively, for different values of ton. In section 5.3.4, the average vibra-

tional and gas temperature for the different cases will be compared to those of

a continuous plasma. Next, the vibrational distribution function (VDF) will be

tracked through the first pulse, after the first pulse, and at the end of the plasma,

in section 5.3.5. In section 5.3.6, we will demonstrate the evolution of the most

important dissociation and recombination mechanisms for the different plasma

pulse and interpulse times, which will be linked to the results in section 5.3.1.

Section 5.3.7 will discuss the effect of additional cooling on the energy efficiency

dependence of the interpulse time. Finally, in section 5.3.8, we will study the

effect of the pulsing potential at different ionization degrees and reduced electric

fields.

5.3.1 Effect of pulsing on the energy efficiency and conversion

Figure 5.1 shows the CO2 conversion (right y-axis) and energy efficiency (left

y-axis) for different plasma pulse times (ton = 1 µs, 10 µs, 40 µs, 60 µs, 100 µs)

, and different interpulse times (toff = 1 µs, 10 µs, 100 µs, 1 ms, 10 ms, 100

ms, 1 s) with an SEI of 1 eV/molec, at a reduced electric field of 50 Td and

an ionization degree of 10−6. The horizontal line corresponds to the conversion

and energy efficiency of a continuous (non-pulsed) plasma at the same SEI. Note

that the conversion and energy efficiency are linearly correlated, because the SEI

is constant here (see equation 2.20). Therefore, in the following we will only

focus on the values of energy efficiency, but the same discussion applies to the

conversion.

The results show two separate trends of conversion and energy efficiency upon

increasing interpulse time. At short pulse times (ton = 1 and 10 µs), the energy

efficiency reaches a maximum of 4.4 % and 8 %, respectively, at short interpulse

times of toff = 1 µs. These values are, however, lower than the energy efficiency

for a continuous plasma (i.e., 8.7 %). When the interpulse time increases, the

energy efficiency drops considerably. The drop is more pronounced for ton = 1

µs, for which the values of the energy efficiency become negligible at interpulse

times above toff = 10 µs. For ton = 10 µs, the energy efficiency increases again

slightly at interpulse times greater than 10 ms.

For longer pulse times (ton = 40, 60, and 100 µs), the energy efficiency at

the shortest interpulse time (toff = 1 µs) is 8.6%, 8.7% and 8.7%, respectively,

hence very close to the energy efficiency of the continuous plasma. When the

interpulse time increases, the energy efficiency initially decreases slightly, being
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Figure 5.1: Energy efficiency and conversion as a function of interpulse time
(toff), for five different plasma on times (ton), for an SEI of 1 eV/molec. The
horizontal line represents the conversion and energy efficiency of a continuous

plasma at the same SEI.

most pronounced for ton = 40 µs. However, when applying an interpulse time of

toff = 100 ms, the energy efficiency for all three pulse times becomes larger than

that of the continuous plasma. A maximum energy efficiency is reached at an

interpulse time of toff = 1 s, yielding values of 12.3%, 13.7%, and 11.7%, for ton

= 40, 60, and 100 µs, respectively. Hence, a maximum relative increase of 57% in

both the conversion and energy efficiency, with respect to a continuous plasma,

is observed for ton = 60 µs and toff = 1 s. However, we believe it is important

to focus on the trends, rather than the absolute values of the efficiencies, as they

can be affected by the uncertainties on the rate coefficients. In particular, the

energy efficiency was shown to greatly depend on the uncertainty on the activation

energy of the reaction CO2 + O → CO + O2
28. If the activation energy of this

reaction would be lower, the energy efficiencies would be higher.

In summary, our model reveals that a short plasma pulse and interpulse time

both have a negative effect on the CO2 conversion and energy efficiency. Indeed,

the plasma pulse time and interpulse time both need to be sufficiently long (ton ≥
40 µs, and toff ≥ 100 ms) to ensure a higher conversion and energy efficiency than
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in a continuous plasma. In the experiments conducted by Britun et al.57, a higher

energy efficiency was also found at lower pulse repetition rates. However, a quan-

titative comparison of the results cannot be performed, because the experiments

were conducted at a lower pressure (27 mbar) and higher specific energy input

(2 eV/molec.) than in our study. In the next sections, we will explain the above

trends.

5.3.2 Time-evolution of the vibrational and gas temperature dur-

ing the first pulse

To understand the results plotted in figure 5.1, we first take a look at the time-

evolution of the vibrational and gas temperature during the first pulse, for dif-

ferent plasma pulse times, i.e., ton = 10, 60, and 100 µs.

Given that the build-up of the vibrational and gas temperature is the same in

the first pulse for all cases, we show the gas and vibrational temperature evolution

through a continuous plasma in figure 5.2, but we indicate the end of the pulses

for the three cases by vertical dashed lines.
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Figure 5.2: Time-evolution of vibrational temperature (blue line) and gas
temperature (red line) during a continuous plasma. The vertical dashed lines

indicate the end of the plasma pulses with ton = 10, 60, and 100 µs.

At the start of the plasma (t=0), the vibrational temperature immediately
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increases to a value of 2506 K after 10 µs, while the gas temperature does not

significantly increase. This behavior is correlated with the long characteristic

time scale of VT relaxation around 300 K (see figure 3.2), and the fact that

the vibrational energy levels first need to be populated before they release their

energy into heat by VT relaxation. Because of the low VT relaxation rate, the

gas temperature does not significantly increase in this time frame.

After 10µs, the gas temperature starts increasing monotonically until the end

of the continuous plasma (i.e. when 1 eV/molec is reached). The vibrational

temperature also continues to increase, but at a slower pace than before. It

reaches a maximum value of 3650 K at t = 60 µs, with a corresponding gas

temperature of 689 K. While the gas temperature keeps on increasing beyond that

point, the vibrational temperature starts to drop until it reaches 2050 K at t = 100

µs, with a corresponding gas temperature of 1149 K. This can be correlated with

the shorter characteristic time scale for VT relaxation with respect to electron

impact vibrational excitation at this higher gas temperature (see figure 3.2). At

the end of the continuous plasma (223 µs), the vibrational and gas temperature

are nearly equal to each other (i.e. 1918 K vs 1795 K), indicating that there

is no significant VT non-equilibrium anymore. The evolution of the vibrational

and gas temperature, described by our model, follows the same trends as in the

experiments by Klarenaar et al.158. Note that these experiments were conducted

at a lower pressure (6.7 mbar), a lower ionization degree (10−7), but a similar

reduced electric field (60 Td). In section 5.3.8, we will demonstrate, however, that

the evolution of the vibrational and gas temperature is similar at lower ionization

degrees.

In summary, our model reveals that a plasma pulse time of 60 µs is ideal,

at the conditions investigated, because at this time the vibrational temperature

reaches its maximum. For shorter plasma pulses, the vibrational temperature

does not have enough time to reach this maximum value. On the other hand,

at longer pulse times, VT relaxation starts to dominate, due to the high gas

temperature, causing a drop in vibrational temperature. This ideal plasma pulse

time of 60 µs, to reach the highest vibrational temperature, corresponds with

the plasma pulse time that provides the highest conversion and energy efficiency

(figure 5.1), clearly indicating that a high vibrational temperature is required to

reach the most energy-efficient CO2 conversion.

5.3.3 Time-evolution of the vibrational and gas temperature af-

ter the first pulse

Figure 5.3 presents the vibrational and gas temperature as a function of time

after the first pulse, for the three different plasma pulse times of figure 5.2 above,
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i.e., ton = 10, 60, and 100 µs, as well as the afterglow of the continuous plasma.

The vibrational and gas temperature are shown in full and dotted blue line,

with corresponding values on the left y-axis. In addition, the gas temperature

is also plotted with a red full line on a smaller scale (right y-axis) to better

illustrate the finer details of its time-evolution. The calculations are performed

for a long interpulse time of 1 s, but to evaluate the VT non-equilibrium for

different interpulse times, the latter are also indicated with vertical dashed lines

in figure 5.3, with the values written in the x-axis.
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Figure 5.3: Time-evolution of the vibrational (full blue line - left y-axis) and gas
temperature (full red line - right y-axis, as wel as blue dotted line - left y-axis,
to directly compare to the vibrational temperature) after the first pulse, for the
three different plasma pulses of figure 5.2, i.e. (a) ton = 10 µs, (b) ton = 60, and
(c) ton = 100 µs, and (d) the afterglow of a continuous plasma. To evaluate the
VT non-equilibrium for different interpulse times, the latter are indicated in the

figure with vertical dashed lines.

For all pulsed cases, a VT non-equilibrium exist at the end of the plasma

pulse. This non-equilibrium is higher for the lower plasma pulse times (i.e. ton =

10 µs and ton = 60 µs). In between pulses, the vibrational temperature reduces

quickly due to VT relaxation. The drop continues until the non-equilibrium
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disappears. This happens after 10-100 µs and takes a longer time for cases in

which the non-equilibrium was higher.

The vibrational energy is mostly lost in heating. This can be correlated by the

increase in the gas temperature right after the pulse. This increase is again higher

for cases with a higher vibrational temperature. This increase stops when the

non-equilibrium disappears after 10-100 µs. In the case of the continuous plasma,

the temperature does not increase after the plasma, because the vibrational and

gas temperature are already close to equilibrium at the end of the plasma. Unlike

the vibrational temperature, the gas temperature reduces much more slowly. It

takes up to between 100 ms - 1 s to cool the gas down to room temperature.

In conclusion, figure 5.3 clearly illustrates that for the different plasma pulse

times, and for interpulse times shorter than 100 µs, pulsing will further increase

the gas temperature and reduce the vibrational temperature, which has a neg-

ative effect on the VT non-equilibrium, and hence on the vibrational-induced

dissociation. At interpulse times shorter than 100 ms, the gas is still above room

temperature when the next pulse would start, which should also be avoided to

reach strong VT non-equilibrium in the next pulse. Only when the interpulse

time is 100 ms or 1 s, the gas is cooled down sufficiently and the vibrational and

gas temperature are both at room temperature. At these interpulse times, higher

conversions and energy efficiencies are indeed found with respect to a continuous

plasma (cf. figure 5.1 above).

5.3.4 Average vibrational and gas temperature during the pulses

In the previous section, we saw that between the pulses, the vibrational tempera-

ture reduced, while the gas temperature increased at small interpulse times, and

decreased at longer interpulse times. These gains and losses are higher for shorter

plasma pulses, since a higher amount of pulses are needed to reach the same SEI.

For more details, see figure C.1 in the appendix, where the total vibrational and

gas temperature gains and losses between the pulses are shown for different cases.

The vibrational temperature loss between the pulses needs to be compensated

in subsequent pulses, which can affect the average vibrational temperature in the

plasma. Figure 5.4 illustrates the average vibrational (blue) and gas temperature

(red) during the plasma (i.e., averaged over all plasma pulse times), for different

plasma pulse and interpulse times, as well as the corresponding values in the

continuous plasma, depicted by the horizontal lines with similar colors. In order

to compare these values of the average vibrational temperature to the energy

efficiency, we include figure 5.5, which shows the energy efficiency (also depicted

in figure 5.1) as a function of the average vibrational temperature, for all modelled

cases.
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Figure 5.4: Average vibrational temperature (blue) and gas temperature (red),
during the pulses, for different plasma pulse and interpulse times. The

horizontal lines correspond to the values for the continuous plasma.

For short plasma pulse times, i.e. ton ≤ 10 µs, the vibrational and gas tem-

perature are closest to the values of the continuous plasma (i.e. 2337 K and 1123

K, respectively) at short interpulse times. This is consistent to figure 5.3, where

the vibrational temperature moderately decreased for short interpulses, while the

gas temperature could slightly increase. Note that the rise in gas temperature

after the first pulse does not lead to a higher average gas temperature, with re-

spect to the continuous case. As the vibrational temperature is reduced, the rise

in average gas temperature due to VT relaxation will be lower at the start of

the next pulse. Also, later in the plasma, the gas temperature could be much

higher, resulting in a stronger cooling between the pulses (see equation 5.1). At

interpulse times above 0.1 s, we see that the average gas temperature reduces to

300 K, which is most beneficial for efficient vibrational-induced dissociation28;101.
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Figure 5.5: Energy efficiency as a function of the average vibrational
temperature for different plasma pulse and interpulse times (blue), and for the

continuous plasma (red).

However, the average vibrational temperature also reduces to 826 K for ton = 1

µs and to 1813 K for ton = 10 µs. While the low gas temperature allows for

efficient vibrational excitation, the plasma pulse time is too short to reach higher

values than those of the continuous plasma. For ton = 10 µs, the vibrational

temperature does start to increase again at toff > 10 ms, explaining the small

increase which is also noticed in figure 5.1.

For longer plasma pulse times (ton = 60 and 100 µs), the vibrational and

gas temperature are again close to the values of the continuous plasma at short

interpulse times. Again, the interpulse time is too short to allow for significant

vibrational and translational changes. At toff ≥ 1 ms, the average gas temperature

starts to drop until it reaches an average value of 438 K and 567 K at and

interpulse time of 1 s, for ton = 60 and 100 µs, respectively. This temperature

drop results in an increase of the average vibrational temperature. For ton ≥
10 ms, the average gas temperature is sufficiently reduced, which allows for the

average value of the vibrational temperature to exceed the value of the continuous

plasma to reach 2970 K and 2849 K at and interpulse time of 1 s for ton = 60

and 100 µs, respectively. However, while the value of the vibrational temperature
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exceeds the value of the continuous plasma for ton ≥ 10 ms, the energy efficiency

only exceeds the one from the continuous plasma for ton ≥ 100 ms (see figure

5.1). In order to explain this, we take a look at the VDF in the next sections.

5.3.5 Effect of pulsing on the vibrational distribution function

(VDF)

The vibrational temperature is a strong indicator for efficient vibrational-induced

dissociation. However, it is only a measure of the population of the first vibra-

tional level (see equation 2.21). As dissociation takes place from the higher

vibrational levels of CO2
101, it is therefore also useful to study the vibrational

distribution function (VDF) of the asymmetric stretch mode, which is the most

important for CO2 dissociation101;103. In the next sections, we will show the

calculated VDFs at the end of the first pulse (for different plasma pulse times),

after the first pulse (for a fixed plasma pulse time and different interpulse times),

and at the end of the plasma. In each case, we will also plot the corresponding

Boltzmann distribution functions at the vibrational temperature reached at these

conditions, to evaluate the degree of vibrational overpopulation of the higher lev-

els.

5.3.5.a VDF at the end of the first pulse

Similarly as what was mentioned in section 5.3.2 for the vibrational and gas

temperature, the buildup of the VDFs during the first pulse is similar, for different

plasma pulse times. The VDFs at the end of the first pulse, for different plasma

pulse times (i.e. t = 1, 10, 60, and 100 µs) are displayed in figure 5.6. We

also added t = 80 µs, which is relevant for later discussion. The Boltzmann

distributions corresponding to the vibrational temperatures, at the different pulse

times, are also shown in dotted lines, to evaluate the overpopulation of the higher

vibrational levels with respect to this equilibrium distribution.

At a short plasma pulse time of 1 µs, the VDF starts getting populated. While

the overpopulation with respect to the equilibrium Boltzmann distribution at Tv
due to the short characteristic time scale of VV relaxation at temperatures around

300 K (0.04 µs; see figure 3.2), the time is still too short to reach a significant

population of the higher levels. This population is much more significant at a

plasma pulse time of 10 µs, at which a vibrational temperature of 2473 K is

reached (see also figure 5.2). For a plasma pulse time of 60 µs, the vibrational

temperature is 3650 K. The population of the higher vibrational levels is still

strong, but this is most apparent for the intermediate levels, while the highest

levels (V17-V21) are somewhat depleted with respect to t = 10 µs, due to the

somewhat higher gas temperature (689 K), causing more VT relaxation.
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Figure 5.6: VDFs at the end of the first pulse, for four different plasma pulse
times. The corresponding Boltzmann distribution functions at the vibrational
temperature reached in these cases (cf. figure 5.2) are also plotted in the same
color (with these vibrational temperatures indicated), to illustrate the degree of
overpopulation of the higher vibrational levels with respect to this equilibrium

distribution.

At a time of 80 µs, the gas temperature has increased to 956 K, and VT

relaxation becomes more important (cf. shorter characteristic time scale; see

figure 3.2). It can be seen that at t = 80 µs, the vibrational temperature reduces

to 2887 K. While this vibrational temperature is higher than in the case of t = 10

µs (i.e. 2473 K), the overpopulation of the higher vibrational levels with respect

to the Boltzmann distribution is considerably lower, which has a negative effect

on the vibrational-induced dissociation.

For a plasma pulse time of 100 µs, the gas temperature has increased to 1149

K. While the vibrational temperature reduces to 2050 K, the higher vibrational

levels get more depleted, with respect to 80 µs. However, this depletion is not as

pronounced as compared to the depletion going from 60 µs to 80 µs.
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5.3.5.b Relaxation of the VDF between two pulses

In figure 5.7, we show the VDF at the end of the first pulse (black curve), for

a plasma pulse time ton = 60 µs, and before the start of a new pulse, for four

different interpulse times, i.e., toff = 1 µs, 10 µs, 1 ms, and 1 s. The Boltzmann

plots at the corresponding vibrational temperatures are also indicated, to evaluate

the degree of overpopulation of the higher levels with respect to this equilibrium

distribution.

Figure 5.7: VDFs at the end of the first pulse, and before the start of the
second pulse, for a plasma pulse time ton= 60 µs, and for four different

interpulse times. The corresponding equilibrium Boltzmann distribution at the
vibrational temperature reached in these cases (cf. figure 5.3 b) are also plotted
in the same color (with these vibrational temperatures indicated), to illustrate

the degree of overpopulation of the higher vibrational levels with respect to this
equilibrium distribution.

Figure 5.3 illustrated that the vibrational temperature quickly drops after the

plasma pulse, and that a quasi-equilibrium with the gas temperature was reached

at around t = 1 ms. This is also observed in the VDFs; see figure 5.7. At the end
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of the plasma pulse with ton = 60 µs, the higher levels of the VDF are strongly

populated (cf. also figure 5.6). After 1 µs , the VDF still looks very similar to the

one at the end of the pulse, and only a small relaxation is noticed. After 10 µs,

the higher vibrational levels are clearly less populated. While the overpopulation

with respect to the Boltzmann distribution is still significant, a faster relaxation

is observed for the higher vibrational levels. Similarly as in figure 5.3, the VDF

relaxes to its Boltzmann distribution after 1 ms. For longer interpulse times, the

population of the VDF still decreases, since the vibrational and gas temperature,

and corresponding Boltzmann distribution decrease.

5.3.5.c VDF at the end of the plasma

Previous sections only showed the VDF and the vibrational and gas temperature

during and after the first pulse, but many consecutive pulses can occur. Therefore,

we plot in figure 5.8 the VDFs at the end of the plasma (i.e. at the end of the

last full pulse in case of more than two pulses, or when the predefined SEI of 1

eV/molec. is reached), for two different plasma pulse times (i.e., 1 and 60 µs)

and in each case for four different interpulse times. For comparison, the VDF

in case of a continuous plasma (when the SEI of 1eV/molec. is reached) is also

illustrated. In addition, in each case, the corresponding Boltzmann distributions

are also plotted at the indicated vibrational temperatures, to evaluate the degree

of overpopulation of the higher vibrational levels with respect to this equilibrium

distribution. In figure C.3 and C.4 of the SI, we also show the VDFs at half of

the plasma (i.e., when an SEI of 0.5 eV/molec is reached), for ton= 1 µs and

10 µs, and the VDFs at the end of the plasma, for ton= 10 µs and 100 µs, for

different interpulse times.

For both plasma pulse times, the VDFs at an interpulse time of 1 µs are

virtually the same as the VDF in case of a continuous plasma, with a similar

vibrational temperature. Indeed, the interpulse time is insufficient to cause sig-

nificant relaxation of the VDF (see figure 5.7). With increasing interpulse time,

the evolution of the VDF is different for the two plasma pulse times.

For a plasma pulse time of 1 µs and an interpulse time of 1 ms and above, the

VDFs become underpopulated with respect to the continuous plasma. Indeed,

the interpulse time is sufficiently long to cause relaxation of the VDF (see figure

5.7). However, the plasma pulse time is too short to get significant population

of the higher vibrational levels (see figure 5.6). In figure 5.8, the difference is not

large, given that the VDF of the continuous plasma is mostly thermalized as a

result of the high gas temperature (1795 K). The underpopulation of the VDF is

much more clear in figure C.3 of the SI, where the VDFs at half of the plasma

are shown.
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Figure 5.8: VDFs at the end of the plasma, for two different plasma pulse
times, i.e., ton = 1 µs (a, top panel), and ton = 60 µs (b, bottom panels), and
for different interpulse times (see legend), at a fixed SEI of 1 eV/molec. The
VDF calculated for a continuous plasma (at the same SEI) is illustrated for

comparison (black curves). The corresponding Boltzmann distribution functions
at the indicated vibrational temperature (reached in each case at the end of the

plasma) are also plotted in the same color, to illustrate the degree of
overpopulation of the higher vibrational levels with respect to this equilibrium

distribution.
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For a plasma pulse time of 60 µs, the VDF starts getting more populated at

higher interpulse times. At an interpulse time of 1 ms, a slight overpopulation of

the higher vibrational levels is observed, compared to the VDF of the continuous

plasma, despite the slightly lower vibrational temperature (1790 K). This can

be correlated with the lower gas temperature (1404 K), allowing for a faster VV

relaxation and a slower VT relaxation (see figure 3.2). For an interpulse time of

10 ms, the gas temperature is even lower (1043 K). However, it can be seen that

while the vibrational temperature (2281 K) is higher than the continuous case

, the population of the higher vibrational levels did not significantly increase.

Indeed, while the first vibrational level gets excited, the gas temperature is still

too high to allow for a fast overpopulation of the higher vibrational levels (cfr.

lower characteristic time scale for VT at higher gas temperature, see figure 3.2),

that were depleted during the interpulse (see figures 5.3 and 5.7). This results in

a lower overpopulation of the VDF with respect to the equilibrium Boltzmann

distribution at Tv (see figure 5.8 b). Note that a lower population of the higher

vibrational levels, despite a similar vibrational temperature, was also noticed in

figure 5.6 for t = 10 and 80 µs. In the latter case, the gas temperature reached

956 K, which is comparable to the gas temperature mentioned above (1043 K).

The slightly higher overpopulation of the VDF for ton = 60 µs and toff = 10

ms, compared to the continuous plasma, is not enough to compensate for the

vibrational energy loss between the pulses (see section C.2 in the appendix) and

does not lead to higher energy efficiency.

When the interpulse time increases to toff = 1 s, the gas temperature drops

back to 300 K (see figure 5.3). This results in a larger characteristic time scale,

and thus lower rate, for VT relaxation, and a faster VV relaxation. For a plasma

pulse time of 60 µs, this results in a large overpopulation, with respect to the

continuous plasma, that is again similar to the one in the first plasma pulse (see

figure 5.6). Because at these conditions, higher energy efficiencies are found, it

seems that the higher vibrational overpopulation is enough to compensate for the

vibrational energy losses between the pulses (see section C.2 in the appendix).

In figure C.4 of the appendix, we show the VDFs at the end of the plasma,

for plasma pulse time of 10 µs and 100 µs, for different interpulse times. As

these plasma pulse times are long enough to reach significant overpopulation

(see figure 5.6), the evolution of the VDFs with increasing interpulse time is

similar to the evolution at a plasma pulse time of 60 µs. While the VDFs show a

large overpopulation of the higher vibrational levels compared to the VDF of the

continuous plasma, for both ton = 10 µs, and ton = 60 µs, at an interpulse time

of 1 s, this only leads to a higher energy efficiency for the plasma pulse time of

60 µs (see figure 5.1). Indeed, due to the shorter plasma pulse time at ton = 10

µs, the number of pulses is higher to reach the same SEI of 1 eV/molec, which

90



Chapter 5. Improving the energy efficiency through pulsing

will increase the total amount of vibrational energy that is lost (see figure C.1 in

the appendix). Because more vibrational energy is lost, there is less vibrational

energy available for vibrational-induced dissociation. In the next section, we will

discuss in more detail the dissociation mechanisms.

5.3.6 Effect of pulsing on the dissociation and recombination

mechanisms

Now that we understand the effect of pulsing on the vibrational and gas temper-

ature and on the shape of the VDF, we can investigate the effect of the different

plasma pulse and interpulse times on the CO2 dissociation and recombination

mechanisms. In figure 5.9, we plot the percentage of CO2 that is converted by

electron impact dissociation (red), dissociation upon collision with a molecule M

(blue), and upon collision with an O atom (yellow), as a function of interpulse

time, for four different plasma pulse times. The most important recombination

mechanism, i.e. recombination of CO and O (purple), is plotted as negative

CO2 conversion. The horizontal lines correspond to the conversion by these five

mechanisms in a continuous plasma at the same SEI.

For ton= 1 µs (figure 5.9 a), all three dissociation mechanisms have the highest

CO2 conversion at toff = 1 µs. At this short interpulse time, the VDF does not

relax significantly between two pulses (see figure 5.7), so there is still enough

vibrational build-up through the plasma (see figure 5.8 a and figure C.3 in the

appendix). This results in the largest contribution to dissociation from collisions

of CO2 with either a molecule M, or an atom O. Given the high activation energy

barriers of these reactions28, and the relatively low gas temperatures calculated in

this work, the energy to overcome this barrier comes from the higher vibrational

levels. This is also shown in figure C.5 of the appendix, where the contribution

of the vibrational levels to the overall dissociation is shown.

When the interpulse time increases, the overpopulation of the higher vibra-

tional levels is considerably lower (see figure 5.8 a and figure C.4 in the appendix),

so vibrational-induced dissociation, upon collision with a molecule M or an atom

O, becomes insignificant. Therefore, electron impact dissociation becomes the

most important dissociation process, although its absolute value is also quite low

and drops upon increasing interpulse time. This is because at the conditions

under study (i.e. E/N = 50 Td), most of the electron energy goes into vibra-

tional excitation of CO2
28;102, and only a smaller portion goes into direct electron

impact dissociation. For longer interpulse times, the VDF relaxes between two

pulses (see figure 5.7), so more of the electron energy is needed at the start of the

next pulse to repopulate the VDF, resulting in a lower contribution of electron

impact dissociation to the conversion.
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Figure 5.9: Percentage of converted CO2 by the three main dissociation
reactions: electron impact dissociation (red), dissociation upon collision with a

molecule M (blue) and dissociation upon collision with an O atom (yellow). The
major recombination reaction, forming CO2 is also plotted (purple, negative

value). The dashed lines represent the respective conversions and recombination
for a continuous plasma at the same SEI of 1 eV/molec.

Because the dissociation mechanisms have a lower contribution than those

of the continuous case for all interpulse times at ton= 1 µs, the recombination

reactions are also lower than in the continuous case for all interpulse times. The

highest contribution from this reaction happens at short interpulse times, where

the overall dissociation is highest.

For ton =10 µs (figure 5.9 b), vibrational-induced dissociation (upon collision

with either another molecule M or an O atom) is dominant for all interpulse

times. Just like for ton = 1 µs, the conversion reaches its maximum for short

interpulse times ( i.e. toff = 1 µs), because the VDF is not drastically depleted
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between the pulses at these short interpulse times. The conversion is higher than

for ton = 1 µs, since there are less pulses in total (for the same fixed SEI), and

thus less overall vibrational energy loss (see figure C.1 of the appendix). When

the interpulse time increases, all three dissociation mechanisms first yield less

conversion, but above toff = 10 ms, they again become more important. This is

consistent with the increase in energy efficiency, observed in figure 5.1, and can

be explained by the lower gas temperature, which allows for a higher population

of the VDF near the end of the plasma, compared to a continuous plasma (see

figure C.4 in the appendix). The contribution of electron impact dissociation is

again quite small and drops upon longer interpulse times, like with ton = 1 µs,

for the same reason.

The recombination is high at short interpulse times, similarly to figure 5.9

(a). The recombination is slightly lower than in the continuous case, which can

be correlated to the lower conversion.

It is clear from figure 5.9 (a,b) that these very short plasma pulse times yield

a significantly lower conversion by all three processes than the continuous plasma,

for all interpulse times, except for the shortest interpulse times, where the role

of electron impact dissociation is comparable to that for a continuous plasma.

This picture corresponds to figure 5.1, where the overall conversion and energy

efficiency were lower than for the continuous plasma.

For ton = 60 µs and ton = 100 µs, the conversion by all three processes is

comparable to the continuous plasma for toff ≤ 10 ms. When toff ≥ 100 ms, the

conversion by vibrational-induced dissociation, upon collision with a molecule

M or an atom O, becomes higher than that for the continuous plasma. This is

correlated with the lower number of pulses, and hence lower total vibrational

temperature loss (see figure C.1 in the appendix), at these plasma pulse times,

combined with a significant overpopulation of the higher vibrational levels, with

respect to the continuous plasma, close to the end of the plasma (see figure 5.8).

Similarly to the conversion, the contribution of the recombination process follows

that of the continuous plasma for short interpulse times. For longer interpulse

times, the recombination becomes higher than that of the continuous case, which

can be explained by the higher contribution of the dissociation mechanisms. How-

ever, the higher recombination is not enough to compensate for the increase in

dissociation, thus explaining the higher conversion and energy efficiencies in figure

5.1.

5.3.7 Influence of cooling on the pulsing effect

From sections 5.3.3, 5.3.4, and 5.3.5, we concluded that the reduction of the gas

temperature resulted in a higher average vibrational temperature, and a higher
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overpopulation of the higher vibrational levels, which is beneficial for vibrational-

induced dissociation (see section 5.3.6). Thus, we may conclude that a lower

gas temperature has a beneficial effect on the dissociation, and therefore we

investigate here the effect of additional wall cooling on the energy efficiency, for a

plasma pulse time of ton = 60 µs, and different interpulse times. This is illustrated

in figure 5.10, for the standard case (no additional cooling: λadd = 0), and three

different cooling rates, defined by additional thermal conductivities, λadd = 0.01,

0.1, and 1 Wm−1K−1 (see equation 5.1 above). For higher cooling rates, the

improvement in energy efficiency with respect to a continuous plasma happens at

shorter interpulse times. Indeed, for λadd =0.1 Wm−1K−1, the energy efficiency

already shows an improvement at toff = 10 ms, while for λadd =1 Wm−1K−1,

this occurs at toff = 1 ms already. This means that additional cooling can be

used to tune the interpulse time at which the full potential of plasma pulsing can

be exploited.

Figure 5.10: Energy efficiency and conversion as a function of interpulse time
(toff), for a plasma pulse time ton = 60 µs, and for different cooling rates, as
defined by the additional thermal conductivity, λadd (in Wm−1K−1), besides
the basic case (no additional cooling). The dashed horizontal lines correspond

to the continuous plasma cases.
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5.3.8 Influence of the ionization degree and reduced electric field

on the pulsing effect

Up till now, we have only discussed the effect of pulsing at an ionization degree

of 10−6 and a reduced electric field of 50 Td, which are characteristic for plasmas

like MW and GA discharges29;38;52. In this section, we will evaluate the effect

of the ionization degree and the reduced electric field on the potential of plasma

pulsing. In figure 5.11, we vary the ionization degree between 2× 10−7 and 10−5

at a reduced electric field of 50 Td. The blue bars are the energy efficiencies for a

continuous plasma, while the red bars represent the maximum energy efficiency

(evaluated for different plasma pulse and interpulse times) that can be added by

pulsing. For ionization degrees of 5× 10−7 and 10−6, pulsing can indeed increase

the energy efficiency of CO2 dissociation, upon selecting the right values of plasma

pulse and interpulse times (cf. figure 5.1). However, at both lower and higher

ionization degrees, pulsing seems not to increase the energy efficiency, which can

be explained as follows.
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Figure 5.11: Energy efficiency and conversion of a continuous plasma (blue
bars), and maximum additional energy efficiency caused by pulsing, for different
ionization degrees, at an interpulse time of 1 s, and a reduced electric field of 50
Td. At ionization degrees higher than the dashed line, no thermalization of the

vibrational temperature occurs for this total SEI.
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The reason why the energy efficiency does not increase at the high ionization

degree of 1 × 10−5 lies in the much faster rise of the vibrational temperature,

with respect to the gas temperature, due to the shorter time scales of electron

impact vibrational excitation (see figure 3.2). This is shown in figure C.6 of the

appendix where the time-evolutions of the vibrational and gas temperature are

plotted at different ionization degrees. Since the vibrational temperature rises

much faster than the gas temperature, the latter does not reach high enough

values to thermalize the vibrational temperature, which therefore increases until

the end of the plasma. Since no thermalization of the vibrational temperature

occurs during the continuous plasma, pulsing will not be able to increase the

vibrational temperature, and will therefore not be able to improve the energy

efficiency. For di = 5 × 10−6, thermalization does start to occur. However, the

energy efficiency does not improve, as this thermalization happens closer to the

end of the plasma, which prevents pulsing from improving the energy efficiency.

In figure 5.11, ionization degrees higher than the dashed vertical line have a

vibrational temperature increase until the end of the plasma.

At a low ionization degree of di = 2 × 10−7, the vibrational temperature

does reach a maximum value, after which it thermalizes (see figure C.6 of the

appendix). However, pulsing cannot increase the energy efficiency (see figure

5.11). This can be explained by the contribution of the different dissociation

and recombination mechanisms, shown in figure 5.12 for different plasma pulse

times, and an interpulse time of 1 s. At low ionization degrees, the characteristic

time scale of electron impact vibrational excitation is much longer (see for di =

10−7 in figure 3.2), resulting in a smaller contribution from vibrational-induced

dissociation upon collision with a molecule M or an atom O. As can be seen in

figure 5.12, electron impact dissociation becomes the most important dissocia-

tion mechanism. While pulsing increases the dissociation upon collision with a

molecule M (see ton = 100 - 1000 µs in figure 5.12), this rise is compensated by

the negative effect of pulsing on electron impact dissociation (as was also seen in

figure 5.9). The lower total contribution from these two reactions also lowers the

dissociation upon collision with an atom O as well as the recombination, as they

provide the O atoms for these reactions. The reduced contribution of electron

impact dissociation and dissociation by collision with an atom O will therefore

not lead to higher energy efficiencies, with respect to the continuous plasma.

When the reduced electric field increases, vibrational-induced dissociation

becomes less important due to the lower amount of electron energy that goes

to the vibrational modes28. Figure 5.13 illustrates the effect of the latter on the

additional energy efficiency created by pulsing the plasma, for 100 Td and 150 Td.

At a reduced electric field of 100 Td (corresponding to an electron temperature of

about 2 eV), pulsing increases the energy efficiency at an ionization degree of 5×
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Figure 5.12: CO2 conversion by the three main dissociation reactions: electron
impact dissociation (red), dissociation upon collision with a molecule M (blue)

and upon collision with an O atom (yellow), as well as the most important
recombination reaction, for different plasma pulse times and an interpulse time

of 1 s, a reduced electric field of 50 Td and an ionization degree of 2× 10−7.
The dashed horizontal lines represent the respective conversions of a continuous

plasma at the same SEI.

10−7 (see figure 5.13 a). At a reduced electric field of 150 Td (and corresponding

electron temperature of 2.8 eV), the energy efficiency is only enhanced at an

ionization degree of 5× 10−8 and 10−7. However, the increase is negligible.

For high and low ionization degrees, pulsing the plasma also does not lead to

higher energy efficiency at higher reduced electric fields of 100 Td and 150 Td.

Similar explanations as the ones that were given for a reduced electric field of

50 Td also apply. Indeed, at high ionization degrees, the vibrational tempera-

ture also increases until the end of the plasma (see figures C.7 and C.8 of the

appendix), while at low ionization degrees, the negative effect of pulsing on the

most prominent dissociation mechanism, i.e. electron impact dissociation, can

not be compensated by the positive effect on the vibrational-induced dissociation

by collision with a molecule M. This is shown in figures C.9 and C.10 of the

appendix for di = 10−7 at 100 Td and di = 5× 10−8 at 150 Td, respectively.
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a) E/N = 100 Td
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b) E/N = 150 Td
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Figure 5.13: Energy efficiency and conversion of a continuous plasma (blue
bars), and maximum additional energy efficiency, caused by pulsing, for different
ionization degrees, at an interpulse time of 1 s, and for a reduced electric field of
a) 100 Td, and b) 150 Td. At ionization degrees higher than the dashed line, no

thermalization of the vibrational temperature occurs for this total SEI.
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5.4 Conclusions

In this chapter, we have demonstrated the potential of plasma pulsing for im-

proving the energy efficiency of CO2 dissociation in a non-equilibrium plasma,

by means of a 0D chemical kinetics model with self-consistent gas temperature

calculation. At a reduced electric field of 50 Td, an ionization degree of 10−6,

and a total SEI of 1 eV/molec, our model predicts a drop in energy efficiency

for short plasma pulse and interpulse times (i.e. ton ≤ 10 µs, and toff ≤ 10 ms),

while an improvement in energy efficiency was calculated at longer plasma pulse

and interpulse times.

To explain these results, we studied the vibrational and gas temperature evo-

lution as a function of time during and after the pulse. The vibrational temper-

ature quickly rises, but drops again after a maximum is reached, while the gas

temperature rises more slowly, but shows a continuous increase during and even

after the pulse, and only drops for long enough interpulse times. The plasma pulse

time for which the highest energy efficiency was found (60 µs) corresponds to the

time at which the vibrational temperature reaches its maximum. For shorter

plasma pulse times, this maximum could not be reached, while at longer plasma

pulse times, thermalization due to the high gas temperature results in a strong

drop in vibrational temperature. This effect is correlated with the shorter char-

acteristic time of VT relaxation at higher gas temperatures. At interpulse times

above toff = 1 ms, the vibrational and gas temperature reach an equilibrium,

and both reach room temperature at toff = 1 s. A maximum energy efficiency of

13.7% (compared to 8.7% for a continuous plasma at the same conditions) was

obtained for a plasma pulse time ton = 60 µs, and an interpulse time toff = 1 s.

The effect of pulsing was also reflected in the evolution of the VDF. During

the pulse, the higher vibrational levels start to get populated, but when the

gas temperature becomes about 1000 K, the higher vibrational levels, which are

needed for efficient vibrational-induced dissociation, start to get depleted. Hence,

for plasma pulse times of 60 µs, the VDF is still overpopulated by the end of the

pulse, but it quickly thermalizes after the pulse, and for interpulse times toff

= 1 ms, the VDF returns to a Boltzmann distribution, in equilibrium with the

translational (gas) temperature.

We also compared the VDF at the end of the plasma (when the total SEI of 1

eV/molec was reached) for different plasma pulse and interpulse times. For short

interpulse times, the VDF closely resembles that of a continuous plasma, which

is nearly thermalized because of the higher gas temperature. However, for longer

interpulse times, the reduction in gas temperature was enough to allow a con-

siderable overpopulation of the vibrational levels with respect to the continuous

plasma. This overpopulation was the highest for toff = 1 s, at which the highest
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energy efficiencies were found. However, the plasma pulse time needs to be long

enough (ca. 60 µs), to fully exploit the beneficial effect of plasma pulsing, since

the VDF needs this time to fully build up during the pulses, and a lower number

of pulses reduces the losses of vibrational energy in between the pulses.

By evaluating the role of the various CO2 dissociation processes, our model re-

veals that the higher energy efficiency upon pulsing (at long enough plasma pulse

and interpulse times) is due to an increased contribution from vibrational-induced

dissociation (mainly CO2+M → CO+O+M, but also CO2 + O → CO+O2).

We also studied the effect of additional plasma cooling on the pulsing effect.

Our model shows that for higher plasma cooling, the beneficial effects of pulsing

already occur at shorter interpulse times, which is logical, as the gas temperature

drops more quickly.

Finally, we evaluated the pulsing effect for different ionization degrees and

reduced electric fields. At high ionization degrees, the vibrational temperature

rises much faster than the gas temperature, resulting in higher energy efficiencies

in a continuous plasma. Hence, as no thermalization of the vibrational levels

occurs (due to the lower gas temperature), plasma pulsing cannot further improve

the energy efficiency. At low ionization degrees and higher reduced electric fields,

vibrational-induced dissociation is of lower importance, so pulsing has again no

(or only a minor) effect on the energy efficiency. Therefore, our model reveals

that pulsing can significantly enhance the energy efficiency for ionization degrees

around 5 × 10−7 - 10−6, and low reduced electric fields of about 50 Td and 100

Td.

In summary, our model provides interesting insights in how plasma pulsing

can compensate for the negative effect of thermalization of the VDF, and how

it can be used to increase the VT non-equilibrium in CO2 plasmas, and thus to

optimize the role of vibrational-induced dissociation.

We want to stress that the absolute values of conversion and energy efficiency

in this work are subject to uncertainties, as a result of the uncertainties that exist

on the rate coefficients. In addition, we want to note that the results only apply

for a homogeneous plasma under the chosen external cooling term. At a lower

external cooling, or when the plasma is radially contracted, leading to longer

residence times, higher gas temperatures can be reached in the plasma. At these

temperatures, thermal dissociation could become important. The results in this

chapter only correspond to plasmas where thermal dissociation is not important,

as pulsing will have a detrimental effect on this process. The effect of external

cooling, and its effect on the plasma-based CO2 dissociation will be discussed in

more detail in the next chapter.

100



CHAPTER 6

The role of quenching in non-equilibrium

plasmas

The results presented in this chapter were published in108:

• V. Vermeiren and A. Bogaerts. Plasma-Based CO2 Conversion: To Quench

or Not to Quench? J. Phys. Chem. C, 124(34):18401–18415, 2020. DOI:

10.1021/acs.jpcc.0c04257
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Chapter 6. The role of quenching in non-equilibrium plasmas

6.1 Introduction

Over the last few years, research on CO2 plasmas was largely focussed on in-

creasing the VT non-equilibrium to reach higher energy efficiency of CO2 conver-

sion28;56;92;93;97;103;158;159. The aim was to enhance the vibrational temperature

without (significantly) raising the gas temperature. However, in most experi-

ments conducted with MW, APGD and GA discharges, the plasma appears to

be in (or close to) thermal equilibrium, with the gas temperature (nearly) equal

to the vibrational temperature29;39;54;59;74;87;101.

These high gas temperatures (i.e. > 2500 K39;60;63) can even be reached at

relatively low specific energy inputs (SEI), because the power input is localized

in a limited gas volume60;64;74 leading to a much higher local SEI64. This phe-

nomenon is especially pronounced in APGD, GA and MW plasmas. In APGD

and GA plasmas the contracted nature is inevitable, since the discharge is charac-

terized by a plasma column that connects two electrodes37;54;74. In MW plasmas,

the discharge is known to radially contract with increasing pressure, starting from

around 100 mbar58–60, in which the minimal plasma radius is equal to the skin

depth60.

The high temperatures29;39;54;60;63;64;74 lead to significant thermal dissocia-

tion at the expense of vibrational-induced dissociation. The VDF exhibits a

Boltzmann distribution, with no overpopulation of the higher vibrational levels,

and the dissociation mainly occurs from the lower vibrational levels of CO2
74;101.

While high energy efficiencies can be reached at these temperatures39;59;74;107,

the overall conversion starts to become constrained by the recombination reac-

tions, mainly of CO with O2 molecules, which become more important at higher

temperatures59;74;101.

A possible pathway to limit these recombination reactions at high gas tem-

peratures is by quickly cooling the gas, thereby quenching the converted reaction

products. Experimentally, this can be accomplished by a sharp temperature gra-

dient between the plasma core and the surrounding gas53;64. In addition, the

gas can be cooled by enhanced radial heat transport, achieved in turbulent flow

regimes59;109;139, or by supersonically accelerating the gas62. For high SEI plas-

mas, however, in which more than 0.19 eV/molec. goes to heat, this acceleration

has to take place in the afterglow to prevent thermal choking of the flow37;124.

Next to limiting the recombination reactions, and thus freezing of the reac-

tion products (so-called ideal quenching), it is also possible to increase the CO2

conversion upon quenching. This is called super-ideal quenching and happens

when a VT non-equilibrium, created or enhanced by the sudden drop in gas tem-

perature, promotes VV relaxation to the higher vibrational levels, and further

enhances the dissociation reactions. More specifically, this can happen by the
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reactions of vibrationally excited CO2 molecules with any molecule (M), or with

an O atom (i.e. CO2 + M → CO + O + M, or CO2 + O → CO + O2).

Although it has been experimentally and theoretically demonstrated that high

energy efficiencies for CO2 conversion can be reached in warm plasmas at tem-

peratures of 3000 K and above29;39;63;64;74;107, and it is often stated that quench-

ing is promising to reach higher energy efficiencies37;59;62;64;101, more insight is

needed to demonstrate its full potential. Therefore, we examine here the effect

of quenching on the CO2 conversion and energy efficiency for different plasma

conditions. Furthermore, we compare the plasma conversion with purely thermal

conversion, for the same power input, to elucidate the difference in performance,

and to determine the actual role of thermal dissociation in plasma-based CO2

conversion.

6.2 Model description

6.2.1 Plasma model

In this chapter, we follow the time-evolution of a volume element as it moves

through a plasma reactor. The model starts with pure CO2, mimicking the gas at

the inlet of the reactor, and a Boltzmann vibrational distribution, corresponding

to 300 K, i.e., the gas temperature at the inlet (see sections 2.4.2 and 2.4.3).

At t=0, plasma power is applied to the gas (or thermal power when we use the

model for pure thermal conversion; see below).

In order to compare the plasma performance with pure thermal simulations,

we apply a heat source term with the same power deposition profile Pdep,th as in

the plasma case:

Nth

βth
Pdep,th =

Npl

βpl
Pdep,pl (6.1)

with Nth and βth being the total gas number density and expansion factor of

the thermal simulation, respectively, and Npl and βpl for the plasma simulation.

At time t = 0 s, the plasma is ignited by applying the power as described

above. The plasma is sustained until the applied power reaches the value corre-

sponding to a certain predefined SEI (in eV/molec.).

We aim to study the effect of quenching at conditions of maximum CO2

conversion and energy efficiency. This is typically achieved in MW plasmas at

intermediate pressure29;39. We therefore assume a fixed pressure of 100 mbar.

The gas temperature is calculated self-consistently in the model, using equa-

tion 2.14. The heat exchange with the surroundings is particularly important

in order to tune the VT (non) equilibrium effects. The external cooling term is
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defined as101;104:

Pext = c
8λ(Tg)

R2
(Tg − Tw) (6.2)

where λ is the gas thermal conductivity, Tw is the wall temperature (assumed

as 300 K), and the reactor radius R is set to 7 mm55;57. The gas thermal con-

ductivity is calculated by104: λ(Tg) = (0.071Tg − 2.33)× 10−3Wm−1K−1.

In order to study the effect of quenching on the CO2 dissociation, we added a

tuning constant c, to increase or decrease the cooling power (or thermal conduc-

tivity ), which determines the gas temperature. Without quenching, c remains

the same during the entire simulation. The gas can be quenched by reducing the

gas temperature to 300 K (i.e. instantaneous quenching), or by increasing the

cooling constant (i.e. c1 before quenching and c2 after quenching).

In reality, the cooling by thermal conductivity can be increased by gas flow

turbulence61;109. A rise in thermal conductivity by a factor 100 (which is our

model corresponds to c = 100) is quite feasible for CO2 at room temperature.

Indeed, while in our model, the thermal conductivity at 300 K is 0.019 W/(m*K),

the effective thermal conductivity due to turbulence at 300 K was estimated to be

1-3 W/(m*K)61, hence a factor (c=) 100 higher. The highest cooling constant in

our model is c = 1000, which probably may only be realized upon mixing with a

cold gas. However, the latter could also result in changes in the gas composition,

but these effects are beyond the scope of our study. Indeed, our study is more

conceptual.

6.2.2 Chemistry set

Similarly as in chapter 5, the foundation of the species and chemistry set are

shown in table 3.1, and the tables in section A.1, respectively. In tables 3.2 and

3.3 updates and additions to the list of species are shown. Sections A.2 and A.3

present the modified or added reactions that apply to the chemistry set used in

this chapter.

The main difference between the chemistry set used in the previous chapter

and this one is that due to the higher conversion degree reached in this chapter,

O+
2 is added to the list of ions. Also, more vibrational levels of CO and O2 are

taken into account. For CO and O2, 50 and 33 levels are taken into account,

respectively. For O2, these levels reach the dissociation limit, like the CO2 vi-

brational levels of the asymmetric mode (see chapter 3). For CO, there are 63

levels up to the dissociation limit, but the levels above 50 were neglected, as they

did not affect our results, due to the low vibrational excitation and strong VT

relaxation, leading to a low population.
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6.3 Results and discussion

All results are presented for a pressure of 100 mbar, which typically yields high

energy efficiencies38. The ionization degree (di) is set to 10−6, which can be

considered as a lower value for diffuse microwave plasmas60, but could also be

applicable for glow discharge plasmas160. The reduced electric field (E/N) is

set to 50 Td, as this is a value that ensures high vibrational excitation of the

asymmetric mode levels of CO2. We also present the results for an ionization

degree (di) of 10−4 and E/N of 100 Td, to illustrate the behavior in a wider

range of conditions.

6.3.1 Effect of cooling constant on the CO2 conversion, gas and

vibrational temperature during plasma

Figure 6.1 shows the time-evolution of the CO2 conversion (left axis) and gas

and vibrational temperature (right axis) for a plasma with SEI = 5 eV/molec.,

at weak (a) and strong (b) cooling, hence, representing a VT-equilibrium (or

warm) plasma and a VT non-equilibrium (or cold) plasma, respectively. The

vertical lines indicate the times at which an SEI of 1, 2, 3, and 4 eV/molec. is

reached. Note that the residence time to reach a certain SEI in the cold plasma

is shorter than in the warm plasma, as the gas density (N) is higher, requiring a

higher electric field (and thus higher SEI) to reach an E/N of 50 Td.

At weak cooling (figure 6.1 (a)), a non-equilibrium between the vibrational

and gas temperature arises at the start of the plasma, but quickly disappears,

since the gas temperature rapidly rises, thus enhancing VT relaxation, so that

the vibrational energy is lost to heat. At an SEI of 1 eV/molec., the vibrational

and gas temperature are already in equilibrium. Van den Bekerom et al.161 and

Klarenaar et al.158 also demonstrated experimentally for MW plasmas and glow

discharge plasmas, respectively, that the non-equilibrium between vibrational and

gas temperature is largest at the onset of plasma, after which it decreases when

higher gas temperatures are reached. Exact comparison is not possible, as these

experiments were performed at pressures of 25 mbar and 6.7 mbar, respectively.

The CO2 conversion increases slowly at the plasma onset. It reaches 3.7 % at 1

eV/molec., and 8.6 % at 2 eV/molec., but then it rises much faster. At this time,

the gas temperature has reached 3820 K, resulting in strong thermal dissociation

of CO2
74;107. Thus, this high gas temperature is needed for significant conversion.

At 5 eV/molec. a conversion of 84.6% is reached.

At strong cooling (figure 6.1 (b)), a non-equilibrium between vibrational and

gas temperature exists for all shown SEI values, since VT relaxation is much less

important at low gas temperatures. At an SEI of 1 eV/molec., the CO2 conversion
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Figure 6.1: Time-evolution of the CO2 conversion (left axis) and gas and
vibrational temperature (right axis) for a plasma with SEI of 5 eV/molec., and
for (a) weak cooling (c = 10−3) and (b) strong cooling (c = 103), mimicking VT

equilibrium (or warm) plasma and VT non-equilibrium (or cold) plasma,
respectively. The time after which 1, 2, 3, and 4 eV/molec. of energy is supplied

to the plasma is indicated with vertical dashed lines.

reaches 9.5 %, which is more than double of what was reached at the same SEI

in figure 6.1 (a). However, when the SEI is higher than 2 eV/molec., the CO2

conversion rises much more slowly than in figure 6.1 (a). At 5 eV/molec., a CO2

conversion of 28.3 % is reached, hence much lower than in figure 6.1 (a). Thus, at

SEI values below or equal to 1 eV/molec., cooling of the plasma is beneficial for
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the conversion, consistent with previous studies performed by our group28. For

SEI values of 2 eV/molec. and higher, cooling is detrimental, pointing towards

the important role of thermal dissociation. This will be further elaborated in

section 6.3.7.

6.3.2 CO2 conversion and gas temperature in the afterglow of

warm plasmas

In figure 6.2, we plot the time-evolution of the conversion and gas temperature

in the afterglow of a plasma with SEI of 1, 2, 3, 4, and 5 eV/molec., at weak

cooling (c = 10−3), i.e., the afterglow of figure 6.1 (a), starting at the different

vertical dashed lines.

The conversion continues to rise in the afterglow, due to thermal CO2 disso-

ciation. This is most obvious for larger SEI, and thus a higher gas temperature.

Indeed, the system may not yet be in chemical equilibrium, because of the short

residence time. At lower ionization degrees and reduced electric fields, when the

residence time to reach these SEI values is longer, this equilibrium can already

be reached inside the plasma.

Next to thermal dissociation, recombination is also important at high gas

temperatures101. In the afterglow, the temperature slowly decreases as a function

of time (figure 6.2 (b)), and around 10-100 ms (depending on the SEI) thermal

dissociation becomes less important than recombination, so the CO2 conversion

starts to drop (figure 6.2 (a)). After ca. 2 s, the gas temperature has become low

enough (ca. 1000-1500 K) for both recombination and dissociation to become

unimportant. At that point, the conversion remains constant.

This figure clearly illustrates that when no additional cooling is applied in

the afterglow, the CO2 conversion, although being very high inside the plasma at

high SEI values (even close to 100 %), eventually drops to low values (∼ 20-25 %)

after a few seconds, due to recombination reactions. To avoid this detrimental

effect, we need to apply cooling in the afterglow, to quench the reaction products.

This will be studied in the following sections.
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Figure 6.2: Time-evolution of the CO2 conversion (a) and gas temperature (b)
in the afterglow of a warm plasma with SEI of 1, 2, 3, 4, and 5 eV/molec., at

weak cooling (c = 10−3), when no additional cooling is applied in the afterglow.

6.3.3 Instantaneous quenching

Instantaneous quenching, i.e., quickly reducing the gas temperature to 300 K, can

prevent the recombination. Indeed, at 300 K, thermal dissociation and recombi-

nation are not important, and the converted reaction products are ”frozen”.

We describe here the effect of instantaneous quenching, (i) at the plasma end,

and (ii) in the afterglow, when the CO2 conversion reaches its maximum without

any quenching (see figure 6.2).
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6.3.3.a Quenching after warm plasmas

In figure 6.3, we plot the time-evolution of the CO2 conversion (top panels) and

gas temperature (bottom panels) for a plasma with SEI of 0.5 eV/molec. (left

panels) and 4 eV/molec. (right panels), at weak cooling (c = 10−3). Note that

a VT equilibrium exists at the plasma end with SEI of 4 eV/molec., but not at

0.5 eV/molec. (cf. figure 6.1 (a)).
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Figure 6.3: Time-evolution of the CO2 conversion (a and b) and gas
temperature (c and d) without quenching (blue curve) and with quenching at
the plasma end (red curve) and at the maximum conversion in the afterglow

(yellow curve) for a plasma with SEI of 0.5 eV/molec. (a and c) and 4
eV/molec. (b and d), at weak cooling (c = 10−3). The purple area indicates the

plasma, and the vertical dashed line shows where the conversion reaches a
maximum in the afterglow without quenching. Note that the plasma with SEI

of 0.5 eV/molec. is characterized by VT non-equilibrium, while SEI of 4
eV/molec. yields a VT equilibrium at the plasma end.
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Quenching clearly leads to a higher final CO2 conversion in all cases, but the

ideal quenching moment is different for the plasma with high or low SEI.

For an SEI of 0.5 eV/molec. (figure 6.3 (a) and (c)), the optimal quenching

moment is at the plasma end. The conversion increases rapidly after quench-

ing, due to the VT non-equilibrium, enhanced by the fast drop in gas tempera-

ture. This is called ”super-ideal quenching”. Quenching at maximum conversion

also yields a higher CO2 conversion, but since the vibrational temperature drops

quickly after switching off the plasma125, the VT non-equilibrium, and thus the

increase in conversion, is much smaller than when quenching at the plasma end

(cf. yellow and red curve in figure 6.3 (a)).

For an SEI of 4 eV/molec., the optimal quenching moment is at maximum

conversion. Since a chemical equilibrium is not yet reached at the plasma end,

the conversion further increases after the plasma (see also figure 6.2). For both

quenching cases, the CO2 conversion remains more or less frozen (except for a

small drop immediately after quenching). The VT non-equilibrium created by

the drop in gas temperature is not enough to give a rise in conversion (i.e. super

ideal quenching). The different trends in CO2 conversion upon quenching, for

the two SEI values, will be discussed more in depth in the following sections.

Next to the conversion, the energy efficiency is a good measure for effectiveness

of quenching. Figure 6.4 summarizes both the conversion and energy efficiency

as a function of SEI, without quenching (blue bars), and in case of quenching at

the plasma end (red bars) and at maximum conversion (yellow bars).

For all SEI values, quenching at maximum conversion enhances the final con-

version and energy efficiency, compared to no quenching. The rise is most pro-

nounced for higher SEI values, where the conversion is most affected by a gradual

drop in gas temperature (figure 6.2). Our model predicts a maximum final con-

version of 90 %, for quenching at maximum conversion, at an SEI of 5 eV/molec.,

and a maximum energy efficiency of 58 %, again for quenching at maximum con-

version, but at an SEI of 4 eV/molec.

Quenching at the plasma end only enhances the final conversion and energy

efficiency for SEI below 1 eV/molec. and above 2 eV/molec. For SEI below 1

eV/molec., the VT non-equilibrium at the plasma end, further enhanced upon

quenching, yields super-ideal quenching, see also figure 6.3 (a)). For SEI values

of 1 and 2 eV/molec., the gas temperature at the plasma end is high enough

to allow thermal CO2 dissociation, but there is no significant drop in conversion

in the afterglow due to gradual cooling (cf. figure 6.2 (a)), because the CO2

conversion is limited, and thus the recombination reactions are not so important

as for higher SEI values. Hence, quenching does not play such a big role in

reducing the eventual drop in CO2 conversion. For higher SEI values, the drop

in CO2 conversion is very pronounced (see figure 6.2 (a)), thus explaining why
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quenching at the plasma end is again beneficial for SEI values above 2 eV/molec.
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Figure 6.4: CO2 conversion (a) and energy efficiency (b) as a function of SEI,
without quenching (blue curve), and with quenching at the plasma end (red

curve) and at maximum conversion (yellow curve), for warm plasma conditions
(i.e. weak cooling; c = 10−3). Note that an SEI of 0.25 and 0.5 eV/molec.

yields a VT non-equilibrium plasma, while an SEI of 1 eV/molec. and higher
results in a VT equilibrium plasma (cf figure 6.1 (a))
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6.3.3.b Quenching after cold plasmas

When strong cooling (c = 103) is applied, the VT non-equilibrium does not

disappear for higher SEIs (see figure 6.1 (b)). Figure 6.5 shows the effect of

different quenching times on the evolution of the CO2 conversion, for a cold

plasma with SEI of 4 eV/molec.

In both cases, the CO2 conversion slightly rises after quenching (i.e. super-

ideal quenching; see inset in figure 6.5 (a)), but it is followed by a larger drop

compared to without quenching. Hence, the final CO2 conversion is lower for

both quenching options than without quenching.

Comparing this situation to figure 6.3 (a), it seems that a VT non-equilibrium

can enhance the CO2 conversion, but for high SEI values, the conversion after

plasma is higher, and more recombination can take place, resulting in a lower

final CO2 conversion. Only at low SEI values, non-equilibrium plasmas seem to

benefit from quenching, yielding a clearly higher final CO2 conversion (see figure

6.3 (a)).
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Figure 6.5: Time-evolution of the CO2 conversion (a) and gas temperature (b)
without quenching (blue curve), and with quenching at the plasma end (red

curve) and at the maximum conversion (yellow curve), for a cold (VT
non-equilibrium) plasma at SEI of 4 eV/molec. (strong cooling, c = 103). The
purple area indicates the plasma, and the vertical dashed line shows where the

conversion reaches a maximum in the afterglow without quenching.
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6.3.4 Effect of instantaneous quenching on the dissociation and

recombination rates

To explain the different behavior of instantaneous quenching at low and high

SEI, we now discuss its effect on the dissociation and recombination rates, both

for a plasma with low and high SEI (0.5 and 4 eV/molec.), characterized by

VT non-equilibrium and equilibrium at the plasma end, respectively. Figs. 6.6

and 6.7 show the total contribution of the three most important dissociation

reactions (reaction X4 in Table A.1, and reaction N1 and N2 in Table A.4 and

A.7) and recombination reactions (N4 and N5 in Table A.4 and A.7), to the

CO2 conversion, plotted as positive and negative conversion. For both cases, the

quenching moment that provides maximum CO2 conversion (i.e. quenching at the

plasma end for an SEI of 0.5 eV/molec., and quenching at maximum conversion in

the afterglow for an SEI of 4 eV/molec., respectively) will be compared with the

non-quenched case. Figure D.1 and D.2 in the appendix show the corresponding

time-evolution of these rates after quenching, while figure D.3 and D.4 show the

evolution of the O radical density after quenching.

Figure 6.6 illustrates that the dissociation rates increase upon quenching, as

well as the recombination rate by reaction N5. However, due to the low conversion

degree (3-4%), little CO and O2 are present, and this reaction is not important.

The main reason for the higher final CO2 conversion is the lower contribution

from recombination reaction N4, due to the faster drop in O radical density,

shown in figure D.3 from the appendix.

Figure 6.7 illustrates that dissociation reactions N1 and N2, as well as recom-

bination reactions N4 and N5, are all reduced. The reduction is most drastic

for N2 and N5. Note that for these two reactions, the conversion value is higher

than 100 % in the case without quenching, since on average, CO2 dissociates

and recombines multiple times, but the overall net conversion is of course not

above 100 %. Due to the stronger reduction in recombination rate, the final CO2

conversion increases, as also observed in figure 6.3 (b) (yellow vs blue curve).

However, figure D.2 of the appendix shows that upon quenching, both recombi-

nation reactions see a fast but short increase, with respect to the non-quenched

case. This can be correlated with the short decrease in CO2 conversion, that is

noticed when quenching (see yellow vs blue curve in figure 6.3 (b)).

In appendix D , we show the time-evolution of the dissociation and recombi-

nation rates (figure D.5), and the contribution of these reactions to the overall

CO2 conversion (figure D.6), for a non-equilibrium cold plasma with SEI of 4

eV/molec. (i.e., strong cooling, c = 103) corresponding to figure 6.5, in case of

quenching at the plasma end. Quenching again enhances the dissociation reac-

tions and recombination reaction N5, similar to figs. 6.6 and D.1 of the appendix
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Figure 6.6: Total contribution of the dissociation and recombination reactions
to the conversion for a warm VT non-equilibrium plasma with SEI of 0.5

eV/molec. that is quenched at the plasma end (right), and that was subjected
to weak cooling (c = 10−3). The case without quenching (left) is shown as a

reference. The horizontal dashed lines indicate the final CO2 conversion.
Besides the major dissociation reactions (N1, N2), also electron impact

dissociation (X4; see Table S.1 in SI) has a minor contribution.
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Figure 6.7: Total contribution of the dissociation and recombination reactions
to the conversion for an equilibrium plasma with SEI of 4 eV/molec. that is
quenched at maximum conversion (right), and that was subjected to weak

cooling (c = 10−3). The case without quenching (left) is shown as a reference.
The horizontal dashed lines indicate the final CO2 conversion. In contrast to

the non-equilibrium plasma of figure 6.6, electron impact dissociation (X4) has
a negligible contribution to the final CO2 conversion.

116



Chapter 6. The role of quenching in non-equilibrium plasmas

(i.e., VT non-equilibrium warm plasma at SEI of 0.5 eV/molec). However, since

the CO2 conversion is higher than at SEI of 0.5 eV/molec., the recombination

reactions are more important, and the rise in recombination reaction N5 happens

over a longer time, resulting in an overall drop in CO2 conversion, as indeed

observed in figure 6.5.

6.3.5 Effect of instantaneous quenching on the VDFs of CO2, CO

and O2

The dissociation reactions N1 and N2, and the recombination reaction N5 all

have a high activation energy (see Table A.4 and A.7 of the appendix). At low

gas temperatures, i.e., after quenching, these reactions can only take place if the

molecules have sufficient vibrational energy to overcome the activation energy.

Therefore, figures 6.8 and 6.9 illustrate the VDFs of CO2, CO and O2 at different

times after quenching, for a VT non-equilibrium warm plasma with SEI of 0.5

eV/molec. that is quenched at the plasma end (cf. figure 6.6, figure D.1 in the

appendix, and red curve in figure 6.3 (a)), and an equilibrium warm plasma with

SEI of 4 eV/molec. that is quenched at maximum conversion (cf. figure 6.7,

figure D.2, and yellow curve in figure 6.3 (b)), respectively.

In figure 6.8, right before quenching (i.e. at the plasma end), the higher vi-

brational levels of all three molecules already have a large overpopulation; see red

curve; note that this time point is not indicated in the upper panel, because of the

logarithmic x-axis. This is consistent with the VT non-equilibrium for SEI below

1 eV/molec. in figure 6.1 (a). Upon quenching, the drop in gas temperature

results in a faster VV relaxation, and a slower VT relaxation, leading to a higher

population of the higher vibrational levels of CO2, enabling the dissociation re-

actions N1 and N2. On the other hand, the strong vibrational overpopulation of

CO and O2 also enables the recombination reaction N5 (see figure 6.6 and figure

D.1 in the appendix). Due to the low conversion degree, CO2 is the dominant

molecule in the mixture, and the rise in N1 and N2, fuelled by the overpopulation

of the higher vibrational levels of CO2, is dominant over the rise in recombination

reaction N5. However, the VDF of CO2 depopulates much faster than those of

CO and O2, explaining why the fast increase in conversion is followed by a slow

drop (point 2, purple curve in figure 6.8, and figure D.1 in the appendix). After

1 ms (time-point 3, green curve in figure 6.8), the higher vibrational levels of CO

and O2 exhibit no overpopulation anymore, and the recombination reaction N5

is no longer important (figure D.1 in the appendix). The resulting drop in CO2

conversion is a result of reaction N4, which has a low activation energy, and does

not need vibrational energy to take place.

In figure 6.9, the VDFs of the three molecules follow the Boltzmann distribu-
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Figure 6.8: VDFs of CO2, CO, and O2 (bottom panels; b-d), and their
corresponding Boltzmann distributions, at the end of a warm plasma with SEI
of 0.5 eV/molec. (VT non-equilibrium, weak cooling, c = 10−3) (red), and for
different times after instantaneous quenching at the plasma end (1 to 4). The
different time points are indicated on a plot of the conversion as a function of
time (top panel; a). The vertical dashed lines in the bottom panels show the

vibrational activation energies (Ea/α) of the dissociation reactions (N1 and N2)
(b) and recombination reaction (N5) (c,d).

tion, since VT equilibrium was established at the plasma end (figure 6.1 (a)), and

quenching occurs some time after the plasma. Due to the high gas temperature,

the distribution of the higher vibrational levels is elevated, but not overpopulated

compared to a Boltzmann distribution. Right after quenching, the Boltzmann

distribution drops due to the drop in gas temperature, but the VDFs remain

close to the Boltzmann distributions before quenching (see yellow curves; time

point 1 in figure 6.9). A VT non-equilibrium is therefore created by quenching.

Similar to figure 6.8, the higher levels of CO2 are somewhat overpopulated due to

the increased VV relaxation. While the vibrational temperature, after quench-

ing, of about 3050 K is very similar to the vibrational temperature of figure 6.8

(i.e. 3500 K), the overpopulation of the higher and intermediate levels is much

lower. Indeed, due to the much lower population of these levels in figure 6.9, VV

relaxation requires a longer time to significantly populate the higher vibrational

levels, since the energy has to come from the lowest levels. This gives more time

for VT relaxation to depopulate the VDF. Also, the conversion degree is much

higher, so there is less CO2 to dissociate, and the recombination reactions are
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Figure 6.9: VDFs of CO2, CO, and O2 (bottom panels; b-d), and their
corresponding Boltzmann distributions, at the end of a warm plasma with SEI

of 4 eV/molec. (VT equilibrium, weak cooling; c = 10−3) (red), and for
different times after instantaneous quenching at maximum conversion (1 to 4).
The different time points are indicated on a plot of the conversion as a function
of time (top panel; a). The vertical dashed lines in the bottom panels show the
vibrational activation energies (Ea/α) of the dissociation reactions (N1 and N2)

(b) and recombination reaction (N5) (c,d ).

more prominent (figure D.2 in the appendix), counteracting the eventual rise in

CO2 dissociation, yielding a net drop in conversion (upper panel of figure 6.9).

Similarly to figure 6.8, the VDFs of CO and O2 remain populated for a longer

time, so recombination reaction N5 is active for a longer time (time point 2, pur-

ple curves, and figure D.2 in the appendix). Due to the higher concentration of

CO and O2, this results in a higher recombination, and a bigger drop in CO2

conversion with respect to figure 6.8.

For completeness, figure D.7 in the appendix illustrates the VDFs of CO2,

CO, and O2 for a VT non-equilibrium cold plasma at SEI of 4 eV/molec. (i.e.

strong cooling; c = 103), that is quenched at the plasma end (cf. red curve in

figure 6.5).

6.3.6 Effect of different quenching cooling rates

In previous sections, we discussed the effect of instantaneous quenching. This is

the ideal case, but in reality, the gas cooling will not be instantaneous. Therefore,

we discuss here the effect of different cooling rates (i.e. different cooling constants
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c2 in equation 6.2) on the CO2 conversion, for warm plasmas, i.e. weak initial

cooling (c1 = 10−3).

Figure 6.10 illustrates the time-evolution of the CO2 conversion and gas tem-

perature in the afterglow, for different cooling rates, for a warm non-equilibrium

plasma with SEI of 0.5 eV/molec. that is quenched at the plasma end (cf. figure

6.3 (a)).

Without quenching (i.e., weak cooling in the afterglow; c2 = c1 = 10−3), the

gas temperature continues to rise in the afterglow (up to about 0.3 s) due to VT

relaxation and recombination reactions.

Upon increasing c2, the gas temperature drops faster (cf. figure 6.10 (b)).

Hence, recombination becomes less important, resulting in a higher final CO2

conversion (cf. figure 6.10 (a)). For a cooling constant c2 ≥ 104, the gas temper-

ature reduces to 300 K within 10 µs (or less), and super-ideal quenching becomes

apparent (cf. figure 6.10). Without quenching (c2 = c1), VT relaxation quickly

depopulates the highest vibrational levels in the afterglow. Figure D.8 in the

appendix shows that the VDF of CO2 is in equilibrium within 100 µs after the

plasma end. If the cooling rate is high enough (c2 ≥ 104), the gas temperature

drops faster than the VDF can relax. This limits the drop in, or even enhances,

the overpopulation of the higher vibrational levels of CO2, thus increasing the dis-

sociation rates, as the CO2 vibrational energy can overcome the high activation

energy of the dissociation reactions N1 and N2.

Figure 6.11 depicts the time-evolution of the CO2 conversion and gas tem-

perature in the afterglow, for different cooling constants, for a VT equilibrium

warm plasma with SEI of 4 eV/molec. that is quenched at maximum conversion

(cf. figure 6.3 (b)).

In this case, the gas temperature gets high enough to allow for thermal dis-

sociation of CO2, even after the plasma end. However, due to slow gas cooling,

the recombination reactions reduce the CO2 conversion significantly (cf. figure

6.11 (a,b)). Upon higher cooling rate, the final CO2 conversion increases. Note

that the maximum conversion is not reached with maximum cooling rate. Indeed,

when the cooling constant rises from 100 to 1000, the conversion slightly decreases

(see inset in figure 6.11 (a)). This is due to VV relaxation that populates the

higher vibrational levels of CO and O2 at lower gas temperatures (figure 6.9), so

that they can overcome the high activation energy of the recombination reaction

N5. The effect is however minor, and in general, we can conclude that for warm

plasma conditions (i.e. weak initial cooling) higher cooling rates yield a higher

final CO2 conversion, either due to super-ideal quenching, further enhancing the

CO2 conversion (figure 6.10) or simply by freezing the CO2 conversion, because

the recombination reactions become negligible at low gas temperatures (figure

6.11).
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Figure 6.10: Time-evolution of the CO2 conversion (a) and gas temperature (b),
for different cooling rates in the afterglow, for a VT non-equilibrium plasma

with SEI of 0.5 eV/molec. that is quenched at the plasma end. The plasma is
initially subjected to weak cooling (c1 = 10−3), i.e. warm plasma. The cooling

constants c2 in the afterglow are indicated in the legend.
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Figure 6.11: Time-evolution of the CO2 conversion (a) and gas temperature (b),
for different cooling rates, for a VT equilibrium plasma with SEI of 4 eV/molec.
that is quenched at maximum CO2 conversion. The plasma is initially subjected
to weak cooling (c1 = 10−3), i.e. warm plasma. The cooling constants c2 in the

afterglow are indicated in the legend.
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6.3.7 Comparison of plasma-based and thermal CO2 conversion

at different SEI values and gas temperatures, and effect of

instantaneous quenching

Figure 6.12 illustrates the CO2 conversion and energy efficiency as a function of

SEI for a warm plasma (c = 10−3), as well as for the purely thermal process,

in which the same power is applied as heat, as explained in section 6.2.1, both

with and without quenching at maximum CO2 conversion. The maximum gas

temperature in both cases is shown on the right axis.
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Figure 6.12: CO2 conversion (a; left axis) and energy efficiency (b; left axis) and
maximum gas temperature (right axis) as a function of SEI, for a warm plasma

(i.e. weak cooling; c = 10−3) and pure thermal conversion, with and without
quenching at maximum conversion.
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For SEI values ≤ 1 eV/molec., the maximum gas temperature is too low

for thermal dissociation of CO2. The thermal process therefore shows negligi-

ble conversion, while the plasma process exhibits a conversion of about 0.8-5.6

%, corresponding to an energy efficiency of 9.5 – 16.5 %, mostly attributed to

vibrational-induced dissociation, but also electron impact dissociation.

For SEI ≥ 2 eV/molec., the conversion and energy efficiency of the thermal

process rise, and they are similar to the plasma process, both with and without

quenching. In addition, the maximum gas temperatures are also very comparable,

due to the high VT relaxation that results in a VT equilibrium (see figure 6.1).

Upon quenching, a similar behavior takes place because in both cases a VT non-

equilibrium is created, since the VDF is ”frozen” in its Boltzmann distribution

from right before quenching (see figure 6.9). Similarly as in the plasma quenching

case, the conversion degree slightly drops due to the higher concentration of CO

and O2, promoting a higher recombination (see figs. 6.3 b and 6.9). However,

at high SEI, the conversion and energy efficiency of the quenched thermal case

perform slightly better than that of the plasma case. This is because the power

goes directly to the neutral species, while in the plasma case, inefficient processes

like electron impact dissociation still play a role (see figs. 6.6 and 6.7). Without

quenching, the final CO2 conversion remains constant at 27-28 %, due to the slow

cooling, which promotes recombination reactions.

In figure 6.13, we plot the CO2 conversion and energy efficiency (left axis)

as a function of cooling constant (c), i.e., mimicking warm and cold plasmas at

different temperatures (see curves and right axis), for plasma-based and thermal

conversion, both with an SEI of 4 eV/molec, and both without quenching and

for instantaneous quenching at maximum conversion (i.e., the gas temperature

drops immediately to 300 K).

At weak cooling (c = 10−3), corresponding to a maximum gas temperature

of 4150-4200 K, quenching reaches the highest conversion of 79 % and 81 %,

corresponding to an energy efficiency of 58% and 59%, for the plasma and purely

thermal case, respectively. At these high temperatures, the conversion is mostly

thermal. The difference between quenching and no quenching is also high, since

the slow drop in gas temperature without quenching is detrimental for the con-

version (see also figure 6.2). With increasing cooling constant c, the maximum

gas temperature decreases, leading to lower thermal conversion. Also the differ-

ence with and without quenching decreases, as the higher afterglow cooling also

leaves less time for recombination. Note that the higher conversion is already

significant for moderate cooling (c = 0.01 vs 10−3), corresponding to low reduc-

tion in the maximum gas temperature, as the recombination in the afterglow

typically occurs over a long time (order of 1 s; see figure 6.2). When the cool-

ing c reaches 1, the maximum gas temperature is around 2500 K, which is too
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Figure 6.13: Energy efficiency and CO2 conversion (left axis), and maximum
gas temperature (right axis) as a function of cooling constant c for the plasma
and purely thermal process, with SEI of 4 eV/molec., without quenching and

with instantaneous quenching at maximum conversion.

low for (substantial) thermal dissociation. Therefore, the thermal CO2 conver-

sion and energy efficiency become negligible. The plasma-based CO2 conversion

and energy efficiency also drop. Indeed, while the gas temperature is too low

for substantial thermal dissociation, it is still high enough for considerable VT

relaxation, which prevents an efficient vibrational-induced dissociation. This VT

relaxation becomes less important upon even stronger cooling, leading to higher

vibrational-induced dissociation, and a subsequent rise in final CO2 conversion

and energy efficiency, for c ≥ 100. These conditions correspond to cold VT non-

equilibrium plasmas, where quenching does not enhance the CO2 conversion or

energy efficiency (cf. figure 5).

It must be realized that the exact values of conversion and energy efficiency

are subject to uncertainties, as mentioned in section 6.2.2, and should thus be

considered with caution, but the trends predicted by the model, for the effect

of quenching and the comparison between plasma-based and thermal conversion

should be reliable. Indeed, our modeling results are in reasonable agreement

with the model of Kotov and Koelman, predicting maximum energy efficien-

cies of about 40 % at 4 eV/molec. in MW plasmas at comparable pressure107,
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and also stressing the dominant role of thermal conversion. den Harder et al.29

and Bongers et al.39 reported experimental energy efficiencies up to 48 % for gas

temperatures between 3500-4000 K, at intermediate pressure. In addition, exper-

iments revealed that quenching in the afterglow can enhance the energy efficiency

to values around 50 %39;62. However, exact comparison with these experimen-

tal results is difficult, due to possible deviations in pressure, ionization degree

and reduced electric field, and because of limitations to the 0D model162, like

not describing transport phenomena, and assuming spatial homogeneity. These

transport phenomena might play an eminent role in facilitating the quenching

process59.

6.3.8 Quenching at higher ionization degree

In the previous sections, we considered an ionization degree of 10−6. In contracted

MW plasmas, the ionization degree can be much higher, up to 10−4.60 Therefore,

we show here the evolution of the CO2 conversion and energy efficiency as a

function of SEI, for an ionization degree of 10−4. The reduced electric field is

kept at 50 Td.

In figure 6.14 we plot the conversion and energy efficiency (left axis) as a

function of SEI, for the plasma and thermal process, at low cooling (c = 10−3).

The gas is instantaneously quenched at maximum conversion, and the maximum

gas temperature is shown for both cases (right axis). When comparing figure 6.14

with figure 6.12, we can see that the conversion and energy efficiency are slightly

higher at this higher ionization degree for SEI values ≤ 2 eV/molec. For SEI val-

ues ≤ 1 eV/molec. the temperature is too low for thermal conversion. Even at 2

eV/molec., the plasma-based conversion and energy efficiency are higher than for

thermal conversion, both with and without quenching, since a higher ionization

degree results in more electron impact reactions, including more electron impact

vibrational excitation, and consequently also in more vibrational-induced disso-

ciation28. Similar to the lower ionization degree of 10−6, the highest conversions

and energy efficiencies are again found for the higher SEI values (see also figure

6.12). Note also that the maximum gas temperature for these higher SEIs is

larger than for a lower ionization degree (see figure 6.12). This is also observed

in experiments78.

For an SEI of 3-5 eV/molec., the conversions and energy efficiencies are very

similar for plasma and thermal conversion, both with and without quenching.

However, the maximum gas temperature is much lower for the plasma process

than for the thermal process. This is because more energy goes to the vibrational

levels at higher ionization degree, resulting in more vibrational-induced dissocia-

tion. Despite the difference in maximum gas temperature, and the fact that more
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Figure 6.14: CO2 conversion (a; left axis) and energy efficiency (b; left axis) and
maximum gas temperature (right axis) as a function of SEI for the plasma and
purely thermal process, with and without quenching, for an ionization degree of

10−4, and weak cooling (c = 10−3). The reduced electric field is 50 Td.

of the plasma-based CO2 conversion takes place through vibrational-induced dis-

sociation, the final CO2 conversion and hence energy efficiency are similar for the

plasma and thermal process. The energy efficiencies at these higher SEI values

are very similar to the ones at lower ionization degree (see figure 6.12).
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6.3.9 Quenching at higher reduced electric field

All previous results were obtained for a reduced electric field of 50 Td. As this

value may be quite low for practical MW plasmas, we present here the evolu-

tion of CO2 conversion and energy efficiency as a function of SEI, for a reduced

electric field of 100 Td, again for a low cooling (c = 10−3), and an ionization

degree of 10−6, and for both the plasma and thermal process, with and without

quenching (instantaneous quenching at maximum conversion). The maximum

gas temperature is shown for both cases on the right axis.

Figure 6.15 shows a similar evolution with increasing SEI as at lower E/N (see

figure 6.12). At low SEI values (SEI = 0.25 – 1 eV/molec.), the plasma exhibits

a low conversion and energy efficiency, and there is no thermal dissociation. At

SEI = 2 eV/molec. the plasma process is less efficient than the thermal process,

both with and without quenching. The same applies to higher SEI values upon

quenching. This is because the higher reduced electric field makes electron im-

pact dissociation more prominent, but the latter is less energetically favourably,

explaining the lower energy efficiency than for pure thermal conversion. At higher

SEI values (SEI = 3 – 5 eV/molec.), the plasma and thermal process without

quenching become equally efficient, because the slow drop in gas temperature

reduces the CO2 conversion to a value of 27-28 %.
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Figure 6.15: CO2 conversion (a; left axis) and energy efficiency (b; left axis) and
maximum gas temperature (right axis) as a function of SEI for the plasma and

purely thermal process, with and without quenching, for an reduced electric
field of 100 Td, and weak cooling (c = 10−3). The ionization degree is 10−6.

6.4 Conclusions

In this chapter, we demonstrated the potential of quenching for plasma-based

CO2 conversion, by means of chemical kinetics modelling. We consider so-called

warm plasmas at a pressure of 100 mbar, an ionization degree of 10−6 and a

reduced electric field of 50 Td, but our model predicts that the trends are the
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same at higher ionization degree (10−4) and reduced electric field (100 Td).

We calculated the gas and vibrational temperature, and the CO2 conversion,

as a function of time in the plasma, at weak and strong cooling, mimicking

warm and cold plasma conditions, respectively. At weak cooling, high conversion

degrees were reached for large SEI values (i.e., up to 96 % at SEI = 5 eV/molec.),

due to the high gas temperature (∼ 4000 K), leading to VT equilibrium and thus

thermal conversion. However, without additional cooling in the afterglow, the

conversion drops dramatically, due to the backward (recombination) reactions,

leading to a low overall CO2 conversion of 27 – 28 %.

We examined the effect of quenching for warm and cold plasma conditions,

and we explained the results based on the dissociation and recombination re-

actions and the VDFs of the CO2, CO and O2 molecules. For warm plasma

conditions at low SEI, yielding VT non-equilibrium, our model predicts it is best

to quench at the plasma end. In this case, quenching can even further enhance

the dissociation by the reactions (CO2 + M→ CO + O + M and CO2 + O→ CO

+ O2), due to the overpopulation of the CO2 vibrational levels, which helps to

overcome the activation energy of these reactions. This process is called ”super-

ideal quenching”. For cold plasma conditions at high SEI, which also result in

VT non-equilibrium, quenching also enhances the dissociation, but it promotes

the recombination reactions even more, leading to a lower final CO2 conversion.

For warm plasma conditions at high SEI, yielding VT equilibrium, the high gas

temperature enhances the CO2 conversion even after the plasma, so it is more

favourable to quench at maximum conversion. Upon fast quenching, both disso-

ciation and recombination reactions stop, so the CO2 conversion is frozen, leading

to a much higher final CO2 conversion and overall energy efficiency than without

quenching (even up to a factor three enhancement).

We also evaluated the effect of different cooling rates in the afterglow, demon-

strating overall the importance of fast cooling, although at high SEI values we

also have to account for overpopulation of the higher vibrational levels of CO,

which can overcome the activation energy of the recombination reaction, therefore

leading to more recombination, resulting in a slight drop in the overall conversion.

Finally, we compared the performance of plasma-based CO2 conversion with

purely thermal conversion, for different SEI values and for warm (i.e. low cooling)

and cold (i.e. high cooling) plasmas, as well as the effect of quenching, on both the

CO2 conversion and energy efficiency. For warm plasmas at SEI ≥ 2 eV/molec.,

yielding gas temperatures of 3000-4000 K, the plasma-based conversion is mostly

thermal, and quenching can enhance the conversion and energy efficiency by

up to a factor three. For low SEI plasmas at lower temperatures, when thermal

conversion is negligible, the overall conversion and energy efficiency are quite low,

and in addition, quenching becomes less efficient. For cold plasmas in VT non-
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equilibrium at high SEI, quenching can even decrease the final CO2 conversion.

In summary, our model provides interesting insights in how quenching can im-

prove the CO2 conversion and energy efficiency for various plasma conditions and

cooling conditions. We showed that the highest conversion and energy efficiency

can be reached for thermal conversion, at high gas temperatures in the plasma,

followed by fast quenching. Such quenching can be realized when expanding the

flow after the plasma, as demonstrated experimentally39;62, but it may also be

accomplished by mixing with a cold gas. In addition, the quenching might be

combined with heat recovery, for preheating the gas entering the plasma reactor,

so that less plasma power is wasted for gas heating, and all the power could be

used for the conversion process.
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There is a broad consensus in the scientific community that increased antro-

pogenic emissions of greenhouse gases are responsible for an increase in the aver-

age global temperature. This global warming is correlated with extreme weather

phenomena like droughts, floods and hurricanes. The most prominent greenhouse

gas that is emitted is carbon dioxide, which is mostly the result of the combustion

of fossil fuels. In order to tackle this problem, a shift to a carbon-neutral economy

is needed. Since the energy sector is a major contributor to the emission of CO2,

due to its use of fossil fuels, a transition to more renewable sources of energy

production is needed. However, one of the major drawbacks of the most impor-

tant renewable energy sources is their intermittency. Therefore, large efforts are

being directed to finding good energy storage technologies. A possible pathway

is to use the excess renewable energy to dissociate CO2 into CO and 1
2O2. The

CO can be combined with H2 to synthesise hydrocarbons in the Fischer-Tropsch

process.

Plasma technology is interesting for this purpose, because it can easily convert

electrical energy to chemical energy. The high thermodynamic non-equilibrium

between the electron temperature and gas temperature in the plasma allows for

endothermic reactions to take place without the need to first heat up the gas,

thus lowering the energy cost with respect to pure thermal processes. In addition,

a significant portion of the energy is put into the vibrational levels of CO2. This

vibrational energy can then be transferred to the higher vibrational levels, until

the bond breaking energy, from which dissociation can take place. While this is

a promising dissociation pathway, it is limited by the rise in gas temperature.

At higher gas temperatures, thermal dissociation becomes more important at

the expense of vibrational induced dissociation. In order to facilitate industrial

application of plasma-based CO2 dissociation, more insight is needed into the

effect of vibrational-induced and thermal dissociation on the CO2 conversion and

energy efficiency, and how they can be improved. In this thesis, a chemical
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kinetics model is used to reveal the underlying chemistry in order to get insight

into how the efficiency of the dissociation process can be increased.

Chapter 1 gives a short overview of the problem of global warming, the differ-

ent energy storage technologies that exist, and the different plasma reactors that

are used for CO2 dissociation, along with their maximum reported conversion

and energy efficiencies. In chapter 2, the theory that forms the basis of the 0D

model is explained. The chemistry set and scaling laws that are required to scale

the reactions for different vibrational levels are explained in chapter 3.

In chapter 4 the effect of supersonic flow on the energy efficiency and CO2

conversion is studied in a combined flow and plasma chemical kinetics model

of a microwave CO2 plasma in a Laval nozzle setup. In this study, the effects

of the flow field on the different dissociation and recombination mechanisms, the

vibrational distribution, and the vibrational transfer mechanism are discussed. In

addition, the effect of experimental parameters, like position of power deposition,

outlet pressure, and specific energy input, on the CO2 conversion and energy

efficiency is examined. The short residence time of the gas in the plasma region,

the shockwave, and the maximum critical heat, and thus energy, that can be

added to the flow to avoid thermal choking are the main obstacles to reaching

high energy efficiencies.

In chapter 5 it is examined how pulsing can improve the VT non-equilibrium

and lead to higher energy efficiency and CO2 conversion. It is shown that higher

energy efficiencies can be reached by correctly tuning the plasma pulse and in-

terpulse times. The ideal plasma pulse time corresponds to the time needed to

reach the highest vibrational temperature. The highest energy efficiencies are ob-

tained with long interpulse times, i.e. ≥ 0.1 s, in which the gas temperature can

entirely drop to room temperature. Furthermore, additional cooling of the reac-

tor walls can already give higher energy efficiencies at shorter interpulse times.

In this chapter, it is also shown that pulsing is detrimental for electron impact

dissociation. Pulsing can not improve the efficiency for plasmas at low ionization

degrees or high reduced electric fields, where this process is most dominant. The

pulsing can also not improve the efficiency if the vibrational temperature reaches

its maximum close to the end of the plasma.

Finally, in chapter 6, the effect of cooling/quenching during and after the

plasma is investigated for warm (i.e. with low external cooling) and cold (i.e.

with high external cooling) plasmas at different SEIs. For warm plasmas at low

specific energy input (SEI ∼ 0.5 eV/molec.), it is best to quench at the plasma

end, while for high SEI plasmas (SEI ∼ 4 eV/molec.), quenching at maximum

conversion is better. For low SEI plasmas, quenching can even increase the con-

version beyond the dissociation in the plasma, known as super-ideal quenching.

To better understand the effects of quenching at different plasma conditions, we
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study the dissociation and recombination rates, as well as the vibrational distribu-

tion function (VDF) of CO2, CO, and O2. When a high vibrational-translational

(VT) non-equilibrium exists at the moment of quenching, the dissociation and

recombination reaction rates both increase. Depending on the conversion degree

at the moment of quenching, this can lead to a net increase or decrease of CO2

conversion. In general, however, and certainly for warm plasmas at high tem-

perature, quenching after the plasma helps to prevent recombination reactions

and clearly enhances the final CO2 conversion. We also investigate the effect of

different quenching cooling rates on the CO2 conversion and energy efficiency.

Finally, we compare plasma-based conversion to purely thermal conversion. For

warm plasmas with typical temperature above 2500 K, the conversion is roughly

thermal.

In summary, the results obtained in this thesis give a better insight in the

underlying mechanisms of plasma-based CO2 conversion. They give valuable

suggestions into how the CO2 conversion and energy efficiency can be increased

for cold to warm plasmas. These insights will be useful for future experimental

research.
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Er bestaat een brede consensus in de wetenschappelijke gemeenschap over de

bijdrage van verhoogde antropogene emissies van broeikasgassen aan de stijging

van de gemiddelde temperatuur op aarde. Deze opwarming van de aarde is sterk

gecorreleerd aan extreme weersverschijnselen zoals droogtes, overstromingen en

orkanen. Het meest uitgestoten broeikasgas is koolstofdioxide, dat voornamelijk

voortkomt uit de verbranding van fossiele brandstoffen. Om dit probleem aan te

pakken is een verschuiving naar een koolstofneutrale economie nodig. Aangezien

de energiesector een belangrijke bijdrage levert aan de uitstoot van CO2, door

het gebruik van fossiele brandstoffen, is een transitie naar meer hernieuwbare en-

ergiebronnen nodig. Een van de grootste nadelen van de belangrijkste hernieuw-

bare energiebronnen is echter hun periodieke werking. Dit is de aanleiding tot

grote inspanningen in de zoektocht naar goede technologieën voor energieopslag.

Een mogelijke manier is om het overschot aan hernieuwbare energie te gebruiken

om de CO2 te dissociëren in CO en 1
2O2. Het CO kan dan worden gecombineerd

met H2 om koolwaterstoffen te synthetiseren in het Fischer-Tropsch-proces.

Een interessante piste om dit overschot aan hernieuwbare energie om te zetten,

is plasmatechnologie, aangezien plasmas eenvoudig elektrische energie kunnen

omzetten in chemische energie. Het groot thermodynamisch onevenwicht tussen

de elektronentemperatuur en de gastemperatuur in het plasma zorgt ervoor dat

endothermische reacties kunnen plaatsvinden, zonder dat het gas eerst volledig

opgewarmd moet worden, waardoor de totale energiekost drastisch verlaagd wordt

t.o.v bij thermische processen. Bovendien wordt een significante hoeveelheid

van de energie overgedragen aan de vibrationele niveau’s van CO2. Deze vi-

brationele energie kan dan verder worden overgedragen aan hoger-gelegen vibra-

tionele niveaus, tot de bindingsenergie bereikt wordt en dus dissociatie plaatsvindt.

Hoewel dit een veelbelovend pad naar dissociatie is, wordt het gelimiteerd door

een stijging in de gastemperatuur. Bij hoge gastemperatuur wordt thermische dis-

sociatie namelijk belangrijker ten koste van vibrationeel-geinduceerde. Om het
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gebruik van plasma-gebaseerde CO2 conversie als industriële toepassing eenvoudi-

ger te maken, is meer inzicht nodig in het effect van vibrationeel-geinduceerde en

thermische dissociatie op de CO2 conversie en energie-efficiëntie, en hoe beiden

verhoogd kunnen worden. Deze thesis hanteert een chemisch kinetisch model

om de onderliggende chemie te onthullen, om meer inzicht te krijgen in hoe de

efficiëntie van het dissociatieproces kan verbeterd worden.

Hoofdstuk 1 behandelt kort de problematiek rond de opwarming van de aarde,

de verschillende technieken die bestaan voor energie-opslag, en de verschillende

plasmareactoren die aangewend worden voor CO2 dissociatie, alsook de maximale

conversie en energie-efficiëntie die ermee bereikt werden. Hoofdstuk 2 bevat de

theorie die aan de basis ligt van het 0D model. De chemieset en schalingswetten,

nodig om de reacties voor verschillende vibrationele niveaus te schalen, worden

besproken in hoofdstuk 3.

In hoofdstuk 4 wordt het effect van supersonische gasstroom op de energie-

efficiëntie en CO2 conversie bestudeerd, door een gasstroom- en plasma-chemisch

kinetisch model van een microgolf CO2 plasma te combineren in een Laval straal-

buis opstelling. Deze studie behandelt de effecten van het stroomveld op ver-

schillende dissociatie en recombinatie mechanismen, op de vibrationele verdeling,

en op de vibrationele transfer-mechanismen. Ook het effect van experimentele

parameters, zoals de positie van het vermogen, de uitlaat-druk en de specifieke

energie-input op de CO2 conversie en energie-efficiëntie worden bestudeerd. De

grootste obstakels in het bereiken van hoge energie-efficiënties zijn de korte verbli-

jftijd van het gas in het plasma, de schokgolf en de maximale kritische warmte, en

dus energie, die kunnen toegevoegd worden aan de gasstroom, zonder thermisch

verstikken.

Hoofdstuk 5 bespreekt hoe een gepulst plasma het VT onevenwicht kan ver-

beteren, resulterend in een hogere conversie en energie-efficiëntie. Wanneer de

plasma pulstijd en de interpuls tijd correct op elkaar worden afgestemd, kun-

nen hogere energie-efficiënties bekomen worden. De ideale plasma pulstijd corre-

spondeert daarbij met de tijd nodig om de hoogste vibrationele temperatuur te

bereiken. De hoogste energie-efficiënties worden bereikt met lange interpulstij-

den, namelijk ≥ 0.1 s, waarbij de gastemperatuur volledig terug tot kamertemper-

atuur kan dalen. Bovendien kunnen door bijkomstig koelen van de reactorwanden

al hogere energie-efficiënties bekomen worden wanneer korte interpulstijden ge-

bruikt worden. In dit hoofdstuk wordt ook aangetoond dat pulsen nadelig is voor

elektron-impact-dissociatie. Een gepulst plasma kan de efficiëntie niet verhogen

bij lage ionizatie-graden of hoge gereduceerde elektrische velden, waar dit pro-

cess het meest dominante dissociatiemechanisme is. Een gepulst plasma heeft

ook geen verhoging van de efficiëntie tot gevolg als de vibrationele temperatuur

zijn maximum bereikt naar het einde van het plasma toe.
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Tenslotte behandelt hoofdstuk 6 het effect van koelen/quenchen gedurende

en na het plasma voor warme en koude plasma’s (d.w.z. respectievelijk met lage

en hoge externe koeling), bij verschillende SEIs. Voor warme plasmas met een

lage specifieke energie input (SEI ∼ 0.5 eV/molec.), is het best om te quenchen

aan het plasma einde, terwijl het voor plasmas met een hoge specifieke energie

input (SEI ∼ 4 eV/molec.) best is om te quenchen zodra de maximale conversie

bereikt wordt. Voor plasmas met een lage SEI kan quenchen zelfs de conversie

verhogen tot boven het niveau van dissociatie in het plasma, gekend als super-

ideaal quenchen. Om de effecten van quenchen bij verschillende plasma condities

beter te begrijpen, bestuderen we de dissociatie en recombinatie reactiesnelheden,

net als de VDF (vibrationele distributie functie) van CO2, CO, and O2. Als op

het moment van quenchen een groot VT onevenwicht bestaat, zullen zowel de

dissocatie als de recombinatie reactiesnelheden verhogen. Afhankelijk van de

graad van conversie op het moment van quenchen, kan dit zowel een stijging

als een daling van de CO2 conversioe tot gevolg hebben. Desalniettemin geldt

algemeen, en vooral voor warme plasmas bij hoge temperaturen, dat quenchen

na het plasma recombinatiereacties verhindert en dus de finale CO2 conversie

verhoogt. We hebben ook het effect van verschillende afkoelsnelheden op de CO2

conversie en de energie-efficiëntie bestudeerd. Tenslotte hebben we de plasma-

gebaseerde conversie vergeleken met puur thermische conversies, en gezien dat

de conversie voor warme plasmas, met typische temperaturen hoger dan 2500 K,

voornamelijk termisch verloopt.

Samengevat geven de resultaten in deze thesis een beter inzicht in de on-

derliggende mechanismen van plasma-gebaseerde CO2 conversie. Er worden sug-

gesties gegeven in hoe de CO2 conversie en energie-efficiëntie verhoogd kunnen

worden voor koude tot warme plasmas. Deze inzichten zijn waardevol voor

toekomstig experimenteel onderzoek.
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In this thesis, we used a 0D modeling to investigate how the energy efficiency

of CO2 conversion can be improved in vibrationally active non-equilibrium plas-

mas varying from cold to warm plasma conditions. In cold plasma conditions,

vibrational-induced dissociation is maximally effective. With increasing gas tem-

perature, the effect of vibrational-induced dissociation diminishes due to a more

prominent VT relaxation. This can already occur at gas temperatures between

1000-2000 K. These temperatures are also too low for thermal dissociation. At

temperatures above 2000 K, thermal dissociation becomes more important, and

vibrational-induced dissociation hardly plays any role.

Both in chapter 4 and 6 the effect of cold plasma conditions on the CO2 con-

version was examined. In the first, low SEI plasmas were applied to a supersonic

flow gas. This low SEI requirement was necessary to avoid thermal choking of

the gas. However, due to the low SEI, the residence time was too short to allow

for significant vibrational-induced dissociation. With maximum energy efficiency

predicted of about 30%, the model was unable to reproduce the high energy ef-

ficiencies reported by Asisov et al.36. However, these values have since not been

reproduced. In chapter 6, the effect of cold plasma conditions, accompanied with

quenching was examined for higher SEI plasma that were subjected to a high

initial wall cooling. These conditions did not yield high CO2 conversions and

energy efficiencies that were reached for warm plasma conditions. The values

could also not be increased by quenching.

In chapter 5, we demonstrated how pulsing can increase the energy efficiency

of CO2 conversion for plasmas with gas temperatures too high for vibrational-

induced dissociation, but not high enough for thermal dissociation. When tuning

the plasma pulse time to match the time at which the vibrational temperature

would reach a maximum value, and allowing enough time between pulses to fully

reduce the gas temperature to room temperature, a significant increase in VT

non-equilibrium, and therefore also vibrational-induced dissociation, could be
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realized. However, the efficiencies reached in this work are again much lower

than the thermal efficiencies.

While the results for cold and intermediate temperature (i.e. ≤ 2000 K)

plasmas give valuable suggestions into how the efficiency can be increased, those

efficiencies are inferior to the ones that were reported for warm plasmas with high

SEI in chapter 6. By reducing the wall cooling, high temperatures of 2500-7000

K can be reached, at which thermal dissociation becomes important. At those

temperatures, high conversion degrees in excess of 80 % were shown for SEIs

of 4 and 5 eV/molec. However, it was also shown that quenching the reaction

products was crucial to maintaining the high thermal conversion degrees. With

quenching, efficiencies up to 58% can be reached for plasmas with an SEI of 4

eV/molec.

The model results shown in this thesis provide interesting insight for future

experimental and theoretical investigation. The results are however dependent

on the reliability of the cross sections, reaction rate coefficients, and used scaling

laws. Indeed, the CO2 chemistry sets used in this thesis consist out of more

than 2000 reactions. The uncertainty on these reactions negatively affects the

uncertainty on the model results. In general, the model would greatly benefit

from additional experimental verification of these rate coefficients, with particular

attention for the reactions to which scaling laws are applied.

In addition, the model would also benefit from research into the improvement

of the applied scaling theories. This is especially important for VV and VT relax-

ation rate coefficients where the scaling of the coefficients through more complex

semi-classical and quantum models should be further investigated. This would

make the rate coefficients more reliable for higher temperatures and vibrational

levels.

One of the major approximations of studying the plasma chemistry with a

0D model is that no transport phenomena are included. While multi-dimensional

CO2 plasma models are already used for GAP72 and APGD87 plasmas, more

research is needed to develop such models for MW plasmas and DBDs. These

models can give more information about spatial distribution of the plasma and

its parameters, as well as the residence time. In addition, the effect of flow on

the plasma should be studied, which would be of particular interest in complex

or supersonic flows.
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A.1 Chemistry set 1

The chemistry set in this section is used in Chapter 4.

Table A.1: Electron impact reactions calculated with cross section data, using
the calculated EEDF, as explained in section 2.4, as well as the references where

the data are adopted from.

No. Reaction Ref Note∗

(X1)a e− + CO2 → 2e− + CO+
2 164

(X2)b e− + CO2 → 2e− + O + CO+ 164
(X3)b e− + CO2 → O− + CO 164
(X4)b e− + CO2 → e− + O + CO 164
(X5)a e− + CO2 → e− + CO2[e1] 164
(X6)c e− + CO2 ↔ e− + CO[vi] 164 i=a,b,c,d
(X7)c e− + CO2[vi] ↔ e− + CO2[vj ] 164 i=0:5,j=(i+1):21
(X8)b e− + CO → 2e− + CO+ 165
(X9)b e− + CO → C + O− 166
(X9bis)b e− + CO → e− + C + O 121
(X10)a e− + CO → e− + CO[ex] 121 x=1-4
(X11)c e− + CO → e− + CO[vi] 121 i=1-10
(X12)b e− + O2 → e− + O + O 167
(X12M)a e− + O2 + M → e− + O−

2 + M 167
(X13)b e− + O2 → O + O− 167
(X14)c e− + O2 ↔ e− + O2[vi] 167 i=1,2,3
(X15)a e− + O2 ↔ e− + O2[ex] 167 x=1,2

a) Same cross section also used for vi (i = the various vibrationally excited levels)
b) Cross section also used for vi, modified by lowering the energy threshold by the

energy of the excited state of vi

c) Cross section for the various levels (i,j) scaled and shifted using Fridman’s
approximation from the (0 → 1) cross-section

∗ v0 is ground state

Table A.2: Electron impact reactions using analytical expressions for the rate
coefficients, given in m3/s and m6/s, for two-body and three-body reactions,

respectively, as well as the references where the data are adopted from. Tg and
Te are given in K and eV, respectively.

No. Reaction Rate coefficient Reference

(E1a) e− + CO+
2 → CO(v1) + O 1× 10−11T−0.5

e T−1
g 168;169

(E1b) e− + CO+
2 → C + O2 1× 10−11T−0.5

e T−1
g 170

(E2)a e− + CO+
4 → CO2 + O2 1.61× 10−13T−0.5

e 170
(E3) e− + CO+ → C + O 3.46× 10−14T−0.48

e 171;172
(E4)a e− + O + M → O− + M 1× 10−43 169

a The primary source was not accessible
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Table A.3: Ion-ion and ion-neutral reactions, as well as the references where the
data are adopted from. The rate coefficients are given in m3/s and m6/s, for

two-body and three-body reactions, respectively. Tg is given in K.

No. Reaction Rate coefficient Reference

(I1) CO2 + CO+ → CO+
2 + CO 1.0× 10−15 173;174

(I2a)b CO2 + O− + CO2 → CO−
3 + CO2 1.5× 10−40 173;175

(I2b)b CO2 + O− + CO → CO−
3 + CO 1.5× 10−40 173;175

(I2c) CO2 + O− + O2 → CO−
3 + O2 3.1× 10−40 173;175

(I3) CO2 + O−
2 + M → CO−

4 + M 4.7× 10−41 173;175
(I4) CO + O− → CO2 + e 5.5× 10−16 173;176
(I5) CO + CO−

3 → 2CO2 + e 5× 10−19 177
(I6)a CO−

3 + CO+
2 → 2CO2vb + O 5× 10−13 169

(I7)a CO−
4 + CO+

2 → 2CO2vb + O2 5× 10−13 169
(I8)a O−

2 + CO+
2 → CO2v1 + O2 + O 6× 10−13 169

(I9) CO−
3 + O → CO2 + O−

2 8× 10−17 178
(I10a)a CO−

4 + O → CO−
3 + O2 1.12× 10−16 173

(I10b)a CO−
4 + O → CO2 + O2 + O− 1.4× 10−17 173

(I11) O + O− → O2 + e 2.3× 10−16 179
(I12)a O + O−

2 → O2 + O− 1.5× 10−16 173

(I13) O−
2 + M → O2 + M + e 2.7× 10−16(

Tg

300 )0.5exp(−5590/Tg) 180;181
(I14)c O− + M → O + M + e 2.3× 10−15exp(−26000/Tg) 181–183

a The primary source was not accessible
b The rate coefficient of CO2 + O− + He → CO−

3 + He was used, due to the lack of
further information.

c For usual values of gas temperature, i.e. Tg � 26000 K, the rate coefficient is very
low, as pointed out by Gudmundsson184.
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Table A.4: Neutral-neutral reactions, as well as the references where the data
are adopted from. The rate coefficients are given in m3/s and m6/s, for

two-body and three-body reactions, respectively. Tg is given in K. The α
parameter determines the effectiveness of lowering the activation energy for

reactions involving vibrationally excited levels of the molecules (see details in
section 3.4.3 and ref 37).

No. Reaction Rate coefficient α References
(N1) CO2 + M → CO + O + M 6.06× 10−16exp(−52525/Tg) 0.82 185
(N2) CO2 + O → CO + O2 2.8× 10−17exp(−16400/Tg) 0.57 186
(N3) CO2 + C → 2CO < 10−21 n.a. 187
(N4)a CO + O + M → CO2 + M 8.3× 10−46exp(−1510/Tg) 0.0 188;189
(N5) O2 + CO → CO2 + O 4.2× 10−18exp(−24000/Tg) 0.5 189
(N6) O2 + C → CO + O 1.99× 10−16exp(−2010/Tg) 0.0 190

(N7) O + C + M → CO + M 2.14× 10−41(
Tg

300 )−3.08exp(−2144/Tg) n.a. 189;191
(N8) O + O + M → O2 + M 5.2× 10−47exp(900/Tg) n.a. 189;191
(N9) O2 + M → O + O + M 3.0× 10−12 1

Tg
exp(−59380/Tg) 0.0 189;191

a Multiply by 7, 3 or 12 for M= CO2, CO or O2 respectively.

Table A.5: Neutral reactions between vibrationally excited molecules, as well as
the references where the data are adopted from. The rate coefficients are given
in m3/s and m6/s, for two-body and three-body reactions, respectively. Tg is

given in K.

No. Reaction Rate coefficient References

(V1) CO2va + M → CO2 + M 7.14× 10−14 exp(−177T
−1/3
g + 451T

−2/3
g ) 117;192;193

(V2a) CO2v1 + M → CO2va + M 4.25× 10−7 exp(−407T
−1/3
g + 824T

−2/3
g ) 117;194;195

(V2b) CO2v1 + M → CO2vb + M 8.57× 10−7 exp(−404T
−1/3
g + 1096T

−2/3
g ) 117;194;195

(V2c) CO2v1 + M → CO2vc + M 1.43× 10−7 exp(−252T
−1/3
g + 685T

−2/3
g ) 117;194;195

(V3) COv1 + M → CO + M 1.0× 10−18 Tg exp(−150.7T
−1/3
g ) 196

(V4) O2v1 + M → O2 + M 1.3× 10−14 exp(−158.7T
−1/3
g ) 117;193

(V5) CO2v1 + CO2 → CO2va + CO2vb 1.06× 10−11 exp(−242T
−1/3
g + 633T

−2/3
g ) 117;194;195

(V6) CO2v1 + CO2 → CO2 + CO2v1 1.32× 10−16 (
Tg

300 )0.5 250
Tg

197;198

(V7) COv1 + CO → CO + COv1 3.4× 10−16(
Tg

300 )0.5 (1.64× 10−6 Tg + 1.61
Tg

) 199;200

(V8) CO2v1 + CO → CO2 + COv1 4.8× 10−12 exp(−153T
−1/3
g ) 117;194

A.2 Changes to the chemistry set 1

In this chemistry set, the cross section set was updated based on more recent

available literature (see table A.6). Also, in order to have the thermodynamic

equilibrium CO2 conversion, calculated by the model, match more closely with
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the values of equilibrium thermal dissociation, the two neutral reactions were

changed (see table A.7). These changes apply to the results in chapter 5 and 6.

Table A.6: Updated electron impact reactions calculated with cross sections,
using the calculated EEDF, as explained in section 2.4, as well as the references

where the data are adopted from. These cross sections are used in chapter 5
and 6.

No. Reaction Ref Note∗

(X1)a e− + CO2 → 2e− + CO+
2 99

(X2)b e− + CO2 → 2e− + O + CO+ 99
(X3)b e− + CO2 → O− + CO 99
(X4)b e− + CO2 → e− + O + CO 99
(X5)a e− + CO2 → e− + CO2[e1] 99
(X6)c e− + CO2 ↔ e− + CO2[vi] 164 i=a,b,c,d
(X7)c e− + CO2[vi] ↔ e− + CO2[vj ] 164 i=0:20,j=(i+1):21
(X8)b e− + CO → 2e− + CO+ 201
(X9)b e− + CO → C + O− 201
(X9bis)b e− + CO → e− + C + O 201
(X10)a e− + CO → e− + CO[ex] 121 x=1-6
(X11)c e− + CO[vi] ↔ e− + CO[vj ] 121 i=0:9;j=(i+1):10
(X12)b e− + O2 → e− + O + O 122
(X12M)a e− + O2 + M → e− + O−

2 + M 167
(X13)b e− + O2 → O + O− 122
(X14)c e− + O2[vi] ↔ e− + O2[vj ] 122 i=0:3;j=(i+1):4
(X15)a e− + O2 ↔ e− + O2[ex] 122 x=1-5

a) Same cross section also used for vi (i = the various vibrationally excited levels)
b) Cross section also used for vi, modified by lowering the energy threshold by the

energy of the excited state of vi

c) Cross section for the various levels (i,j) scaled and shifted using Fridman’s
approximation from the (0 → 1) cross-section

∗ v0 is ground state

Table A.7: Updated neutral-neutral reactions, as well as the references where
the data are adopted from. The rate coefficients are given in m3/s . Tg is given
in K. The α parameter determines the effectiveness of lowering the activation
energy for reactions involving vibrationally excited levels of the molecules (see

details in 37;103). These rate coefficients are used in chapter 5 and 6.

No. Reaction Rate coefficient α References
(N2) CO2 + O → CO + O2 7.95× 10−18exp(−18161/Tg) 0.57 202
(N5) O2 + CO → CO2 + O 3.99× 10−20exp(−15275/Tg) 0.5 203
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A.3 Changes to the chemistry set 2

In Chapter 6, more vibrational levels of CO and O2 were added, as well as the

O+
2 ion. The following reactions are therefore changed/added:

Table A.8: Updated/added electron impact reactions calculated with cross
sections, using the calculated electron energy distribution function (EEDF), as
explained in section 2.4, as well as the references where the data are adopted

from. These cross sections are used in chapter 6.

No. Reaction Ref Note∗

(X11)a e− + CO[vi] ↔ e− + CO[vj ] 121 i=0:4;j=(i+1):50
(X11b)a e− + CO[vi] ↔ e− + CO[vj ] 121 i=5:49;j=i+1
(X14)a e− + O2[vi] ↔ e− + O2[vj ] 122 i=0:5;j=(i+1):33
(X14b)a e− + O2[vi] ↔ e− + O2[vj ] 122 i=6:32;j=i+1
(X16)b e− + O2 → 2e− + O+

2 122

a) Cross section for the various levels (i,j) scaled and shifted using Fridman’s
approximation from the (0 → 1) cross-section

b) Cross section also used for CO2vi, modified by lowering the energy threshold by the
energy of the excited state of CO2vi

∗ v0 is ground state

Table A.9: Added electron impact reactions using analytical expressions for the
rate coefficients, given in m3/s and m6/s, for two-body and three-body

reactions, respectively, as well as the references where the data are adopted
from. Tg and Te are given in K and eV, respectively. These rate coefficients are

used in chapter 6.

No. Reaction Rate coefficient Reference

(E5) e− + O+
2 + M → O2 + M 1× 10−38 204

(E6) e− + O+
2 → O + O 6.46× 10−11T−0.5

e T−0.5
g 67

150



Appendix A. Chemistry sets

Table A.10: Added ion-ion and ion-neutral reactions, as well as the references
where the data are adopted from. The rate coefficients are given in m3/s and
m6/s, for two-body and three-body reactions, respectively. Tg is given in K.

These rate coefficients are used in chapter 6.

No. Reaction Rate coefficient Reference

(I15) O+
2 + CO2 + M → CO+

4 + M 2.3× 10−41 170
(I16) O+

2 + C → CO+ + O 5.2× 10−17 205
(I17) CO+

2 + O → CO + O+
2 1.6× 10−16 205

(I18) CO+
2 + O2 → CO2 + O+

2 5.3× 10−17 205
(I19) CO+ + O2 → CO + O+

2 1.2× 10−16 205
(I20) O+

2 + CO−
3 → CO2 + O2 + O 3.0× 10−13 204

(I21) O+
2 + CO−

4 → CO2 + O2 + O2 3.0× 10−13 204
(I22) O−

2 + O+
2 → O2 + O2 2.0× 10−13 206

(I23) O−
2 + O+

2 → O2 + O + O 4.2× 10−13 204
(I24) O−

2 + O+
2 + M → O2 + O2 + M 2.0× 10−37 67

(I25) O+
2 + O− → O2 + O 1.0× 10−13 204

(I26) O+
2 + O− → O + O + O 2.6× 10−14 206

Table A.11: Added neutral reactions between vibrationally excited molecules, as
well as the references where the data are adopted from. The rate coefficients are
given in m3/s and m6/s, for two-body and three-body reactions, respectively. Tg

is given in K. These rate coefficients are used in chapter 6.

No. Reaction Rate coefficient References

(V9) O2[v1] + O2 → O2 + O2[v1] 0.9× 10−20(
Tg

300 )1.5 196

(V10) CO[v1] + O2 → CO + O2[v1] 1.06× 10−12 exp(−306T
−1/3
g + 1226T

−2/3
g ) 117
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B.1 Flow results for an inlet pressure of 4 bar

Figure B.1 shows the flow results at a higher inlet pressure than presented in

chapter 4, namely 4 bar, and an outlet pressure of 1 bar. The results show

the formation of a third distinct region (III), called the shock train, that forms

between the supersonic and the mixing region. The shock train is characterized

by a sequence of shocks separating subsonic from supersonic regions151. After

each shock, the flow accelerates again to supersonic velocities, after which it is

decelerated by the following shock. The region is characterized by pressure and

temperature oscillations.

Figure B.1: (a) Axial velocity magnitude, (b) Mach number, (c) static pressure
and (d) static temperature in the case of r1 = 0.4 cm, r2 = 2 cm, z1 = 10 cm,

pin = 4 bar, pout = 1 bar.

B.2 Vibrational energy transfer

In figure 4.6, it was shown that in the beginning of the plasma, VV relaxation

transports energy from the higher vibrational levels to lower vibrational levels

in a ladder downclimbing process. The explanation for this lies in the fact that

CO2(V2) receives more energy from the electrons than CO2(V1). This can be

seen in figure B.2, where the rate of electron energy loss to the lowest vibrational

levels upon excitation from ground state CO2 is shown. Next to the fact that

more electron energy goes to the second level of the asymmetric vibrational mode

instead of the first level, the density of the latter can be further depleted by

electron impact vibrational excitation from that level to the higher vibrational

levels.
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The VV energy transfer reacts to this non-equilibrium between the first and

the second vibrational level. In figure B.3, it can be seen that the first vibrational

level is strongly populated by VV relaxation.
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CO2(V4)

CO2(V5)

Figure B.2: Electron energy loss to the different vibrational levels from ground
state CO2 inside the plasma, which ranges from z=19 to z=19.1 cm (cf. Figure
4.6), with SEI = 0.2 eV/molec. The other conditions are: r1 = 0.4 cm, r2 = 2

cm, z1 = 10 cm, pin = 2 bar, pout = 1 bar
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Figure B.3: Energy transfer to the different levels in VV relaxation from the
other levels, inside the plasma, ranging from z=19 to z=19.1 cm, with SEI =
0.2 eV/molec. The other conditions are: r1 = 0.4 cm, r2 = 2 cm, z1 = 10 cm,

pin = 2 bar, pout = 1 bar.

B.3 Effect of the power on the energy efficiency

In figure B.4 we show the energy efficiency and conversion as a function of the

plasma position in the reactor, at three different SEI values, namely 0.05, 0.1,

0.15, and 0.2 eV/molec. The energy efficiency shows the same trend in the four

different cases.
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Figure B.4: Conversion and energy efficiency (bottom panel) as a function of
plasma position in the reactor, for four different SEI values. The other

conditions are: r1 = 0.4 cm, r2 = 2 cm, z1 = 10 cm, pin = 4 bar, pout = 1 bar.
The radius of the reactor (dashed line) and pressure (full line) are plotted in the

top panel.

B.4 Flow results for different inlet pressures

Figure B.5 shows the evolution of the Mach number (top panel), pressure (middle

panel) and temperature (bottom panel) for different inlet pressures, and an outlet

pressure of 1 bar. With increasing inlet pressure, the maximum Mach number

increases, and the minimum temperature decreases. In addition, the pressure

minimum in the supersonic region decreases when the inlet pressure rises from

1.2 bar to 2 bar. A further increase of the inlet pressure does not change the

minimum pressure, since the total pressure increases as well, requiring a higher

Mach number to reach the same pressure in the supersonic region. The position

of the pressure minimum, however, shifts a bit to later in the supersonic reactor.
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Figure B.5: Mach number (top panel), pressure (middle panel) and temperature
(bottom panel) as a function of position for different inlet pressures. The radius

of the geometry is given in dashed lines.

B.5 Flow results for different outlet pressures

Figure B.6 shows the evolution of the Mach number (top panel), pressure (middle

panel) and temperature (bottom panel) for different outlet pressures, at an inlet

pressure of 2 bar. A lower outlet pressure increases the Mach number, decreases

the pressure, and decreases the temperature in the supersonic region. This makes

the outlet pressure one of the main parameters to compensate for the decrease

in Mach number, increase in temperature, and increase in pressure upon heat

addition of the plasma.
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Figure B.6: Mach number (top panel), pressure (middle panel) and temperature
(bottom panel) as a function of position for different outlet pressures. The

radius of the geometry is given in dashed lines.

B.6 Flow results for different geometries

Figure B.7 shows the evolution of the Mach number (top panel), pressure (middle

panel) and temperature (bottom panel) for different values of z1, at an inlet

pressure of 2 bar and an outlet pressure of 1 bar. The supersonic region is

elongated when the z1 parameter is increased. The values of the parameters

increase or decrease to the same local minima or maxima.
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Figure B.7: Mach number (top panel), pressure (middle panel) and temperature
(bottom panel) as a function of position for different z1. The radius of the

geometries is given in dashed lines.
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C.1 Total vibrational and gas temperature gains or

losses between the pulses

In order to get a more efficient vibrational-induced dissociation, the non-equilibrium

between the vibrational and gas temperature needs to be enhanced28. We there-

fore present in figure C.1 the total loss or gain of the vibrational and gas tem-

perature between the pulses (
∑

∆Tv and
∑

∆Tg) for different plasma pulse and

interpulse times. Positive
∑

∆Tv and
∑

∆Tg represent a total gain in vibrational

and gas temperature between the pulses, while negative values correspond to a

loss in temperature.
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Figure C.1: Total temperature gain and loss between the pulses as a function of
the interpulse time, for four different plasma pulse times, i.e., ton = 1 µs, 10 µs,

60 µs, and 100 µs.

Figure C.1 shows similar trends in the evolution of
∑

∆Tv and
∑

∆Tg. At

short interpulse times, the vibrational temperature loss is minimal, which is ben-

eficial, but the gas temperature increases between the pulses. This is consistent

with figure 5.3, where at small interpulse times, VT relaxation made the vibra-

tional temperature relax and the gas temperature increase. The total gain in gas
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temperature is most pronounced at toff = 10 µs, with a total gas temperature

rise of 989 K, 436 K, 112 K, and 29 K, for ton = 1, 10, 60, and 100 µs, respectively.

We want to note that the gas temperature gain is highest at a shorter interpulse

time than in figure 5.3, where the maximum was reached at (or above) 100 µs.

This can be explained by the continued rise of the gas temperature after the first

pulse, which can lead to an increased cooling (see equation 5.1).

At longer interpulse times, the vibrational temperature loss is higher, which

is detrimental, but there is also a loss in gas temperature for all cases, except for

ton = 1 µs. However, the positive value here is negligible, because for such a short

plasma pulse time, the gas temperature does not increase during the plasma, but

after. This is also consistent with figure 5.3 (for a higher plasma pulse time of ton

= 10 µs), in which we can see that gas temperature is close-to room temperature

at the end of the pulse, and returns to room temperature at an interpulse time

of toff = 1 s.

Finally, when comparing figure C.1 (a-d), we can conclude that the total vi-

brational temperature (or energy) loss is much larger for short plasma pulse times,

because of the many pulses (and thus also interpulses) to reach the same total

SEI. It is important to realize that the vibrational energy lost during these many

interpulses needs to be regained during the next plasma pulse, thus explaining

why short plasma pulses, especially in combination with long interpulse times,

yield a low energy efficiency (cf. figure 5.1).

C.2 Temporal evolution of the gas temperature

In figure C.2, we show the evolution of the gas temperature from the initial time

t0 until the plasma end time tend (when the total fixed SEI of 1 eV/molec. is

reached), for four different plasma pulse times (ton = 1, 10, 60, and 100 µs)

and five different interpulse times (toff = 10 µs, 100 µs, 1 ms, 10 ms, 1 s).

For comparison, we also plot the gas temperature evolution for the continuous

plasma with the same SEI. The x-axis represents the time from the start of

the first pulse to the end of the last pulse. However, because the total time

is different for different plasma pulse and interpulse times, to reach the same

SEI, the reader should not compare different points on the x-axis, since they can

represent different total times.

For all of the plasma pulse times, a longer interpulse time yields a lower

maximum gas temperature, since there is more cooling. Moreover, the maximum

gas temperature is lower than in the continuous plasma for all plasma pulse and

interpulse times. At toff = 1 s, the gas temperature completely drops to room

temperature. With increasing plasma pulse times, it can be seen that the gas

maximum for a given interpulse time increases.
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Figure C.2: Time-evolution of the gas temperature between the start of the first
pulse and the end of the last pulse, for different plasma pulse times and

interpulse times. tend is defined by the time when the total fixed SEI of 1
eV/molec. is reached. For comparison, the gas temperature in the continuous

plasma, for the same SEI, is also plotted (black curves).

C.3 VDF halfway the plasma

Figure C.3 illustrates the VDFs halfway of the plasma, i.e., when half of the SEI

(thus 0.5 eV/molec) is deposited. For ton = 60 µs and ton = 100 µs, this happens

in the first pulse, so we only show the VDFs for shorter plasma pulses, i.e., ton = 1

µs and ton = 10 µs. We also compare with the VDF in the continuous plasma, and

with the Boltzmann plots at the corresponding vibrational temperatures. For ton

= 1 µs (panel a), the VDFs are always lower than in the continuous plasma, and

they are most populated for short interpulse times, when there is limited time for

relaxation. At longer interpulse times, the VDF completely relaxes in between
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the pulses, and the pulse time is too short to reach significant population of the

vibrational levels. At ton = 10 µs, the VDF coincides with the continuous plasma

at short interpulse times, but it is depleted for longer interpulse times. However,

due to the low gas temperature at toff = 1 s, the characteristic time scales of the

VV relaxation is low, while that of the VT relaxation is high, resulting again in a

fast and pronounced overpopulation of the higher vibrational levels, so the VDF

becomes again very similar to that of a continuous plasma.
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Figure C.3: VDFs halfway the plasma, i.e., when half of the SEI is deposited
(0.5 eV/molec), for ton = 1 µs (a, top panel), and for ton = 10 µs (b, bottom

panel), and for four different interpulse times. The VDF in the continuous
plasma is also plotted (black curve), as well as the Boltzmann plots for each

case at the corresponding vibrational temperatures.
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C.4 VDF at the end of the plasma

In figure C.4, we plot the VDFs at the end of the plasma, for ton = 10 µs and

ton = 100 µs. They should be compared with the VDFs for ton = 1 and 60 µs,

plotted in figure 5.8.

For ton = 10 µs and ton = 100 µs, the VDFs at the end of the plasma, for

different interpulse times look very similar to the VDFs for 60 µs. The VDF at

the end of the plasma coincides with the one of the continuous plasma for short

interpulse times (1 µs to 1 ms), but it reaches a higher population for longer

interpulse times, similar to ton = 60 µs (see figure 5.8). However, while both

plasma pulse time show a large overpopulation of the VDF at toff = 1 s, the

energy efficiency with respect to ton = 60 µs remains lower. Indeed, for ton =

10 µs, the short plasma pulse time enhances the vibrational temperature loss

due to pulsing (see figure S1). Also, while the overpopulation at the end of

the pulse is high, the overpopulation does not last long enough for vibrational-

induced dissociation. For ton = 100 µs, there are two pulses to reach the SEI

of 1 eV/molec. at toff = 1 s. However, during a significant portion of the first

pulse, the VDF was thermalized, so our model predicts lower energy efficiencies

for these conditions than for ton = 60 µs (see figure 5.1 ).
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Figure C.4: VDFs at the end of the plasma, for ton = 10 µs (a, top panel), and
ton = 100 µs (b, bottom panel) for four different interpulse times. The VDF in
the continuous plasma is also plotted (black curve), as well as the Boltzmann

plots for each case at the corresponding vibrational temperatures.
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C.5 Relative contribution of the individual vibrational

levels to the dissociation

In figure C.5, we show the relative contribution to dissociation from the different

vibrational levels, for a plasma pulse time ton = 1 µs (a, top panel), and ton = 60

µs (b, bottom panel), at a short (toff = 1 µs), and a long (toff = 1 s) interpulse

time. For long plasma pulse or short interpulse times (i.e. ton = 60 µs or toff

= 1 µs), dissociation mainly takes place from the higher vibrational levels. The

largest contribution comes from CO2(V10), CO2(V20) and CO2(V21), with a

contribution of about 4 %, 5 % and 67 %, respectively. These levels have the

highest contribution, since their vibrational energy, i.e. 2.78 eV, 5.24 and 5.5

eV, lies close to the activation energy (Ea) divided by alpha of the two main

vibrational-induced dissociation reactions (N1), with Ea/α = 5.5 eV, and (N2),

with Ea/α = 2.77 eV. For more information, see ref. 28. In figure 5.9, we can see

that these reactions indeed have the largest contribution to the dissociation.

The high vibrational levels do not contribute to a higher dissociation in case

of a short plasma pulse and a long interpulse time (i.e. ton = 1 µs and toff = 1

s). In sections 5.3.3 - 5.3.5, it was discussed that these conditions had a negative

effect on the vibrational temperature, and on the overpopulation of the higher

vibrational levels. In that case, the main contribution to the dissociation came

from electron impact dissociation (see figure 5.9).
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Figure C.5: Relative contribution of the vibrational levels to the overall
dissociation, for ton = 1 µs (a, top panel), and ton = 60 µs (b, bottom panel),
for interpulse times toff = 1 µs and 1 s, a reduced electric field of 50 Td, an

ionization degree of 10−6, and a pressure of 100 mbar.
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C.6 Time-evolution of the vibrational and gas tem-

perature in a continuous plasma for different ion-

ization degrees and reduced electric fields

Figures C.6-C.8 show the time-evolution of the vibrational and gas temperature

in a continuous plasma, for different ionization degrees, and for reduced electric

fields of 50 Td, 100 Td and 150 Td, respectively. The end time is different in

each case, as it is defined by the time when the total fixed SEI of 1 eV/molec.

is reached. At low ionization degrees, the vibrational temperature reaches a

maximum value early in time, but this maximum shifts to later times upon higher

ionization degree. This is correlated with the lower characteristic time scale of

electron impact vibrational excitation with higher ionization degree, as was shown

in figure 3.2. At an ionization degree of 5× 10−6 and higher, the maximum value

is reached close to or at the end of the plasma (i.e., when the SEI of 1 eV/molec.

is reached). For these conditions, pulsing will not increase the energy efficiency,

because the loss of vibrational energy between the pulses will not be compensated

by a higher vibrational temperature. This is true for a reduced electric field of

50 and 100 Td (figures S6 and S7). At 150 Td, this is already the case for an

ionization degree of 5× 10−7 (figure C.8).
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Figure C.6: Time-evolution of the vibrational and gas temperature in a
continuous plasma for different ionization degrees, and a reduced electric field of

50 Td.
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Figure C.7: Time-evolution of the vibrational and gas temperature in a
continuous plasma for different ionization degrees, and a reduced electric field of

100 Td.
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Figure C.8: Time-evolution of the vibrational and gas temperature in a
continuous plasma for different ionization degrees, and a reduced electric field of

150 Td.
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C.7 Dissociation mechanisms for different reduced elec-

tric fields at a low ionization degree

In figure 5.11 and 5.12, it was shown that at a low ionization degree of 2× 10−7,

and a reduced electric field of 50 Td, pulsing did not improve the energy efficiency.

It was seen in figure 13 that the electron impact dissociation became the most

prominent dissociation mechanism. While pulsing did increase the vibrational-

induced dissociation by collision of CO2 with a molecule M, the negative impact

on electron impact dissociation compensated for this increase, leading to an over-

all lower energy efficiency in a pulsed regime.

Upon increasing reduced electric field, electron impact dissociation becomes

more important28, so similar trends are observed in figures C.9 and C.10 for a

reduced electric field of 100 Td (with di = 10−7) and 150 Td (with di = 5×10−8)

, respectively, where no or negligible improvement of the energy efficiency by

pulsing is noticed (see figure 5.12). In both figures, it can be seen that the contri-

bution to dissociation by collision with a molecule M becomes very small. Hence,

the negative effect of pulsing on electron impact dissociation is not compensated

by a positive impact on the dissociation by collision with a molecule M. However,

it can be seen that with decreasing contribution from the dissociation mecha-

nisms, the contribution from the most important recombination mechanism also

decreases. This results in a negligible improvement for E/N = 150 Td and di =

5× 10−8 in figure 5.13.
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Figure C.9: CO2 conversion by the three main dissociation reactions: electron
impact dissociation (red), dissociation upon collision with a molecule M (blue)

and upon collision with an O atom (yellow), as well as the most important
recombination reaction, for different plasma pulse times and an interpulse time
of 1 s, a reduced electric field of 100 Td and an ionization degree of 10−7. The

dashed horizontal lines represent the respective conversions of a continuous
plasma at the same SEI.
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Figure C.10: CO2 conversion by the three main dissociation reactions: electron
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D.1 Effect of instantaneous quenching on the evolu-

tion of the dissociation and recombination rates

for a plasma subjected to low cooling

Figure D.1 and D.2 illustrate the rates of the two most important dissociation

reactions (reaction N1 and N2 of Tables A.4 and A.7) and recombination reactions

(N4 and N5 of Tables A.4 and A.7), as a function of time after quenching, for

VT non-equilibrium plasma conditions with SEI of 0.5 eV/molec. (figure D.1)

and VT equilibrium plasma conditions with SEI of 4 eV/molec. (figure D.2), i.e.,

the conditions of figure 6.3. The dissociation and recombination rates with and

without quenching are plotted in full and dashed lines, respectively. Because the

reaction rates are subject to changes in the gas volume (i.e. due to changes in

the gas temperature or chemical composition), we plot the expansion-corrected

rates (i.e. Ri/β).

For a warm VT non-equilibrium plasma with SEI of 0.5 eV/molec., figure

D.1 (a) demonstrates that the dissociation rates of CO2 upon collision with any

molecule M (N1), or with an O atom (N2) both increase due to quenching. Figure

D.1 (b) indicates a rise for the recombination rate of CO and O2 (N5), but a

drop for the recombination rate of CO and O (N4), and the latter rate also drops

faster in time. In addition, the dissociation rates are initially much higher than

the recombination rates, but they drop fast starting from 0.01 ms, while the

recombination rates last longer in time (up to 1 – 10 ms). This explains the

sharp increase followed by a gradual drop in CO2 conversion upon quenching,

depicted in figure 6.3 (a) .

For a warm VT equilibrium plasma with SEI of 4 eV/molec., figure D.2 (a)

shows a drastic drop of both dissociation rates upon quenching at maximum con-

version. In addition, without quenching, both rates are much higher for a longer

time. Indeed, the gas temperature remains much higher for a longer time, pro-

viding enough energy for both dissociation reactions to take place, while upon

quenching, the gas temperature drops dramatically, thereby inhibiting both disso-

ciation reactions. Furthermore, because of the VT equilibrium at the moment of

quenching, there is also not enough vibrational energy to overcome the activation

energy of these reactions. This is explained in more detail in section 6.3.5. The

recombination reactions also stay high for a longer time without quenching, sim-

ilar to the dissociation reactions, due to the high gas temperature. In addition,

the CO2 conversion is much higher at this high temperature (cf. figure 6.3 (a,b)),

in contrast to figure D.1. This makes that both recombination reactions N4 and

N5 (i.e. recombination of CO with O and O2, respectively) are more important

than in figure D.1, and comparable to the dissociation reactions (see figure D.2).
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Figure D.1: Expansion-corrected dissociation (a) and recombination (b) rates
for a warm VT non-equilibrium plasma at SEI of 0.5 eV/molec. (weak cooling c
= 10−3), for instantaneous quenching at the end of the plasma (full lines) and

without quenching (dashed lines).

With the slowly decreasing gas temperature the dissociation reactions drop faster

than the recombination reactions, and the conversion drastically decreases (see

figure 6.2 (a,b)). Upon quenching, both recombination rates slightly increase, but

they also drop earlier in time than without quenching; see figure D.2 (b). The

rise in reaction rates is in contrast to the drop of the dissociation rates (figure

D.2 (a)), which is especially striking for reaction N5, as it is also characterized by

a high activation energy, just like both dissociation reactions N1 and N2. This

opposite behavior will be explained in more detail in section 6.3.5, when study-

ing the VDFs. Combined with the drop in dissociation rates, this initial rise in
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Figure D.2: Expansion-corrected dissociation (a) and recombination (b) rates
for a VT equilibrium plasma at SEI of 4 eV/molec. (weak cooling; c = 10−3),

for instantaneous quenching at maximum CO2 conversion (full lines) and
without quenching (dashed lines).

recombination rates, followed by a fast decrease, results in a small but steep drop

in CO2 conversion upon quenching (cf. figure 6.3 (b), yellow curve), after which

the CO2 conversion is ”frozen”, as was obvious from figure 6.3 (b).

D.2 Effect of instantaneous quenching on the O atom

density

Figure D.1 and D.2 showed the dissociation and recombination reaction rates as

a function of time, for a plasma with SEI of 0.5 and 4 eV/molec., quenched at the
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end of the plasma, and at the time of maximum conversion, respectively. Their

behavior as a function of time, and upon quenching, could be explained from

the VDFs, except for reaction N4 (i.e. CO + O + M → CO2 + M, see Table

S4), which does not have a high activation energy, in contrast to dissociation

reactions N1 and N2, and recombination reaction N5. However, its behavior

can be explained from the O atom density, as illustrated in figure D.3 and D.4.

Indeed, it is clear that the evolution of reaction N4 in figure D.2 and D.1 follows

the evolution of the O atom density. Both for a plasma with SEI of 0.5 and 4

eV/molec., subject to weak cooling (c = 10−3), we observe from figures D.3 and

D.4 that instantaneously quenching leads to a faster drop in the O atom density.
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Figure D.3: Time-evolution of the expansion-corrected O atom density for a
warm plasma with SEI of 0.5 eV/molec. that is instantaneously quenched at

the end of the plasma (full lines) and without quenching (dashed lines).

183



Appendix D. The role of quenching in non-equilibrium plasmas

10-4 10-2 100 102 104

Time after quenching (ms)

1015

1016

1017

1018

1019
D

en
si

ty
/ 

 (
cm

-3
)

NO quenching at max 

NO  without quenching

Figure D.4: Time-evolution of the expansion-corrected O atom density for a
warm plasma with SEI of 4 eV/molec. that is instantaneously quenched at

maximum conversion (full lines) and without quenching (dashed lines).

D.3 Effect of instantaneous quenching on the dissoci-

ation and recombination rates for a plasma sub-

jected to strong cooling

In figure D.2 and D.1, we illustrated the effect of instantaneous quenching on the

expansion-corrected dissociation and recombination rates for a plasma with SEI

of 0.5 eV/molec. and 4 eV/molec. subject to weak cooling (c = 10−3). In figure

D.5 we show the same, but for a plasma with SEI of 4 eV/molec. subject to

strong cooling (c = 103), hence a cold plasma at VT non-equilibrium conditions,

that is quenched at the end of the plasma (full lines), and without quenching

(dashed lines), for comparison. This corresponds to the conditions of figure 6.5.

Figure 6.5 showed that the CO2 conversion slightly increased after quenching

(i.e. super-ideal quenching), followed by an immediate drop. Figure D.5 indicates

that shortly after quenching, the dissociation rates go up, but they drop quickly

in time. The rate of the most important recombination reaction N5 also rises

upon quenching, and extends over a longer time-scale than for the dissociation

reactions. Due to the high conversion degree, the rise in this recombination
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Figure D.5: Expansion-corrected dissociation (a) and recombination (b) rates
for a VT non-equilibrium (cold) plasma with SEI of 4 eV/molec. (strong

cooling; c = 103), for instantaneous quenching at the end of the plasma (full
lines) and without quenching (dashed lines).

reaction is predominant, and reduces the CO2 conversion after the first increase.

This explains why the final CO2 conversion is lower than without quenching (see

figure 6.5).

Figure D.6 depicts the total dissociation and recombination, with and with-

out quenching, for the same conditions as in figure D.5. Upon quenching, the

contribution of the main recombination mechanism N5 indeed slightly increases,

resulting in a somewhat lower final CO2 conversion, depicted in figure 6.5.
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Figure D.6: Total contribution of the dissociation and recombination reactions
to the conversion for a VT non-equilibrium (cold) plasma with SEI of 4

eV/molec. that is quenched at the end of the plasma (right), and that was
subjected to strong cooling (c = 103). The case without quenching (left) is
shown as a reference. The horizontal dashed lines indicate the final CO2

conversion. Besides the major dissociation reactions (N1, N2), also electron
impact dissociation (X4; see Table A.6) has a minor contribution.

D.4 Effect of instantaneous quenching on the VDFs

of CO2, CO, and O2 for a plasma subjected to

strong cooling

In figure 6.8, we plotted the VDFs of CO2, CO, and O2 after quenching at the

end of the plasma, for a plasma subject to weak cooling. In figure D.7 we plot

the same, but for a plasma with SEI of 4 eV/molec., that was subject to strong

cooling (i.e. c = 103, cf. red curve in figure 6.5).

At the end of the plasma, the VDFs of all three molecules are highly popu-

lated. After quenching, the VDF of CO2 relaxes very fast, while the VDFs of CO

and O2 remain populated for a longer time (see time-point 2 in figure D.7). Due

to the low gas temperature, VV relaxation populates these higher levels more

than in the case without quenching. This explains why recombination reaction

186



Appendix D. The role of quenching in non-equilibrium plasmas

N5 becomes more important (cf. figure D.5 and D.6).

Figure D.7: VDFs of CO2, CO, and O2 (bottom panels; b-d), and their
corresponding Boltzmann distributions, at the end of a cold plasma with SEI of

4 eV/molec. (VT non-equilibrium, strong cooling, c = 103) (red), and for
different times after instantaneous quenching at the end of the plasma (1 to 4).
The different time points are indicated on a plot of the conversion as a function
of time (top panel; a). The vertical dashed lines in the bottom panels show the
vibrational activation energies (Ea/α) of the dissociation reactions (N1 and N2)

(b) and recombination reaction (N5) (c,d).

D.5 Relaxation time of the CO2 VDF at low SEI

In figure 6.10, we observed that the CO2 conversion of a plasma with 0.5 eV/molec.,

subject to weak cooling (c = 10−3), could only drastically be enhanced upon

quenching, when the gas temperature dropped to 300 K within less than 10 µs.

To explain this, we plot in figure D.8 the evolution of the VDF at the end of the

plasma and at several time-points in the afterglow, without quenching. At the

end of the plasma, the VDF is clearly overpopulated, as was also clear from figure

6.8. After 1 µs in the afterglow, the VDF is still the same, but it drops quickly,

and at 100 µs, it is relaxed to a Boltzmann distribution. This demonstrates that,

in order to keep a significant overpopulation of the VDF, the gas temperature

needs to drop faster than the relaxation of the VDF, hence within 10 µs.
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Figure D.8: VDF of CO2 at the end of the plasma and at several time-points in
the afterglow, without quenching, for a plasma with SEI of 0.5 eV/molec.,
subject to weak cooling (c = 10−3), indicating that the VDF relaxes to a
Boltzmann distribution in less than 100 µs after the end of the plasma.
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