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Abstract—X-ray Computed Laminography (CL) is a well-
known computed tomography technique to image the internal
structure of flat objects. High-quality CL imaging requires,
however, a large number of X-ray projections, resulting in long
acquisition times. Reducing the number of acquired projections
allows to speed up the acquisition process but decreases the
quality of the reconstructed images. In this work, we investigate
the use of Convolutional Neural Networks for processing volumes
reconstructed from only four X-ray projections acquired at an
inline CL scanning setup.

Index Terms—Computed Laminography, Convolutional Neural
Networks, Deep Learning, 3D imaging

I. INTRODUCTION

The number of industrial applications of Computed Tomog-

raphy (CT) is increasing rapidly [1]. However, for imaging

flat objects such as integrated circuits, laminate, or paintings,

conventional CT is not suited because projections cannot be

acquired from all directions [2]–[4]. In such cases, Computed

Laminography (CL) can be applied [5], [6]. Fig. 1 illustrates

the scanning setup of a regular CL imaging process where the

object rotation axis is no longer perpendicular to the optical

axis as in conventional CT, but slightly inclined (θ < π
2

).

Conventional CL reconstruction techniques usually require

hundreds of projections to generate accurate images [7], [8].

The acquisition of such an amount of projections implies a

prohibitively long scanning time for industrial applications. By

limiting the number of X-ray projections acquired during a CL

scan, not only the X-ray dose applied to the scanned object can

be reduced, but also the acquisition and processing time can be

substantially shortened. Unfortunately, when the number of X-

ray projections becomes low, streaking artefacts will appear in

the reconstructed CL image [9]. For instance, Park et al. [10]
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Fig. 1. Scheme of the conventional CL scanning setup: both X-ray source
(a) and detector (b) remain static while the object (c) rotates around the axis,
which is inclined with respect to the central X-ray path by an angle 0 ≤ θ ≤
π

2
.

showed CL reconstructions obtained using from 12 to 60 X-

ray projections, which revealed clear reconstruction artefacts.

To overcome sparse sampling artefacts, prior knowledge

about the sample to be reconstructed can be invoked. Abbas et

al. showed how Total Variation minimization based reconstruc-

tion can successfully generate high quality CL images from 40

X-ray projection views [7], [8]. Batenburg et al. [11] showed

that, using DART [12], it is possible to obtain high quality

reconstructions from only 10 X-ray projections. However,

DART strongly relies on the validity of the discreteness of

the material.

In recent years, many Convolutional Neural Networks

(CNNs) have been proposed to improve the quality of low-dose

medical CT images: Han and Ye [13] presented solutions based

on 2D Unets; Xie et al. [14] applied the 2D GoogLeNet archi-

tecture; Chen et al. [15] proposed the 2D Residual Encoder-

Decoder CNN; Zhao et al. [16] introduced the DnCNN model.

In this work, we evaluate three 3D CNNs in improving the



quality of images reconstructed using an extreme sparse-view

CL setup. The performance of each CNN is evaluated on a

realistically simulated inline CL scanning setup.

This paper is organized as follows: Section II describes

the inline scanning setup and the architecture of the CNNs

used, Section III presents the experimental setup designed

to evaluate the methods, Section IV discusses the results

obtained, and Section V concludes the paper.

II. METHODS

A. Inline Scanning Setup

The inline scanning setup [10], illustrated in Fig. 2, is

composed of a static X-ray source (a) and detector (b) for

imaging flat objects moving parallel to the detector plane with

velocity ~v. The projections P1, P2, and Pn are generated at

the positions (1), (2), and (n), respectively.

v
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Fig. 2. Scheme of the evaluated inline scanning setup for CL, where a fixed
pair of X-ray source (a) and detector (b) is used for imaging flat objects
moving parallel to the detector plane. This geometry leads to projection
truncation near the detector borders (c).

In this inline scanning setup, besides the limited angular

view, the projections acquired near the detector borders are

truncated. In fact, Park et al. [10] proposed a data truncation

correction when working with such inline geometry. In our

approach, however, no data preprocessing is required once

regular CL reconstructions from truncated data are used to

feed our CNNs.

B. The 3D Convolutional Neural Networks

Using a CNN model fθ(·), we are looking for the set of

parameters θ that minimizes:

argmin
θ

||fθ(rc)− rs||
2

2
(1)

where rc ∈ R
i×j×k is a volume reconstructed from a limited

set of projections acquired in the inline scanning setup (as

shown in Fig. 2), and rs ∈ R
i×j×k its respective ground truth

that can be generated in the fully sampled conventional CL

setup (as shown in Fig. 1).

In this work, we evaluate three 3D CNN models based

on 2D models from the state-of-the-art of low-dose medical

CT [13]–[15]: (i) a 3D Residual Encoder-Decoder (RED-

CNN), (ii) a 3D GoogLeNet, and (iii) a 3D Unet. At each

network, the 2D convolutions from the regular architectures

were replaced by 3D convolutions in order to incorporate

correlations between adjacent slices of a 3D volume [23].

The following subsections present a detailed description of

each of those architectures.

1) The 3D Residual Encoder-Decoder CNN: this architec-

ture is composed of 5 convolutional layers in an encoder stage,

and 5 deconvolutional layers in a decoder stage. By avoiding

data downsampling and upsampling, the image’s structural

information is kept [15]. The complete network’s architecture

is described in Table I. Additionally, three residual connections

link the blocks 3 to 4, 2 to 5, and 1 to 6.

TABLE I
DESCRIPTION OF THE 3D RED-CNN USED IN THIS WORK. THE PADDING

VALUE IS 0, THE STRIDE VALUE IS 1 FOR ALL LAYERS, AND EACH

CONVOLUTION IS FOLLOWED BY THE RELU ACTIVATION FUNCTION. THE

NETWORK’S INPUT SIZE IS 1× 16× 64× 64.

Block Layer Kernel Output size

1
Conv 3D
Conv 3D

3× 3× 3

3× 3× 3

96× 16× 64× 64

96× 16× 64× 64

2
Conv 3D
Conv 3D

3× 3× 3

3× 3× 3

96× 16× 64× 64

96× 16× 64× 64

3 Conv 3D 3× 3× 3 96× 16× 64× 64

4 Deconv 3D 3× 3× 3 96× 16× 64× 64

5
Deconv 3D
Deconv 3D

3× 3× 3

3× 3× 3

96× 16× 64× 64

96× 16× 64× 64

6
Deconv 3D
Deconv 3D

3× 3× 3

3× 3× 3

96× 16× 64× 64

1× 16× 64× 64

2) The 3D GoogLeNet: this architecture introduces the

inception module, which combines multiscale convolutional

kernels in a single layer [14]. This network is based on

the stacking of 8 inception modules in a row. Its complete

description is presented in Table II.

TABLE II
DESCRIPTION OF THE 3D GOOGLENET USED IN THIS WORK. EACH

CONVOLUTIONAL AND INCEPTION LAYERS ARE FOLLOWED BY THE RELU

ACTIVATION FUNCTION. THE NETWORK’S INPUT SIZE IS 1× 16× 64× 64.

# Layer Kernel Output size

1
Conv 3D
Conv 3D

3× 3× 3

3× 3× 3

16× 16× 64× 64

64× 16× 64× 64

2

Inception
Inception
Inception
Inception
Inception
Inception
Inception
Inception

1, 3, 5× 1, 3, 5× 1, 3, 5

1, 3, 5× 1, 3, 5× 1, 3, 5

1, 3, 5× 1, 3, 5× 1, 3, 5

1, 3, 5× 1, 3, 5× 1, 3, 5

1, 3, 5× 1, 3, 5× 1, 3, 5

1, 3, 5× 1, 3, 5× 1, 3, 5

1, 3, 5× 1, 3, 5× 1, 3, 5

1, 3, 5× 1, 3, 5× 1, 3, 5

192× 16× 64× 64

192× 16× 64× 64

192× 16× 64× 64

192× 16× 64× 64

192× 16× 64× 64

192× 16× 64× 64

192× 16× 64× 64

192× 16× 64× 64

3
Conv 3D
Conv 3D

3× 3× 3

3× 3× 3

64× 16× 64× 64

1× 16× 64× 64

3) The 3D Unet: this architecture is composed of convolu-

tional and deconvolutional layers within stages for data com-

pression and decompression. By introducing downsampling

and upsampling layers, the network’s receptive field is en-

larged [13]. The complete network’s architecture is described

in Table III. Additionally, four residual connections link the

blocks 1 to 9, 2 to 8, 3 to 7, and 4 to 6.



TABLE III
DESCRIPTION OF THE 3D UNET USED IN THIS WORK. THE PADDING

VALUE IS 1 FOR ALL LAYERS, STRIDE VALUE IS 2 FOR MAXPOOL AND

DECONV LAYERS, AND EACH CONVOLUTION IS FOLLOWED BY THE RELU

ACTIVATION FUNCTION. THE NETWORK’S INPUT SIZE IS 1× 16× 64× 64.

# Layer Kernel Output size

1

Conv 3D
Conv 3D
MaxPool

3× 3× 3

3× 3× 3

2× 2× 2

64× 16× 64× 64

64× 16× 64× 64

64× 8× 32× 32

2

Conv 3D
Conv 3D
Conv 3D
MaxPool

3× 3× 3

3× 3× 3

3× 3× 3

2× 2× 2

64× 8× 32× 32

128× 8× 32× 32

128× 8× 32× 32

128× 4× 16× 16

3

Conv 3D
Conv 3D
Conv 3D
MaxPool

3× 3× 3

3× 3× 3

3× 3× 3

2× 2× 2

128× 4× 16× 16

256× 4× 16× 16

256× 4× 16× 16

256× 2× 8× 8

4

Conv 3D
Conv 3D
Conv 3D
MaxPool

3× 3× 3

3× 3× 3

3× 3× 3

2× 2× 2

256× 2× 8× 8

512× 2× 8× 8

512× 2× 8× 8

512× 1× 4× 4

5

Conv 3D
Conv 3D
Conv 3D

3× 3× 3

3× 3× 3

3× 3× 3

512× 1× 4× 4

1024× 1× 4× 4

512× 1× 4× 4

6

Deconv 3D
Conv 3D
Conv 3D
Conv 3D

2× 2× 2

3× 3× 3

3× 3× 3

3× 3× 3

512× 2× 8× 8

512× 2× 8× 8

512× 2× 8× 8

256× 2× 8× 8

7

Deconv 3D
Conv 3D
Conv 3D
Conv 3D

2× 2× 2

3× 3× 3

3× 3× 3

3× 3× 3

256× 4× 16× 16

256× 4× 16× 16

256× 4× 16× 16

128× 4× 16× 16

8

Deconv 3D
Conv 3D
Conv 3D
Conv 3D

2× 2× 2

3× 3× 3

3× 3× 3

3× 3× 3

128× 8× 32× 32

128× 8× 32× 32

128× 8× 32× 32

64× 8× 32× 32

9

Deconv 3D
Conv 3D
Conv 3D
Conv 3D

2× 2× 2

3× 3× 3

3× 3× 3

3× 3× 3

64× 16× 64× 64

64× 16× 64× 64

64× 16× 64× 64

1× 16× 64× 64

III. EXPERIMENTS

To evaluate the performance of the CNN based CL recon-

struction methods, we created a set of a set of 4,000 flat objects

of size 10×64×64 that contain a random number of ellipsoids

to represent pores1, as illustrated in Fig. 3. For each of these

phantom objects, four projections were generated using the

ASTRA toolbox [27] from an inline acquisition setup as shown

in Fig. 2. Our simulations include a cone-beam angle of 30◦,

a 64×64 detector, a source-object distance of 120 unit length,

and a lateral distance between two consecutive projections of

21 unit length. Furthermore, the first and the fourth projections

were truncated by 50% (as shown in Fig. 2).

From the sparse-view CL projection data, 3D volumes were

reconstructed using conventional SIRT [24]. SIRT reconstruc-

tions were chosen as the input of the 3D CNNs instead of

reconstructions using the widely used Filtered Back-Projection

(FBP) because SIRT provides better results in situations that

include noise, sparse-view, and projection truncation [25].

1Our dataset and code are available at:
https://github.com/luisfilipeap/Extreme-Sparse-X-ray-Computed-
Laminography-Via-Convolutional-Neural-Networks-

Fig. 3. Four samples of the simulated flat plates used in our experiments.

Next, the performance of the CNN based CL reconstruction

methods was tested on sparse-view datasets simulated with

various incident flux I0 at the X-ray tube.

Experiments were run with an Intel Core i7 3.2 GHz, 64 GB

RAM, equipped with a GeForce GTX 1070. The 3D CNNs

were built using the PyTorch library [28].

IV. RESULTS AND DISCUSSION

Fig. 4 shows axial views of two CL volumes generated by

the RED-CNN 3D in the first column, the GoogLeNet 3D

in the second column, and the Unet 3D in the third column,

when the radiation flux I0 → ∞. Ground truth images are

presented in the fourth column. Fig. 5 shows coronal views of

a reconstructed object. It can be seen that Unet 3D provides

the best accuracy and image contrast.

RED-CNN GoogLeNet Unet GT
-

Fig. 4. Axial views of results generated by the RED-CNN 3D (column 1),
the GoogLeNet 3D (column 2), and the Unet 3D (column 3), using a radiation
flux I0 → ∞. Ground truth images are shown in column 4.

Results of a quantitative analysis measuring PSNR and

SSIM were conducted with the test set comprising 1,000

unseen samples. For I0 → ∞, the average PSNR obtained

by the Unet 3D (29.7) was 11% greater than that obtained by

the GoogLeNet 3D (26.6), and 20% greater than that obtained

by the RED-CNN 3D (24.7). The average SSIM obtained by



RED-CNN GoogLeNet Unet GT

Fig. 5. Coronal views of results generated by the RED-CNN 3D (column 1),
the GoogLeNet 3D (column 2), and the Unet 3D CNN (column 3), using a
radiation flux I0 → ∞. Ground truth images are shown in column 4.

the Unet 3D (0.894) was 16% greater than that obtained by the

GoogLeNet 3D (0.768), and 75% greater than that obtained by

the RED-CNN 3D (0.504). Those results suggest the adoption

of the Unet 3D to enhance SIRT volumes in situations where

the projections are not only sparse but also truncated. This

is a significant advantage compared to previous methods that

require additional preprocessing stages to correct truncated

projections [10].

Fig. 6 shows samples of CNN outputs for 104 ≤ I0 ≤ 107.

It can be seen that experiments using I0 ≤ 105 produce

unrecognizable results for every method evaluated. Further-

more, Fig. 7 shows the relation between SSIM and PSNR as

I0 changes. It is shown that, for I0 = 107, both Unet and

GoogLeNet present PSNR and SSIM values comparable to

those obtained at the previous experiment where I0 → ∞.

For I0 ≥ 106, only the Unet can provide an average SSIM

greater than 0.6, and a PSNR greater than 27.

V. CONCLUSIONS

Conventional tomographic reconstruction of images from

sparse-view CL suffer from severe undersampling artefacts.

In this work we show, by means of simulation experiments,

that the Unet 3D based CL reconstruction method can produce

high quality images in terms of PSNR and SSIM. Among the

three architectures evaluated, the Unet 3D provided the best

results on mapping SIRT reconstructions into an enhanced CL

volume. Furthermore, The Unet 3D presented outputs with

recognizable features with a photon count as low as 106.

The good performance of Unet can be explained by the data

compression and decompression that enlarge the network’s

receptive field.

It is expected that the performance of those CNN based so-

lutions behaves similarly with bigger reconstruction volumes.

As the CNN input size increases, more computational power is

required (especially GPU memory) during the training stage.

This issue may be overcome by introducing powerful hardware

devices or using of 3D patches in the training stage.
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Fig. 6. Coronal views of results generated by the RED-CNN 3D (row 1),
the GoogLeNet 3D (row 2), and the Unet 3D (row 3) for different levels of
radiation flux I0 at each column. Ground truth images are shown in the last
column.
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