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Abstract

Clones are one of the most widespread code smells, known to negatively
affect the evolution of software systems. While there is a large body of
research on detecting, managing, and refactoring clones in production code,
clones in test code are often neglected in today’s literature. In this paper
we provide empirical evidence that further research on clones in test code is
warranted. By analysing the clones in five representative open-source systems
and comparing production code clones to test code clones, we observe that test
code contains twice as many clones as production code. A detailed analysis
reveals that most test clones are of Type II and Type III, and that many tests
are duplicated multiple times with slight modifications. Moreover, current
clone detection tools suffer from false negatives, and that this occurs more
frequently in test code than in production code (NiCad = 76%, CPD = 90%,
iClones = 12%). So even from a tools perspective, specific fine-tuning for test
code is needed.

Keywords: software clones, unit-tests, clone detection

1. Introduction

The recent popularity of agile software development has increased the
emphasis on software testing for developers. In particular, test-driven devel-
opment [1] and continuous integration [2, 3] require an effective test suite,
which is executed early and often [4]. With each increment of the production
code, the test code needs to be updated, extended, and maintained as well.
Therefore, it is a recommended practice to continuously monitor the quality
of the test suite [5, 6].



However, as agile teams aim to fix bugs and cover new features with the
test suite, less time is spent on maintaining or refactoring the test code. This
gives rise to the concept of “test smells”: sub-optimal design choices in the
implementation of test code [7, 8]. Duplicate tests (a.k.a. test clones) are
one of the common symptoms, as the quickest way for a developer to test a
new feature is to copy, paste, and modify an existing test [9]. Even if the
developer does create a new test from scratch, the consistent structure of
unit test code (the setup-stimulate-verify-teardown (S-S-V-T) cycle [10]) can
still cause clones accidentally. The prevalence of clones in test code has been
shown by Hasanain et al. [11] and was confirmed in our prior work [12].

This high amount of duplicated test code can be problematic, as test
smells (such as test code duplication) have been shown to have a strong
and negative impact on program comprehension and maintenance [13]. Yet,
research on test code duplication is limited, as most code cloning research
focuses on production code.

In this paper, we explicitly compare the clones in the test code against
the clones in the system under test by running three state-of-the-art clone
detection tools (NiCad, CPD, and iClones) on five representative open-source
software projects. We extend our previous work [12] and classify, analyse, and
compare a total of 21,289 test clones with 18,493 clones from production code.
The dataset is made publicly available (see DOI 10.6084/m9.figshare.12644921)
and classifies all clones in the appropriate categories (by type, tool, production
or test code). The scripts to automatically create the dataset for a given
system are publicly available as well.

Based on a quantitative and qualitative comparison of the clones in the
test code against the clones in the system under test we make the following
observations.

1. For each project, test code contains more than twice as much duplication
as production code, even for projects with small amounts of clones.

2. Tests are often copied multiple times, each time with small modifications.
3. Clones in production code cause a significant increase in test clones.
4. Clones in test code are inherently different from clones in production

code due to the typical structure of unit tests.
5. Current clone detection tools suffer from false negatives, and this occurs

more frequently in test code than in production code, especially for
text-based and token-based clone detectors.

6. A tree-based clone detection technique generally performs best on test
code, while on production code it depends on the project.
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We conclude that from a research perspective, more work on clones in test
code is warranted. From a tools perspective, specific fine-tuning for test code
is needed.
The remainder of this paper is organised as follows. Section 2 provides
the required theoretical background while Section 3 lists the related work.
Section 4 describes the experimental set-up, which naturally leads to Section 5
reporting the results. Section 6 lists avenues for further work, both from a
research and tool builders perspective. Section 7 enumerates the threats to
validity, and Section 8 concludes the paper.

2. Background

Code clone. When two fragments of code are either exactly the same
or similar to each other, we call them a code clone. A code clone is also
synonymous with a software clone or duplicated code, and these terms can
be used interchangeably.

Clone fragment. A fragment of code that is duplicated is called a clone
fragment. Therefore, a code clone consists of two or more such clone fragments.

Clone pair. When we consider a code clone that consists of exactly two
clone fragments, we use the term clone pair. Most clone detection tools report
their results in terms of clone pairs.

Clone class. When a clone fragment is duplicated more than two times, we
get a set of clone fragments called a clone class. Note that each combination of
clone fragments in this set will also form a clone pair. One way to visualize the
differences between these terms is to consider a graph: if every clone fragment
is a node in a graph, then every edge between two nodes is a clone pair, and
a fully connected graph is a clone class. A clone class therefore consists of a
set of clone fragments that all form clone pairs between themselves.

Clone types (I, II, III, IV). Code clones can be differentiated based on their
degree of similarity. First, code clones can be divided into syntactic clones and
semantic clones. Syntactic clones are code clones that are syntactically similar,
and are further divided in three types. Type I clones are exactly the same,
only allowing differences in comments, whitespaces, and indentation. Type II
clones are the same as Type I clones, but also allow differences in variable
names and literal values. Type III clones are the same as Type II clones, but
also allow for lines of code to be added or removed in the clone fragment.
Note that it is not required for these types of clones to be functionally similar.
Semantic clones on the other hand are code clones that are semantically
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similar without necessarily being syntactically similar. They are often called
Type IV clones.

3. Related Work

Clone Benchmarks. A lot of research has already been performed on software
clones. In 2007, Koschke performed a survey of the literature on software
clones [14]. This was followed in 2009 by him and his colleagues (Roy et
al.) with an extensive comparison and evaluation of all code clone detection
techniques and tools [15]. Svajlenko et al. manually curated a data set
containing six million inter-project clones (Type I, II, III, and IV), including
various strengths of Type III similarity (strong, moderate, weak) [16]. Over
the years, a lot of research has been performed to further investigate the
prevalence, characteristics, impact, and detection methods of software clones.
However, most of this research focuses on production code; test code is rarely
ever considered separately [14, 15, 17].

Evaluation Criteria. A common denominator in comparative research on
software clones is to evaluate across the different clone types (I, II, III),
ignoring Type IV as most tools cannot identify them [14, 15, 17]. When
analysing the prevalence of clones this is usually done by comparing the clone
density (also known as clone percentage [18], or TCMp or TCLOCp depending
on the granularity [19, 20]). When researchers compare clone detection tools,
they calculate the precision and recall [15]. However, since it is impossible
to know all clones in a given system, researchers typically approximate the
recall by using the clones detected by all tools under study as a total. This is
known as the relative recall [21].

Test Smells. In 2012, Bavota et al. performed two empirical studies towards
the effects of test smells, including test code duplication. Their results show
that most test smells have a strong negative impact on the comprehensibility
and maintainability of both the test code and the production code [13].
In 2018, Garousi et al. performed an extensive literature study on test
smells, including knowledge from both industry and academia. Besides
the work performed by Bavota et al., they found 37 sources that explicitly
discuss negative consequences as a result of test smells [8]. Most recently,
in 2020, Junior et al. conducted a survey amongst professionals to identify
whether professional experience influences the adoption of test smells. They
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found that all developers introduce test smells irregardless of the developers
experience [22].

Test Clones. In 2015, Tsantalis et al. performed a large-scale empirical study
using nine open-source projects. For their analysis, they used four different
clone detection tools: CCFinder, Deckard, CloneDR, and NiCad. The focus of
their study was on the refactorability of code clones in general, not specifically
on test code duplication. However, they did briefly look at the difference
between clones in test code and clones in production code. They found that
in general test code contained more code clones than production code [23].
More recently, in 2018, Hasanain et al. performed an industrial case study
that aims at better understanding code clones in test code. They used NiCad
to detect clones on a large test suite provided by Ericsson. They found that
49% (in terms of LOC) of the entire test code are clones [11]. In our previous
work, we performed an exploratory study on duplicated test code by running
four clone detection tools (NiCad, CPD, iClones, and TCORE) on three
open-source test suites. We showed the prevalence of clones in test code and
provided anecdotal evidence that these clones stem from the typical structure
of unit tests [12].

☛

✡

✟

✠

There is a large body of work investigating the prevalence and characteristics
of software clones across the different clone types (I, II, III). Clone density is
a commonly applied metric when comparing clones within software systems,
while both precision and relative recall is used when comparing clone tools.
It is only recently that clones in test code are investigated as a separate
topic. At the time of writing, there is no research investigating the differences
between clones in test code and clones in production code.

4. Experimental Setup

In this section we provide a detailed description of the process we followed
to reach our results. First we go over the tools and data we used, followed by
the steps we took to perform our comparison.

4.1. Clone Detection Tools

There are many different code clone detection tools available, divided
in a few approaches. The three most common ones are (i) text-based, (ii)
token-based, and (iii) tree-based. (i) Text-based approaches use the raw
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source code for comparison in the clone detection process, sometimes with a
minimal amount of normalization (such as removal of empty lines and extra
whitespaces). (ii) Token-based approaches begin by transforming the source
code into a sequence of lexical tokens, which is then scanned for duplicated
subsequences of tokens. (iii) Tree-based approaches use a parser to convert
the source code into abstract syntax trees, which can then be scanned for
duplicated subtrees using tree matching algorithms [15].

Clone detection techniques that do not fall under one of these three
approaches have been proposed as well. For example, it has been shown
that program dependency graphs (PDGs) and program slicing can be used to
detect code clones [24, 25]. Other techniques include static analysis of memory
states at each procedure exit point [26], or applying random testing to detect
similar function output [27]. More recently, machine learning techniques, such
as deep neutral networks, have been successfully used to detect more difficult
Type III and Type IV clones [28, 29].

In order to select the tools for our comparison, we used the following
criteria:

❼ Availability : To allow for our comparison to be easily reproduced, we
selected tools which are publicly available for download. For example,
CloneDR [18] was considered, but since this tool is not publicly available,
we decided not to include it in our study.

❼ Configuration: To allow an accurate comparison between tools, we
selected tools that are easily configurable in a similar manner (see
Section 4.3). For example, Deckard [30] was considered, but we were
unable to run it succesfully with the desired configuration.

❼ Output : To allow an automatic analysis of the results, we selected tools
that have a structured output format. For example, CCFinder [31],
SourcererCC [32], and CloneWorks [33] were considered, but their output
was not easily converted to our reference format (see Section 4.4).

❼ Approach and implementation: To allow for a more broad analysis,
we selected tools with different approaches: one text-based, one token-
based, and one token/tree-based hybrid. We also selected tools with
different implementations: one academic tool, one open-source tool, and
one commercial tool. We would have also liked to include a PDG-based
approach, but we were unable to find one that works for both production
and test code. For example, TCORE [34] was considered, but it can
only be used on test code. We did not select tools that implement the
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more advanced techniques, such as memory states or machine learning,
as they typically focus on Type IV clones.

Using these criteria, we selected the following clone detection tools:
❼ NiCad is an academic tool that uses a text-based approach that performs
clone detection in 3 stages. First it splits the input source into fragments
of a certain granularity (e.g. blocks, functions). It then normalizes
these fragments to a standard textual form. Finally, the normalized
fragments are linewise compared using an optimized longest common
subsequence algorithm to detect clones [35, 36].

❼ PMD’s CPD is an open-source tool that adopts a token-based approach
based on the Karp–Rabin string matching algorithm on a frequency
table of tokens in order to detect clones [15].

❼ iClones is a commercial tool that uses a token- and tree-based hybrid
approach. First, it generates the abstract syntax tree of the source code
and serializes it into a token sequence. Then it applies a suffix tree
detection algorithm on this sequence in order to find clones [37, 38].

4.2. Dataset

For our comparison, we selected five open-source Java projects from
GitHub: the Java Spring Framework (from now on referred to as Spring),
the Elastic Search distributed search engine (Search), the Apache Commons
Math library (Apache), the Google Guava library (Google), and the Java
Design Patterns library (Patterns). These projects were selected because they
are popular and commonly used open-source Java projects with extensive test
suites. All five projects make use of a continuous integration (CI) server that
runs the test suite after each commit. At the time of analysis1, all projects
pass their CI build.

We use both the production code and the test suite of these projects as
the dataset for our comparison. Table 1 shows an overview of the size of each
project in terms of functions (for the production code), tests (for the test
code), and lines of code (LOC). Note that the LOC metric does not include
comments or blank lines. The Spring dataset is the largest of the five with a
total of 627k LOC, the Patterns dataset is the smallest with 28k LOC. We
selected the projects specifically to have this difference in size to allow for
more generalized results.

1May 2020
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Table 1: Dataset descriptive statistics.

Name Functions LOC Min Median Max

Spring Production 18,821 295,232 6 11 429
Test 12,105 331,852 6 9 165

Search Production 28,911 236,239 8 13 650
Test 9,401 145,041 8 17 389

Apache Production 7,564 92,683 1 5 848
Test 6,791 95,562 1 8 359

Google Production 6,303 87,716 1 3 122
Test 8,917 112,821 1 7 604

Patterns Production 1,690 17,962 2 3 66
Test 603 10,990 1 7 43

To allow for comparison between production clones and test clones, we
consider the production code and test code of each project as separate datasets.
This means that all detected clones are completely contained within either
the production code or test code of one project.

4.3. Clone Detection

The configuration of a clone detector can have a large impact on the
number and quality of clones detected by the tool. For each tool we opt for
the default configuration for most parameters, as we assume that the default
configuration would be best suited for a general purpose. There are only
three parameters which we change: granularity, minimum clone length, and
the output format.

In this research, we use a function level granularity, meaning that each
clone fragment will consist of a function containing the cloned code. This
allows us to match the same clone detected by multiple tools, since the start
and end of the clone is strictly defined by the start and end of the function.
This has the added benefit that a cloned function corresponds to a cloned
JUnit test case when considering test code.

Because the size of a test can be significantly smaller than the size of
functions in production code, and since we detect clones at a test level
granularity in the test code, we choose to decrease the minimum clone length.
For fair comparison, we do this for both production code and test code. By
default, the minimum length is set to 10 lines of code for NiCad or 100 tokens
for iClones and CPD. In our previous research, we found that half of the
default (5 LOC or 50 tokens) is the best option for code clone detection in test
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<c l one type=”T3” i c l o n e s=”True” pmd=”False ” nicad=”False”>
<source f i l e =”SpringFramework/ product ion /Col lect ionToArrayConverter . java ”

s t a r t l i n e =”65” end l i n e=”80”>
</source>
<source f i l e =”SpringFramework/ product ion /StringToArrayConverter . java ”

s t a r t l i n e =”61” end l i n e=”76”>
</source>

</clone>

Figure 1: Example of a clone pair in the reference XML format.

code, as this allows for the smaller duplicated tests to be detected without
generating many false positives [34]. Therefore, we set the minimum clone
size parameter for NiCad, iClones, and CPD to half their default.

All four tools have the option to export the detected clones to an XML
file. We choose this option as the structured XML output allows for easy and
automated handling of the data.

4.4. Postprocessing

After running each clone detection tool on the dataset, we have a set of
XML files containing the detected clones. To allow for easy analysis, we use
a Python script to merge the XML output of the different tools into a single
file. Figure 1 shows the format of this merged XML file. As shown in the
figure, we represent clone pairs using the location of each fragment (i.e. the
filename, startline, and endline of the clone fragments). We also add three
boolean attributes for each clone; one for each tool indicating whether or not
the tool was able to detect the clone. Finally, the type attribute is added
after classification (see Section 4.5).

4.5. Classification

After postprocessing, we performed type classification on all detected
clones. Due to the large amount of detected clones, we partially automated
this classification using a Python script. For each clone pair, this script: (1)
extracts both code fragments from the source code, (2) normalizes indentation
and removes comments from the code fragments, and (3) compares the
fragments. If the comparison shows that a continuous sequence of at least
5 lines from one fragment is exactly the same as a continuous sequence in
the other fragment, the clone is automatically classified as a Type I clone.
Otherwise, if there is a matching continuous sequence of at least 5 lines,
but the sequence differs in variable names and/or literal values, the clone is
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automatically classified as a Type II clone. Finally, if one of the fragments
contains a matching continuous sequence of at least 5 lines only differing
in variable names and/or literal values, but the matched lines in the other
fragment is not continues, the clone is automatically classified as a Type III
clone.

When the script cannot classify the clone according to any of these rules,
it shows both normalized fragments side by side in a GUI and asks the user
to manually classify the clone. In practice, this means deciding wether the
clone is of Type III or a false positive. Due to this limited human interaction,
a consistent classification is guaranteed and any room for interpretation is
removed.

Type IV clones are not considered, as the detection tools are focussed on
syntactic similarity. Moreover, since the semantics of test code differ from
the semantics of production code, it would be difficult to make a meaningful
comparison between the two.

4.6. Research Questions

In this paper we explicitly compare the clones in production code against
the clones in test code across the different clone types (I, II, III). We do so
from a system-oriented and a tool-oriented perspective. From the system-
oriented perspective we investigate characteristics of the clones within the
same system and analyse the nature of the differences. From the tool-oriented
perspective, we compare the precision and recall and see whether there are
differences when applied on production code versus test code. As such our
comparison is driven by four research questions. In this section, we motivate
why we investigate these research questions and explain the approach we use
to answer them.

RQ1: What is the difference in clone density for production code and test
code?
Motivation: A recent case study on a large project from industry found that
49% of the entire test code is duplicated [11]. Our previous work confirmed the
prevalence of clones in test code by analyzing three open-source systems [12].
However, it is yet unknown whether test code contains more or fewer clones
than its production counterpart.
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Approach: To answer this research question, we calculate the clone density
for each of the datasets. Clone density (also known as clone percentage [18],
or TCMp or TCLOCp depending on the granularity [19, 20]) is defined as

clone density =
fc ∗ 100

ftot

where fc denotes the number of cloned functions, and ftot refers to the total
number of functions in the system. In other words, the percentage of functions
(or tests) that appear in at least one clone fragment. Since we detect clones on
a function level granularity, each clone fragment contains exactly one function.
Therefore fc is equal to the number of unique clone fragments. Once we
have the clone density for each dataset, we can make a comparison between
production code and test code.

We inspect the distribution of clone types in each dataset by calculating
the clone density for each type. In other words, for each clone type we
calculate the percentage of duplication in the entire project as if the clones
of other types did not exist. We expect that, when taking two subsets of
a software system, the distribution of the different clone types should be
relatively constant in both. By making the comparison between production
code and test code, which are two subsets of one software system, we can
verify whether this still holds or whether test clones show traits that are
specific to test code, and thus inherently differ from clones in production
code.

RQ2: How do clone classes in test code differ from clone classes in production
code?
Motivation: The quickest way for a developer to test a new feature is to
copy, paste, and modify an existing test [9]. Even if the developer does
create a new test from scratch, the consistent structure of unit test code (the
setup-stimulate-verify-teardown (S-S-V-T) cycle [10]) can still cause clones
accidentally. By investigating clone classes, we can determine how often the
same unit tests is cloned and analyse the extent of the differences between
each clone fragment.
Approach: We compare the amount of clone classes in production code and
test code, where a clone class consists of all clone fragments that form clone
pairs between themselves. We explicitly distinguish between the different
clone types (I, II, III).
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To verify whether the relation between clone classes and test code is
significant, we calculate the Jaccard Similarity Coefficient. We use Jaccard
similarity since it is best suited for binary data (e.g. Production code or Test
code; clone pair or clone class) [39, 40]. The Jaccard Similarity Coefficient
(JSM) is defined as

JSM =
|X ∩ Y |

|X ∪ Y |

where, in our case, X denotes the set of clone fragments from test code and Y
denotes the set of clone fragments that are part of a clone class. Note that if
a clone fragment is an element of Y and not an element of X, it is a clone
fragment from production code that forms a clone class. Similarly, if a clone
fragment is an element of X and not an element of Y, it is a clone fragment
from test code that forms a clone pair but no clone class. As a result, a
higher JSM indicates that code classes occur more often in test code than in
production code.

RQ3: How can the differences between test clones and production clones be
explained?
Motivation: Kapser et al. argued that not all clones are harmful, and
proposed several patterns of accepted cloning behaviour [41]. One such
pattern is templating, a matter of parameterisation of a proven solution.
API/Library Protocols are a particular instance of templating, inducing a
sequence of procedure calls to achieve the desired behaviour. The consistent
structure of unit test code (the setup-stimulate-verify-teardown (S-S-V-T)
cycle [10]) may explain why clones occur so often in test code.
Approach: We collect anecdotal evidence for typical examples of both
Type II and Type III test clones from our dataset. We investigate whether
the consistent structure of test code causes these clones, and we look into the
relationship between these clones and the production code under test.

RQ4: How effective are clone detection tools on test code compared to pro-
duction code?
Motivation: In order to assess and improve clone detection tools and tech-
niques, clone benchmarks have been created [42, 16]. However, these bench-
marks focus only on production code and do not contain test code [17]. As a
result, clone detection tools and techniques are not being evaluated on test
code, which might impact their effectiveness in detecting test code duplication.
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Approach: To answer this research question, we calculate the precision and
recall for each of the tools. Precision is defined as

precision =
cTP ∗ 100

call

where cTP denotes the number of true positive clones found by the tool and
call the total number of clones found by the tool. Recall is defined as

recall =
call ∗ 100

ctot

where call denotes the total number of clones found by the tool and ctot the
total number of clones in the dataset. However, since we do not know the
total number of clones in the dataset, we approximate the recall by using all
clones detected by the three tools as ctot. This approximation is called the
relative recall and is commonly used in the field of information retrieval as an
upperbound approximation of the actual recall [21]. The relative recall also
provides us with the percentage of false negatives, since it can be calculated
as

100 ∗
cFN

call
= 100 ∗

ctot − call

ctot
= 100− recall

Once we have these metrics, we can use them to compare the tools and
evaluate their performance.

We then analyse the types of clones (Type I, Type II, Type III) found
by each tool. By calculating both the distribution of types and the relative
recall per type for each tool, we can gain a better understanding of the impact
that different clone detection techniques have on the types of clones that are
(not) detected. Moreover, we investigate how the characteristics of test clones
affect the results of code clone detection tools.

5. Results and Discussion

In this section, we present our results and answer our research questions.

RQ1: What is the difference in clone density for production code and test
code?

Table 2 provides an overview of all clones detected by the three tools for
each dataset in terms of clone pairs, clone fragments, and clone density. In
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Table 2: Overview of clone pairs, clone fragments, and clone density.

(For the clone density columns, the minimum is underlined, the maximum is double underlined.)

Production code Test code

Project Pairs Frag. Density Pairs Frag. Density

Spring 4,441 867 4.6% 2,862 1,759 14.5%
Search 11,422 1,445 5.0% 9,881 2,238 23.8%
Apache 1,554 1,194 15.8% 5,327 2,103 31.0%
Google 851 446 7.1% 3,163 1,934 21.7%
Patterns 225 67 4.9% 56 77 12.8%

Total 18,493 4,019 - 21,289 8,111 -

total 39,782 clones were detected, of which 18,493 in production code and
21,289 in test code.

When considering the clone density (e.g. the duplication relative to the
size of the code), we can see that the production code of all projects contain
around 5% duplication, where Apache is a notable exception with 15.8%.
These results fall within the average duplication of 5% - 20% reported in
literature [43]. If we consider the clone density of the test code, we can see
that the Search, Apache, and Google datasets exceed this average of 5% -
20% duplication, with 23.8%, 31%, and 21.7% respectively. The Spring and
Patterns projects have less duplication in their test code, with a clone density
of 14.5% and 12.8% respectively. However, these were also the projects with
the lowest amount of clones in the production code, with the clone density in
test code still more than twice of that in production code.
✄

✂

�

✁

Test code contains twice as many clones as production code, regardless of the
system analysed.
⇒ Developers clone twice as often in test code than in production code.

Table 3 provides an overview of the clone density per type (Type I, Type II,
Type III). More specifically, it shows for each project the clone density when
only considering duplication of a certain type. For exact clones (Type I), the
clone density in both production code and test code is minimal (i.e. between
0% - 2%). For Type II and Type III clones, the clone density is between 1% -
7% in production code and between 5% - 15% in test code. Whether there
are more Type II clones or Type III clones depends on the project. However,
for each project, the clone density of these non-exact clones is consistently
higher in the test code compared to the production code. This causes the
overall increase in test code clone density compared to production code.
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Table 3: Overview of clone density per type.

( The minimum in each column is underlined, the maximum is double underlined.)

Production code Test code

Project Type I Type II Type III Type I Type II Type III

Spring 0.4% 2.3% 1.8% 1.3% 6.8% 6.5%
Search 0.7% 1.8% 2.5% 0.8% 8.0% 15.0%
Apache 2.1% 6.7% 7.0% 1.9% 15.5% 13.6%
Google 0.7% 4.8% 1.5% 1.6% 12.8% 7.3%
Patterns 0.4% 2.2% 1.4% 0.0% 8.5% 4.3%

Table 4: Overview of clone classes.
Production code Test code

Project Classes Fragments Classes Fragments

Spring 73 49.1% 234 69.0%
Search 109 66.8% 229 76.1%
Apache 135 56.4% 240 70.7%
Google 39 59.0% 214 59.2%
Patterns 11 83.6% 11 51.9%

✄

✂

�

✁

Test code has increased amounts of Type II and Type III clones compared to
production code.
⇒ When developers clone test code, they make small modifications.

RQ2: How do clone classes in test code differ from clone classes in production
code?

Table 4 provides an overview of the clone classes detected by the three
tools in each dataset. The column labelled Classes shows the amount of clone
classes that contain at least 3 clone fragments. Therefore clone pairs (e.g.
clone classes with only 2 fragments) are not counted. The column labelled
Fragments shows the percentage of clone fragments that are part of these
clone classes. In other words, it is the percentage of code fragments that is
duplicated more than once throughout the project.

For production code, the percentage of code fragments that is duplicated
more than once is around 50% - 65%. For test code, this is around 60%-75%.
We see that the amount of such fragments is consistently higher for test
code compared to production code, most significantly in the Spring, Search,
and Apache datasets. The Patterns dataset is a notable exception, however
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since it only has 11 clone classes (the smallest in our analysis) for both its
production and test code, the sample size is too small to draw meaningful
conclusions.

To verify whether the difference in the amount of clone classes between test
code and production code is significant, we calculate the Jaccard Similarity
Coefficient (JSM). It’s a measure of similarity for two sets of data (clone
fragments that are part of a clone class and clone fragments that are part
of the test code): the higher the percentage, the more similar the two sets
are. For context, if we were to generate datapoints according to a uniform
random distribution, the JSM would equal 33.33%. On the other hand, if
clone classes occurred only in test code and clone pairs only in production
code, the JSM would be equal to 100%. In our case, we arrived at a JSM of
52.8%, indicating a significantly higher amount of clone classes in test code
compared to production code.

Figure 2 shows the boxplot of the size of the clone classes for each datasets.
Or, in other words, it shows the amount of times a clone fragment was
duplicated when it was duplicated more than once. As we can see, the
average size of the clone classes is 4 across all datasets, both for test code
and production code. The exception here is the Google dataset, having an
average of 6 clone fragments per class. Outliers are not visualized on this
graph as there are too many to provide an informative graphic. Instead, to
elaborate on the extremes, Figure 3 shows an overview of the size of clone
classes across the whole dataset. Again, the size of the clone classes for both
production code and test code is similar in general. However, the production
dataset count 34 outliers while the test datasets on the other hand count 87
outliers. These outliers are instances where a clone fragment was duplicated
more than 10 ten times, which occurs more than twice as often in test code.
The most extreme case was from the Search dataset, where the same test was
duplicated and slightly modified 178 times. This indicates that some clone
fragments in test code are copied far more often than production code.

✄

✂

�

✁

Clone classes in test code are larger compared to production code, as clone
fragments in test code are duplicated more often.
⇒ Tests are often copied multiple times.

RQ3: How can the differences between test clones and production clones be
explained?
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Figure 2: Clone class sizes for each dataset.
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Figure 3: Clone class sizes for production code and test code, with oultiers.

(The left figure shows the full overview, while the right figure zooms in on the central clusters.)
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We have shown that test code contains more Type II and Type III
clones than production code, and that clone fragments in test code are often
duplicated multiple times. The phenomenon of many larger Type II clone
classes in test code is caused by the typical structure of unit tests. Figure 4
shows an example from the Search test dataset of such a typical Type II
clone in test code. As we can see, both tests are completely the same with
exception of the input and the expected output of the unit under test. Since
it is common practice to test multiple input values for each function, this
kind of clone occurs a significant number of times in test code. For example,
the specific clone fragments from Figure 4 are part of a clone class containing
32 such clone fragments, each exactly the same except for the input and
expected output.

pub l i c void testFoldingToLocalExecWithProject ( ) {
Phys ica lPlan p = plan (”SELECT keyword FROM te s t WHERE 1 = 2”) ;
a s s e r tEqua l s ( LocalExec . c l a s s , p . ge tC la s s ( ) ) ;
LocalExec l e = ( LocalExec ) p ;
a s s e r tEqua l s ( EmptyExecutable . c l a s s , l e . executab l e ( ) . g e tC la s s ( ) ) ;
EmptyExecutable ee = ( EmptyExecutable ) l e . executab l e ( ) ;
a s s e r tEqua l s (1 , ee . output ( ) . s i z e ( ) ) ;
asser tThat ( ee . output ( ) . get (0 ) . t oS t r i ng ( ) , s tartsWith (” t e s t . keyword{ f}#”)
) ;

}

pub l i c void testLocalExecWithPrunedFi lterWithFunction ( ) {
Phys ica lPlan p = plan (”SELECT E( ) FROM te s t WHERE PI ( ) = 5”) ;
a s s e r tEqua l s ( LocalExec . c l a s s , p . ge tC la s s ( ) ) ;
LocalExec l e = ( LocalExec ) p ;
a s s e r tEqua l s ( EmptyExecutable . c l a s s , l e . executab l e ( ) . g e tC la s s ( ) ) ;
EmptyExecutable ee = ( EmptyExecutable ) l e . executab l e ( ) ;
a s s e r tEqua l s (1 , ee . output ( ) . s i z e ( ) ) ;
asser tThat ( ee . output ( ) . get (0 ) . t oS t r i ng ( ) , s tartsWith (”E( ) { r}#”) ) ;

}

Figure 4: Example of a typical Type II clone in test code, from the Search test dataset.

(differences marked in red)

For the same reason, the typical structure of unit tests also cause many
Type III clones. Figure 5 shows an example from the Spring test dataset of
such a typical Type III clone in test code, which was copied 10 times with
slight modifications. Here as well, the differences accommodate different input
and expected output. However, in contrast to a Type II clone, in order to
test different states of a class, additional calls on the object under test are
inserted.
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pub l i c void pr in tScopedAtt r ibuteResu l t ( ) throws Exception {
tag . s e tExpre s s i on (” bean . method ( ) ”) ;

i n t ac t i on = tag . doStartTag ( ) ;
asser tThat ( ac t i on ) . isEqualTo (Tag .EVAL BODY INCLUDE) ;
ac t i on = tag . doEndTag ( ) ;
asser tThat ( ac t i on ) . isEqualTo (Tag .EVAL PAGE) ;
asser tThat ( ( ( MockHttpServletResponse ) context . getResponse ( ) ) .

getContentAsStr ing ( ) ) . isEqualTo (” foo ”) ;
}

pub l i c void pr intHtmlEscapedAttr ibuteResult ( ) throws Exception {
tag . s e tExpre s s i on (” bean . html ( ) ”) ;
tag . setHtmlEscape ( t rue ) ;

i n t ac t i on = tag . doStartTag ( ) ;
asser tThat ( ac t i on ) . isEqualTo (Tag .EVAL BODY INCLUDE) ;
ac t i on = tag . doEndTag ( ) ;
asser tThat ( ac t i on ) . isEqualTo (Tag .EVAL PAGE) ;
asser tThat ( ( ( MockHttpServletResponse ) context . getResponse ( ) ) .

getContentAsStr ing ( ) ) . isEqualTo (”&l t ; p&gt ; ”) ;
}

Figure 5: Example of a typical Type III clone in test code, from the Spring test dataset.

(differences marked in red)

✞

✝

☎

✆

Test code is often duplicated multiple times with slight changes in order to test
different inputs of a function (Type II) or different states of a class (Type III).
These test clones can be seen as a particular instance of templating, and are
therefore not necessarily harmful.
⇒ The typical structure of unit tests gives rise to many Type II and Type III
clones.

As we have seen, a function in production code can lead to Type II clones
in test code. While this can be seen as a instance of unharmful templating, it
can have further consequences. Namely, if a function in production code is
duplicated, we found that its tests are duplicated as well. Figure 6 provides
a generalized example. Here, function A has three tests that check different
inputs for the function. As a result, they are Type II clones. Function B,
which is a clone of function A, is being tested with in the same way. Not
only are the tests of function B Type II clones, every test of function A is
now a Type III clone with every test of function B, as they only differ in the
function being called (and possibly the input value).

We found many cases of this scenario in our dataset. Most notably in
the Apache dataset, which implements different algorithms for mathematical
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Figure 6: Relation between test clones and production clones.

problems such as integration and interpolation. The tests of each of these
algorithms only differ in the call to the algorithm, causing them to all be
Type III clones. Another example is from the Patterns dataset, which contains
multiple dummy classes to showcase their design patterns. Each of these
classes provides a similar interface, which again causes duplication in the test
code.

✄

✂

�

✁

When functionality is duplicated in production code, all tests that verify this
functionality are also duplicated.
⇒ Clones in production code cause a significant increase in test clones.

RQ4: How effective are clone detection tools on test code compared to pro-
duction code?

Table 5 provides an overview of the precision and the relative recall of
the different clone detectors on each dataset. When we look at the precision,
all tools produce few false positives (e.g. incorrectly marking fragments of
code as clones), with a total precision between 95% - 100%. All three clone
detection techniques (text-based, token-based, and tree-based) are capable of
detecting clones with a high precision and this both for production and test
code.
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Table 5: Overview of the precision and relative recall for each clone detector.

Precision Relative Recall

Project NiCad CPD iClones NiCad CPD iClones

Spring Production 95% 97% 99% 93% 8% 9%
Test 100% 100% 100% 28% 13% 88%

Search Production 100% 99% 100 70% 21% 31%%
Test 100% 99% 98% 9% 4% 98%

Apache Production 88% 99% 98% 46% 17% 83%
Test 91% 98% 99% 30% 11% 93%

Google Production 87% 100% 100% 84% 31% 40%
Test 98% 99% 98% 55% 23% 49%

Patterns Production 88% 97% 100% 27% 16% 91%
Test 84% 90% 90% 29% 46% 50%

Total Production 97% 99% 100% 74% 18% 31%
Test 96% 99% 98% 24% 10% 88%

When we look at relative recall, we can see that NiCad’s text-based
technique detects the most clones in production code, with a total relative
recall of 74%. Although iClones does perform well on the Apache and
Patterns production datasets, the total relative recall of both PMD’s token-
based approach and iClones’ tree-based approach is significantly less, with
18% and 31% respectively. When considering the test code datasets, however,
we note that iClones tree-based approach outperforms the others with a total
relative recall of 88%. Moreover, with exception of the Patterns dataset, the
tree-based approach performs consistently better on test code compared to
production code across all projects.

The reason why a tree-based approach works better is caused by the
prevalence of Type III clones in test code. This can be deduced from Figure 7,
which provides an overview of the total amount of clones detected, classified
per type (Type I, Type II and Type III) and per tool. NiCad and CPD have
a very similar distribution, with around 12% of their detected clones being
of Type I, 66% of Type II, and 21% of Type III. In relative terms, iClones
detects fewer Type I clones (4%) and Type-II clones (26%), but a lot more
Type III clones (70%). This confirms that the tree-based approach can detect
Type III clones more easily than a text- or token-based approach. The text-
and token-based approaches are much better at detecting Type I and Type II
clones on the other hand.
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Figure 7: Clones of each type detected by the different tools.

Nevertheless, low relative recall indicates that every tool suffers from many
false negatives. These false negatives occur more frequently in test code than
in production code, especially for text-based and token-based clone detectors.
For NiCad, the relative recall decreases from 74% on production code to 24%
on test code (-50%). In other words, the amount of false negatives increases
from 26% to 76%. Similarly, CPD sees a difference from 18% to 10% (-10%),
and therefore an increase in false negatives from 82% to 90%. iClones however
sees a positive difference: relative recall increases from 31% to 88% (+57%).

The large number of false negatives combined with the earlier observation
of large clone classes is worrisome. A test engineer wants to detect all copies
of a certain code fragment when searching for test smells to assess which
tests are copied most frequently and thus are the best refactoring candidates.
Moreover, when tests are refactored, a test engineer wants to identify all tests
that will be affected by the refactoring. In both cases, false negatives impair
the refactoring process.

☛

✡

✟

✠

We conclude that, even though the tools perform excellent in terms of pre-
cision, every tool suffers from false negatives (e.g. clones which are not
detected). These false negatives occur more frequently in test code than in
production code, especially for text-based and token-based clone detectors.
When detecting clones in test code, a tree-based approach works better due
to the larger amount of Type III clones.
⇒ From a tools perspective, specific fine-tuning for test code is needed.
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6. Avenues for Further Research

In the paper we provide empirical evidence on the differences between
clones in production code and test code. We argue that clones in test code
are sufficiently different from clones in production code to warrant increased
research attention. Below we sketch a few avenues for further research, refining
existing work from the cloning community but gear it towards clones in test
code.

Clone Genealogies. In 2005, Kim et al. coined the term “Code Clone Genealo-
gies” for describing how a family of clone classes evolves over time [44]. They
illustrated that clones are either short-lived and disappear due to natural
code evolution, or long-lived and get changed consistently over time since
there is no proper way to refactor them into a single abstraction. Krinke as
well studied the changes applied to a clone class over time and noticed that
clones are not always changed consistently [45]. Knowing that clone classes
are often large (i.e. a single unit test gets copied multiple time) and consist
mainly of Type II and Type III clones (i.e they consist of smaller variations),
studying how such a clone class evolves over time would be interesting. Do
these test clones appear in a short bursts or do they slowly emerge over time?
In the former case, they are a potential symptom of a well thought out test
case design covering a series of well-defined input-output combinations. In
the latter case, they may illustrate graceful co-evolution between the system
under test and its test cases. Another interesting avenue is to consider how
test clones deal with stable or unstable APIs in the system under test [46].

Test Amplification. Test amplification is the act of automatically transforming
a manually written unit-test to exercise boundary conditions [47]. In that
sense, test amplification is a special kind of test generation: it relies on test
cases previously written by developers which it tries to improve. DSpot is
an example of a test amplification tool for Java projects [48] which has been
replicated for Pharo/Smalltalk within our lab under the name of SmallAmp [49].
Such tools iteratively create extra test cases by changing the setup and the
assertions, resulting in a new and larger set of test cases, essentially creating
a series of Type III clones of the amplified test case. Yet, test amplification
tools amplify a single test at a time and don’t exploit the fact that some tests
are copied multiple times. One could for instance focus the test amplification
process on tests which are cloned often as they represent important hot spots
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in the system under test. Conversely, one could amplify tests which are never
copied as these may represent less tested parts of the system.

Test Transplantation. Initially clones were mainly investigated from a single
system perspective [42]. Yet, with the arrival of various open-source code
hosting platforms, researchers investigated inter-project Type III clones as a
way to search for idioms, patterns and API-usages [16, 50]. In a similar vein,
if we would be able to find inter-project clones within test code, we could
mine the ”wisdom of the crowds” for testing a certain library or API. We
could then go one step further and improve the test base from one system by
applying a variant of code transplantation [51]. Rather than transplanting
tests for clones in the system under test (like advocated by Zhang et al. [52]),
we argue to transplant the cloned tests themselves.

Reduce False Negatives. In our prior work, we noticed that clones in test code
tend to be smaller in size [12] Hence one cannot just blindly follow the default
parameters provided in clone detection tools when searching for clones in test
code. So an obvious way to reduce the amount of false negatives is fine-tuning
the available parameters to better accomodate the nature of test code. Tools
like SonarQube (https://www.sonarqube.org), CodeScene (https:
//codescene.io), and source{d} (https://github.com/src-d) in
particular should explore this avenue. A next step would be to exploit the
presence of the abstract syntax tee in tree-based clone detectors (which have
the least amount of false positives anyway) to exploit the consistent structure
of unit test code (the setup-stimulate-verify-teardown (S-S-V-T) cycle [10]).

Test Clone Management. One school of thought in the cloning community
argues that non-harmful clones should be tolerated and that tool support
should focus on managing the consistency between clones [53]. Several
such consistent change recommenders have been created over the years, we
list just a few: CloneTracker [54], CodeCloningEvents [55], Clone Change
Notification [56], Clone Notifier [57]. Knowing that clones in test code
often get copied multiple times, it would be interesting to explore how such
recommender systems would work for test code.

7. Threats to Validity

7.1. Internal Validity
The classification of the discovered clones is a threat to internal valid-

ity. There is room for interpretation when manually classifying code clones.
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To minimize this threat, we automated a large part of the classification,
limiting manual classification to the decision between Type III and false
positives. Moreover, our dataset is publicly available to allow for review by
the community.

A second threat to internal validity is the comparison of the different
tools. We use relative recall as a metric during this comparison, since it
is not feasible to calculate the actual recall. It is highly likely that there
are more clones in the dataset than we detected, which would result in the
actual recall being less than the reported relative recall. However, if there
are additional clones in the dataset, none of the tools used in our comparison
detected them. Thus, recall of each tool would be lowered, which would not
affect our conlusions.

7.2. External Validity

In our evaluation, we ran three clone detection tools on five open-source
Java projects. A threat to external validity is that the tools and the datasets
we used in our evalution are not representative of all clone detection tools
and/or code bases. To minimize this threat, we chose the tools such that
they differ in implementation (open-source, academic, and commercial) and
clone detection algorithm (text-, token-, and tree-based). Similarly, we chose
the datasets such that they vary in size, type, and complexity. We encourage
future research to confirm our findings by adding more datasets and clone
detection tools to our evaluation. More specifically, we believe that extending
the dataset with different programming languages (such as dynamically typed
programming languages) and different tests (such as integration tests) are
important to measure the generalizability of our results.

8. Conclusion

In the paper we provide empirical evidence on the differences between
clones in production code and test code. We collected clone reports from five
representative open-source software projects using three state-of-the-art clone
detection tools (NiCad, CPD, and iClones). We then classified, analysed, and
compared a total of 21,289 test clones with 18,493 clones from production
code. We found that test code contains twice as many clones than production
code, even for projects with a small amount of clones. This increase can be
attributed to significantly more occurrences of Type II and Type III clones;
Type I (exact) clones are negligible. We deduced that when developers clone
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test code, they they often copy multiple times making small modifications to
test different input values.

The clone detection tools under analysis perform excellent in terms of
precision, yet every tool suffers from false negatives (e.g. clones which are
not detected). These false negatives occur more frequently in test code than
in production code, especially for text-based and token-based clone detectors.

We conclude that from a research perspective, more work on clones
in test code is warranted. Clone genealogies, test amplification, and test
transplantation in particular seem promising avenues for future research.
From a tools perspective, specific fine-tuning for test code is needed to reduce
the number of false positives. Improving the current generation of tree-based
clone detectors to exploit the consistent structure of unit test code is the way
to go. Since clones in test code are often duplicated multiple times, clone
management tools recommending consistent modifications to clones in test
code are more than welcome.
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