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ABSTRACT: We describe the plasma chemistry in a helium flowing atmospheric pressure afterglow (FAPA) used for analytical 

spectrometry, by means of a quasi-1D plasma chemical kinetics model. We study the effect of typical impurities present in the feed 

gas, as well as the afterglow in ambient humid air. The model provides the species density profiles in the discharge and afterglow 

region and the chemical pathways. We demonstrate that H, N, and O atoms are formed in the discharge region, while the dominant 

reactive neutral species in the afterglow are O3 and NO. He
*
 and He2

*
 are responsible for Penning ionization of O2, N2, H2O, H2, and 

N, and especially O and H atoms. Besides, He2
+
 also contributes to ionization of N2, O2, H2O and O through charge transfer reac-

tions. From the pool of ions created in the discharge, NO
+
 and (H2O)3H

+
 are the dominant ions in the afterglow. Moreover, nega-

tively charged clusters, like NO3H2O
-
 and NO2H2O

-
, are formed and their pathway is discussed as well. Our model predictions are 

in line with earlier observations in literature about the important reagent ions, and provide a comprehensive overview of the under-

lying pathways. The model explains in detail why helium provides a high analytical sensitivity, because of high reagent ion for-

mation by both Penning ionization and charge transfer. Such insights are very valuable for improving the analytical performance of 

this (and other) ambient desorption/ionization source(s). 

 

 INTRODUCTION 

Ambient desorption/ionization mass spectrometry (ADI-MS) 

has become very popular in analytical chemistry. It allows 

analyzing samples with little or no pretreatment in the open, 

ambient environment.
1-3

 It is of interest across broad applica-

tion areas, including pharmaceutical analysis, process chemis-

try, biological imaging, in vivo analysis, proteomics, metabo-

lomics, forensics, and explosives detection.
3,4

 Various types of 

ion sources have been applied, such as atmospheric pressure 

glow discharges (APGDs), corona and dielectric barrier dis-

charges (DBDs), and microwave-sustained plasma sources
3-16

. 

When operated in helium, they produce energetic species that 

react with constituents of the ambient atmosphere to generate 

a host of reagent ions, including protonated water molecules 

and clusters, as well as other positive ions, such as NO
+
 and 

O2
+
. The first group of these reagents can ionize target mole-

cules by proton transfer (PT), while the latter group causes 

ionization by charge transfer (CT). Together, they can ionize 

both polar and non-polar species for analysis by MS. Moreo-

ver, such ionization is typically soft, i.e., little molecular frag-

mentation occurs.
17,18

 In most ion sources, when the beam of 

excited and ionized helium and of the reagent ions is rather 

warm, or can be heated, and can thus directly desorb volatile 

species from a sample surface.
14,17,19

 In case of DBD ion 

sources, when the afterglow has a temperature only slightly 

above room temperature, the flow of helium gas can cause the 

desorption of volatile species.
7,10

 

Since the introduction of the first ambient MS source in 

2004,
20

 more than 30 different sources have emerged in this 

field.
3,18

 However, in spite of the great interest, the chemical 

reaction pathways are barely understood, especially in plasma-

based sources. The difficulty in understanding these sources is 

due to the complexity of the physical-chemical processes. 

A very promising type of ambient ionization source is the 

APGD, which has been modified for use in the flowing after-

glow mode as a chemical ionization source for organic mass 

spectrometry.
22-25

 Commonly used APGDs do not have (or 

use) an afterglow region. This means that the analytes are 

directly introduced into the plasma and, so, they could create 

plasma instabilities.
3
 In contrast, the so-called flowing atmos-

pheric pressure afterglow (FAPA) has two separate regions: 

the plasma ignition zone (between two electrodes) and the 

afterglow, which is generated outside the chamber. The ana-

lytes are introduced into the latter region and therefore do not 

affect the inter-electrode plasma conditions.
26

 The FAPA 

source was introduced by Andrade et al.
23

 in 2008, and has 

been applied both for the ionization of compounds in the gas 

phase,
23,27

 as well as for desorption – ionization for the direct 

analysis of solid compounds, such as metal complexes and 

drugs, as well as liquid compounds and recently liquid crystals 

employed in display devices.
5-7,19,25

 Importantly, the FAPA 

source can be tuned in hardness, enabling it to produce either 

mainly molecular ion, fragment ion, or atomic ion mass spec-

tra.
17,19,28-31

  

Among the many plasma-based ambient MS sources, the 

FAPA source has certain advantages. It seems less affected by 

ionization matrix effects,
32

 can produce higher gas tempera-

tures and directly generate “negative reagent ions”.
19,28,33

 Its 

simple construction and DC power, as well as its high sensitiv-

ity and abundance of reagent ions, make the FAPA source a 

suitable candidate for exploring unique plasma processes and 

chemistries.
17,19,34,36

 Furthermore, the FAPA source represents 

an easy to handle alternative ionization source to the tradition-

al corona discharge used in ion mobility analyzers.
26,37

  

To further enhance the application potential of the FAPA 

source in analytical chemistry, its behavior must be better 

understood. This can be achieved by experiments, as illustrat-

ed for example in.
17,19,26,28

 Some FAPA source parameters 

were found to greatly influence reagent-ion production, such 

as the discharge current,
17,19,26

 gas flow rate,
17,19,26

 and the 

anode and MS front plate potential.
19

 Also the effects of geo-
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metrical parameters, such as the spatial location within the 

afterglow
17

 and the distance between the electrodes,
26

 have 

been studied. In addition, both the positive and negative ion 

mode were studied for a variety of analyte types.
28

  

The main difficulty in optimization of the FAPA source is that 

the above parameters all depend on each other. This raises the 

need for more detailed investigation, e.g., by computer model-

ing, to reveal the dominant ionization mechanisms. Moreover, 

it may help to optimize the setup geometry, such as the so-

called µ-FAPA.
38

 By providing details on the gas flow pat-

terns, computer modeling may for instance explain the effect 

of applying a discontinuous helium gas flow within the FAPA 

source for the analysis of gaseous samples,
39

 leading to lower 

helium consumption.  

Despite the popularity of ambient ionization sources in analyt-

ical chemistry, only a few computational studies have been 

performed to describe their behavior. Martens et al. have in-

vestigated the plasma processes in an APGD in He by means 

of 2D fluid and 3D Monte Carlo (MC) simulations, including 

9 species (for a mixture of He and N2) and 21 chemical reac-

tions.
40

 This study was focused on the discharge region and 

did not include the afterglow, characteristic for the FAPA. 

Ellis et al. presented a 2D fluid model for a helium DC glow 

discharge in a mixture of N2 and H2O used for ADI-MS.
41

 

Both the fluid dynamics of the flowing gases and the chemical 

kinetics were described, considering 16 species interacting in 

40 reactions. The authors showed that changes in impurity 

levels of the He gas (due to N2 and H2O) had a large effect on 

the formation of water clusters. Moreover, changes in ambient 

humidity (varied from 3 to 90 %) affected the size of the 

(H2O)nH
+
 ions, but not the overall number of ions. Note how-

ever that no He excimers were included in the model and the 

number of reactions to describe the ionization pathways was 

fairly limited, probably to limit the calculation time.  

Recently, zero-dimensional (0D) chemical kinetics models are 

gaining increasing interest, as they can describe a detailed 

chemistry without too much computational effort. Such mod-

els have been applied to various other plasma applications 

(e.g.,
42-49

), but not yet in the context of ADI-MS sources, alt-

hough the latter are characterized by a rich plasma chemistry. 

Therefore, we developed a 0D plasma chemistry model (or 

more precisely: quasi-1D model; see below) for a mixture of 

He, N2, O2 and H2O, combined with a 2D fluid dynamics 

model for the FAPA source, including 91 species and 1437 

reactions, for both discharge and afterglow region, in order to 

obtain deeper insight in the underlying chemical mechanisms. 

The model includes all possible reactions of He gas flowing 

into humid air, and provides for the first time detailed infor-

mation on the most important reagents and their reaction 

pathways for both discharge and afterglow of the FAPA 

source. 

MODEL DESCRIPTION 

Figure 1a schematically illustrates the FAPA source, consid-

ered in the model. It consists of a cathode pin and anode disk, 

placed 7.5 mm apart in a cylindrically symmetric discharge 

cell. A glow discharge plasma is established by applying 450 

V between both electrodes in atmospheric pressure helium. 

This yields ca. 11.25 W applied power, as reported in both 

experimental and computational studies for a typical FAPA 

source.
29,41

 The helium gas can flow out of the discharge cell 

through an orifice with 1 mm diameter in the center of the disk 

electrode. Details of the geometry and operating conditions are 

summarized in Table S1 in the Supplementary Information 

(SI).  

We performed 2D fluid dynamics simulations using COMSOL 

CFD Software, to calculate among others the gas velocity as a 

function of distance from the cathode (Figure 1b). The latter is 

used as input in the chemical kinetics model (see below). The 

gas flows through two orifices, i.e, the anode orifice (OA), with 

the same pressure up- and downstream, and the MS sampler 

orifice (OS), with a pressure difference between up- and down-

stream, i.e., 1 atm vs. 1 torr. This sudden pressure drop causes 

a sudden rise in velocity close to the sampler (Figure 1b). The 

velocities at OA and OS are calculated as 13.5 and 55 m/s, 

respectively, in agreement with measurements by Shelly et al. 

(private communication).  

In order to describe the chemistry for a helium discharge with 

humid air components, we made use of a 0D (or quasi-1D) 

chemical reaction kinetics model. We considered a feed gas of 

He (99.999%), with 10 ppm impurities of a N2/O2/H2O mix-

ture (7, 2 and 1 ppm, respectively), flowing into ambient air, 

with 50 % relative humidity. 

We used the ZDPlasKin v. 2.0 code (Zero-Dimensional 

PLASma KINetics solver),
50

 which we modified to be able to 

use experimental values in the model, such as gas tempera- 

ture and applied voltage, as well as the calculated gas velocity 

profile. Thus, the model can be considered as semi-empirical. 

The model includes 91 different species (i.e., the electrons, 

various types of atoms and molecules in ground state and 

excited levels, radicals and ions (positive and negative); see 

Table S2 in SI), which react in 1437 reactions (i.e., 148 elec-

tron impact reactions, 71 electron-ion recombination reactions, 

412 ion-ion, 399 ion-neutral and 407 neutral reactions), for 

both discharge and afterglow region. In short, elastic collisions 

between electrons and He atoms, electron impact ionization 

and excitation from the He ground state, the He
*
 metastable 

levels and the He excimer levels (He2
*
), as well as various 

ionization and dissociation reactions are considered. Electron 

impact collisions with the N2, O2, and H2O molecules are also 

included, in both the discharge (where these species are pre-

sent as impurity) and the afterglow region (when the plasma 

gas diffuses in open air). To build our chemistry set, we start-

ed from a plasma chemistry set developed in our group for an 

argon plasma jet expanding in humid air, for plasma medicine 

applications,
42

 and expanded it based on two other chemistry 

sets, i.e., He-O2 plasma in humid air
51

 and He-H2O plasma.
52

 

Furthermore, we updated the chemistry set to be more relevant 

for analytical chemistry purposes, i.e., by introducing more 

reagent ions, e.g., H3O
+
, NO

+
, O2

+
, and (H2O)nH

+
 (n = 1 to 

7).
17

 This extended reaction set makes it possible to predict 

both the dominant species densities and the concentrations of 

less abundant plasma species, which are identified as possibly 

important in analytical chemistry applications.
17

  

For each species, we solve a continuity equation, based on 

production and loss rates, as defined by the chemical reac-

tions. We solve these equations as a function of time for a 

small volume element, which moves along the symmetry axis, 

as defined by the gas velocity. Hence, although the continuity 

equations do not include transport terms (0D model), we can 

translate the calculated temporal variation into a spatial varia-

tion, i.e., as a function of distance from the cathode pin (hence 

quasi-1D model), by means of the gas velocity profile, ob-

tained from the 2D fluid dynamics model (see Figure 1b). In 

addition, the gas temperature profile is adopted from experi-

ments,
29

 and defines the gas density profile, which deter-mines 

the chemical reaction rates. More information about the model 

is presented in SI (section S.b and S.c). 



Figure 1. a) Scheme of the FAPA source: pin (cathode) and plate 

(anode), anode orifice (OA), and sampler orifice (OS). b) Calculat-

ed axial gas velocity profile through the discharge and afterglow, 

obtained by a 2D fluid dynamics model. 

RESULTS AND DISCUSSION  

(a) General plasma characteristics and species den-

sities 

Figure 2 presents the plasma characteristics along the sym-

metry axis of the FAPA source. The discharge ranges from the 

cathode (axial position 0 cm) till the anode (0.75 cm), while 

the afterglow ranges till the interface of the MS (2.25 cm). 

Note that the time and distance dimensions are correlated with 

a non-linear velocity profile (calculated with the fluid dynam-

ics model; Figure 1b) due to the variable flow speed along the 

central axis.  

Inside the discharge region, helium is the only dominant spe-

cies, due to the low impurity levels, but in the afterglow, the 

densities of N2, O2 and H2O gradually rise when the helium 

gas mixes with the humid air components. This is also ob-

served in the air fraction, rising to 20% at the symmetry axis. 

The calculated electron temperature (Te) is around 2.2 eV in 

the discharge region and roughly zero in the afterglow, be-

cause of absence of the electric field. The electron density is 

around 10
13

 cm
-3

 in the discharge region, and drops by four 

orders of magnitude in the first 1.5 mm of the afterglow, and 

to negligible values further in the afterglow, because of elec-

tron-ion recombination, as well as the absence of further elec-

tron impact ionization in the afterglow (cf. negligible Te). This 

calculated electron density is in agreement with the measured 

electron density, i.e., 1.5 x 10
19

m
-3

 for a FAPA source at 1.5 

L/min helium flow rate.
29

 Finally, the gas temperature is 750 

K in the discharge region, and 500 K in the afterglow, as ob-

tained from experiments29 and used as input in the model. In 

Figure S1 in the SI, we compare the density profiles of various 

species in both discharge and afterglow region. Due to the differ-

ent operating conditions in both regions, different chemistries take 

place. To better identify the importance of different species, we 

specify their densities at two points along the central axis in Table 

1, i.e., near the end of the discharge (0.73 cm) and near the end of 

the afterglow (at 2 cm, i.e., 0.25 cm upstream the MS sampler). 

The species are listed in the order of decreasing density, separate-

ly for discharge and afterglow region, and for the afterglow region 

they are colored in green, black or red if their density increases, 

decreases or stays almost constant Figure 2. Plasma characteris-

tics along the symmetry axis of the FAPA source. The gas tem-

perature is used as input, while the electron temperature, species 

densities and air fraction are calculated in the model. The parame-

ters in dashed lines are presented at the right axes.  

compared to the discharge region. The excited species are not 

shown in this table, but they are listed in Table S4 in the SI. 

Here, we briefly discuss the species densities based on Table 

1. A detailed discussion about the species densities, ionization 

degree and role of electrons is given in the SI (section S.e). 

As far as the neutral species are concerned, it is shown in 

Table 1 that, apart from the initial compounds, i.e., He for the 

discharge and He, N2, O2 and H2O for the afterglow, the N, O, 

H atoms are the dominant species (higher densities compared 

to the ions as well) in the discharge region, while O3, NO, HO2 

and OH are most important in the afterglow. As shown in 

column 4 of Table 1 and Figure S1(c), NO
+
 and several water 

clusters ((H2O)nH
+
 , with n=2-6) are predicted to be the domi-

nant positive ions in the afterglow region, and they are respon-

sible for the production of analyte ions (M
+
) and protonated 

analyte ions (MH
+
), respectively. The latter are reported to be 

the most commonly formed analyte ions in the FAPA source, 

indicating that the dominant reaction pathway is proton-

transfer ionization.
17

 Moreover, our model reveals that 

NO3H2O
-
 and NO2H2O

-
 are the main negative ions in the after-

glow region (see bottom part of Table 1 and Figure S1(d)). 

Although most applications focus on the detection of positive 

ions, measurements in the negative mode are for most of the 

plasma-based ion sources also possible.
28,33,55

 In this case, 

reagent ions can deprotonate the analyte molecules, creating 

[M-H]
–
 quasimolecular ions, or the analyte molecules form 

adducts with NO2
– 

and NO3
-
 ions, yielding [M-NO2]

–
 and [M-

NO3]
–
 ions, respectively.

28,33
 Measurements in the negative ion 

mode are especially favorable when the analyte molecules 

exhibit a high gas-phase acidity, as is the case e.g. for carbox-

ylic acids.
27,33

 Note that at the beginning of the afterglow, the 

O2
- 
density is higher than the other negative ion densities, but 

upon the presence of water molecules, it will convert to 

O2H2O2
-
 and further to NO2

-
 (see section (c) below). 

In the following sections, we will discuss in more detail the 

chemical pathways of helium species, and of the dominant 

neutrals and ions.  

b) Role of helium species in producing reagent ions 

In Figure 3, we plot the density profiles of the metastable He 

atoms (He
*
), He excimers (He2

*
), and the helium ions (He

+
 and 

He2
+
), and we also indicate the role of these He species in the 

chemical pathways inside the discharge region. For the sake of 



Tabel 1. Species number densities, in discharge and afterglow* 

 
*The densities are listed in decreasing order, for the neutral 

species (M0), positive ions (M+), and negative ions and elec-

trons (M-). Note that the order of importance in discharge 

region and afterglow is different. Species with lower, higher 

and similar densities in the afterglow with respect to the dis-

charge region are indicated in red, green and black color, 

respectively. The densities of excited species are listed in SI 

(Table S4). 

clarity, in the text below we refer to the reaction numbers in 

Table S3 of the SI within brackets. Table S5 provides the 

reaction rates at two positions along the central axis, i.e., near 

the end of the discharge and near the end of the afterglow. 

It is clear that both He2
*
 and He

* 
are the dominant He species 

in the discharge region. Furthermore, the He2
+
 ions exhibit a 

higher density in the plasma than the He
+
 ions, which is quite 

common in APGDs.
40,55

 The higher He
*
 and He2

*
 densities are 

due to the higher excitation rate than ionization rate of He, in 

spite of the lower cross sections, due to the lower threshold for 

excitation compared to ionization, i.e., 19.8 vs 24.6 eV.
56

 More 

specifically, the He atoms are excited to He
*
 (1 in 

 Figure 3 Number density profiles of the He species (left), and 

their reaction pathways in producing reagent ions (right), inside 

the discharge region. The thickness of the arrow lines indicates 

the magnitude of the corresponding reaction rate. 

Table S3 of the SI) at a rate of 4.3x10
17

 cm
-3

s
-1

, and are then 

further converted to He2
*
 (164) at a rate of 1.5x10

17
 cm

-3
s

-1
, 

while the ionization rate to He
+
 (2) is only 7.7x10

12
 cm

-3
s

-1
, 

and the reaction to He2
+
 (93) occurs at a rate of 5.9x10

16
 cm

-3
s

-

1
. Note that the main production of He

+
 does not occur by 

ionization from the He ground state (2), but from He
* 

(3) with 

a reaction rate of 5.3 x10
16

 cm
-3

s
-1

. He
*
 also contributes to the 

production of He2
+
 (166) at a rate of 8.1 x10

15
 cm

-3
s

-1
. In Fig-

ure 3, the total formation rate of each species is illustrated by 

the thickness of each arrow line.  

Figure 3 also depicts the role of the He species in producing 

reagent ions. In a helium discharge, commonly identified high-

energy chemical species are He
*
, He2

*
, He

+
, and He2

+
.
29,58

 Our 

model explains that the better analytical sensitivity with a He 

discharge compared with Ar and N2 reported commonly in 

literature
10,17

 is due to the high reagent ion formation rates, 

attributed to PI (red arrows) by He
*
 and He2

* 
(i.e., 197, 213, 

206, 207, 218, 206, 216, 227, and 208, in the order of decreas-

ing reaction rate), and to some extent also to CT reactions 

(orange arrows) by He2
+ 

and He
+
 (i.e., 115, 130, 127, 128, 119, 

94,131, 104, 105, 133, 98, and 108, in the order of decreasing 

reaction rate). As shown by the thickness of the arrow lines, 

He
*
 and He2

+
 are the dominant neutrals and ions, respectively, 

to ionize the molecules and atoms, by PI (arrows in red) and 

CT reactions (arrows in orange), respectively. This is in 

agreement with previous studies, in which He
*
 was considered 

the main species to produce reagent ions in helium-plasma 

ambient ionization sources.
12,29,57

 It is generally agreed that 

He2
+
 is the dominant ion, with a higher density than He

+
 ions 

in plasmas operated at pressures higher than 5 Torr.
58

 Shelley 

et al. also observed He2
*
 emission in a FAPA source,

29
 which 

was not previously reported in spectroscopic studies of similar 

He APGDs. In previous modeling work for a helium APGD 

with limited chemistry set,
40

 it was indicated that the number 

densities of He
*
 and He2

*
 in the bulk of the plasma were ap-

proximately the same. Based on this, Shelley et al. suggested 

that it is reasonable to hypothesize that He2
*
 serves as an ener-

gy carrier from the discharge to the atmosphere and would, 

thus, be an additional mechanism of reagent-ion formation. In 

our present study, we greatly extended the chemistry set, to 

include all major helium species and their full set of formation 

and loss reactions (i.e., 256 reactions with He species as reac-

tant), and thus, Figure 3 gives a collective and complete over 

view of the He induced pathways, which covers and supports 

all separate former studies. Moreover, by means of this model 

we can illustrate in more detail the formation of 



Figure 4 Reaction pathways of the most important species in the discharge region. The thickness of the arrow lines indicates the magni-

tude of the corresponding reaction rate. The air impurities are colored in yellow, the dominant formed neutrals in light green, the negative 

ions in gray and the positive ions in dark and light pink (for high or lower ion density, respectively). 

specific reagent ions. For example, O
+
, which plays an im-

portant role to produce NO
+
, O2

+
, and OH

+
 (see Figure 4), is 

formed in our model through 36 different reactions, and 

among them, 41% corresponds to three different He species: 

PI by He
*
 (26%, 197), CT from He2

+
 (9%, 117) and PI by He2

*
 

(6%, 213). On the other hand, for N
+
, which is important to 

produce NO
+
 and N2

+
, mainly He

*
 contributes to its formation 

(20%, 206), while He
+
 has only a contribution of 0.07%. 

Likewise, H
+
 is formed upon PI by He

*
 (contribution of 50%, 

194), by He2
*
 (contribution of 11%, 194), and by He2

+
 (contri-

bution of 2%, 131), and it is important for the formation of 

H2O
+
, HeH

+
 and OH

+
, which are the main ions in the after-

glow region to form water clusters. Although in all of the 

theoretical papers, He2
+
 is included in the chemistry set and 

also the experimental reports assumed it to be present, we did 

not find a direct measurement of He2
+
 in the literature. There-

fore, we also performed simulations without formation of 

He2
+
, i.e., putting all He2

+
 formation rate coefficients equal to 

zero, as an extreme case, to test the effect on our calculations 

results. The results are presented in SI. We can conclude that 

removing He2
+
 affects the He

+
 density (which becomes much 

higher), and that charge transfer ionization would not occur 

from He2
+
, but from He

+
. However, all other results obtained 

from our model, including the other species densities and their 

formation pathways, would stay the same. 

(c) Reaction pathways for the formation of reagent 

ions and reactive neutral species 

Figure 4 and 5 present the reaction pathways for the dominant 

species in the discharge and afterglow region, respectively. 

The type of arrow lines represents the reaction rate (see leg-

end) and different colors are used for neutrals and different 

ions. The humid air impurities, i.e., N2, O2, and H2O, are 

shown in yellow. Since we discussed the He species pathways 

in previous section, here we only show these species close to 

each arrow as a reactant. The dominant positive ions (see 

Table 1, column 3) are shown in dark pink and those of lower 

importance are depicted in light pink. As the value of each 

arrow is specified in Figure 4 and 5, we do not repeat the 

reaction rates here in the text. Note that for each species there 

are several formation and loss reactions and we only mention 

the most important ones, for the sake of clarity, with the reac-

tion numbers in parenthesis from Table S3. 

N2 forms several species via different type of reactions, in-

cluding NO
+
 (144), N2

+
 (959, 207, 127, 128, and 218), N

+
 

(206) and N atoms (144, 206, and 274). The first three are the 

dominant N-containing ions in the discharge region (see Table 

1). N
+
 reacts further with O (147 and 1071) into NO

+
, and with 

N into N2
+
 (1070). The N atoms react with H into NH (240). 

Subsequently, in the presence of O and O2
+
, NH reacts further 

into NO (1419), N2O (1256), NO2 (253) and NO2
+ 

(1041). 

Furthermore, NH also reacts into OH (1420), which is the 

primary source for the H atoms (308, 1427, 181, 311). The H 

atoms react further into H
+
 upon PI by He

*
 (194) and 

He2
*
(211). The H

+
 ions undergo CT with H2O molecules, 

forming H2O
+
 (1060). Both H2O and H2O

+
 are important spe-

cies in the afterglow region to produce water clusters. In the 

discharge region, only H3O
+
 is formed (and no larger water 

clusters), either from HeH
+
 (138) or H2O

+
 (1037). O2 is ion-

ized into O2
+
 upon reaction by H

+ 
(1058), He2

+
 (119), He

*
 

(200) and He2
*
 (216), and O2

+
 recombines with electrons into 

O atoms (405). The latter are ionized into O
+
 by He

* 
(197), 

He2
*
 (213), and He2

+
 (115). O

+
 contributes to the formation of 

NO
+
 upon reaction with N (1072) and N2 (144). The CT reac-

tions between H and O
+
 (forming H

+
 and O) and between O 

and H
+
 (forming O

+
 and H) occur with the same rate (1054 and 

1057), so we used an arrow with two directions between O
+
 

and H
+
 in Figure 4. There are other reactions with the same 

inverse reaction rate, which we did not plot in Figure 4, to 

keep the figure as clear as possible. 

The main pathway for OH
+
 formation is via O

+
 and H2 (1061) 

and the majority of H2 is produced upon reaction of NH with 



 

Figure 5 Reaction pathways of the most important species in the afterglow region. The thickness of the arrow lines indicates the magni-

tude of the corresponding reaction rate. The ambient (humid) air molecules are colored in yellow, the major neutrals are shown in light 

green, the negative ions in gray and the positive ions in dark and light blue (for high or lower ion density, respectively).

H atoms (1396).  

As far as the dominant negative ions are concerned (see Table 

1, and shown in Figure 4 in grey color), O
-
 and O2

-
 are pro 

duced from O (7) and O2 (8) by electron impact attachment in 

the presence of He, and NO2
-
 is formed by electron impact 

attachment to NO2 (273). As shown in Figure S1 and Table 1, 

the dominant species in the discharge are quite different from 

those in the afterglow region, and the pathways in the latter 

case are depicted in Figure 5. NO
+
 is the dominant ion in the 

afterglow region. Beside the reactions shown in Figure 4, 

which are mainly responsible for making NO
+
 a dominant ion, 

in the afterglow region NO2
+
 also converts to NO

+
 (1043). 

This explains the drop in NO2
+
 density in the afterglow region. 

NO
+
 partially recombines with negative ions and produces N2 

(572) and NO (498). The N atoms also produce more NO 

upon reaction with O2 (1240), OH (1251) and HO2 (1347), 

which explains the rise in NO density in the afterglow region. 

However, NO also reacts with N atoms to form back N2 mole-

cules (1243). In addition, both HNO2 (233) and NO2 (1342) 

are formed from NO upon reaction with OH. 

O2 forms O3, either directly upon reaction with O atoms (250) 

or in a two-step process, by first dissociation to O upon react 

ion with N (240), and then recombining with O into O3 (250). 

This explains the high density of O3 in the afterglow. Note that 

O also recombines with HO2 to form O2 again (1344). O3 can 

also convert back to O2 in several reactions (reactants not 

shown in Figure 5 for the sake of clarity), but its main loss 

pathway is the reaction with NO to produce O2 and NO2 

(1235). However, the O3 formation rate is higher than the loss 

rate (cf. type of arrow lines in Figure 5).  

Furthermore, O2 also reacts with H atoms into HO2 (231), 

which is one of the dominant neutrals in the afterglow, and it 

further reacts with N atoms into OH and NO (1347). HO2 also 

reacts back into O2 either by recombination with O (1344) or 

with OH (1340). The later also results in extra H2O formation. 

H2O partially reacts with negative ions (i.e., NO3-, NO2-, O2-) 

into heavy negative ion clusters (85, 83, 918, respectively). 

Further on, NO2H2O
-
 dissociates to H2O and NO2

-
, either upon 

the presence of He (82) or O2 (911). Note that in our model 

negative cluster ion formation is included, otherwise, NO3
-
, 

NO2
-
 and O2

-
 would be the dominant negative ions. 

Our model shows that the main pathway of the water clusters 

in the afterglow region starts by the reaction of H2O with 

HeH
+
 (138), H2O

+
 (1081), and OH

+
 (1068) to form H3O

+
, and 

subsequently the heavier ions. Indeed, the H2O molecules in 

the presence of any other neutral (e.g., N2, He, H2, etc.) attach 

to a small cluster ion, to form the heavier ones. On the other 

hand, each of the water clusters, again in the presence of any 

neutral species, also dissociates back into H2O and a smaller 

water cluster (1112-1123). That is why all the arrows between 

the water clusters have two directions, but with different col-

ors (gray for the smaller rate and black for the slightly higher 

rate). We show both directions of these reactions in order to 

give a clear overview, especially for the water clusters, as they 

are important reagent ions for analytical purposes. In general, 

the formation of the heavier clusters from the smaller ones is a 

bit higher than in the opposite direction. In addition, the for-

mation rate of the heavier clusters rises up to (H2O)3H
+
 and 

then gradually decreases for increasing cluster size (see the 

thickness of the arrows in Figure 5), and this explains the 

order of the water cluster density in the afterglow region in 

Figure S1(c) and Table 1, i.e., (H2O)3H
+
 has the highest densi-

ty. In fact, in contrast to the other water clusters, (H2O)3H
+
 has 

two main formation sources, since both (H2O)2H
+
 and 

(H2O)4H
+
 contribute with nearly the same reaction rate, one by 

consuming a water molecule (1114) and the other by releasing 

one (1117) (i.e., both arrows around (H2O)3H
+
 have the same 

thickness in Figure 5). To summarize, the production of 

(H2O)3H
+
 from (H2O)2H

+ 
(1114) and the production of 

(H2O)4H
+
 from (H2O)3H

+
 (1116) contribute together for 99% 

to the H2O consumption in the afterglow region, while the 

inverse reactions (1115 and 1117) contribute for 69% to H2O 

formation. The remaining H2O formation mainly comes from 

the reaction of OH and HO2 (29%, 1340) and the rest (2%) is 

from 272 other reactions. 



7 

 

 

 

 

As mentioned above, the protonated water clusters are very 

important reagent ions in analytical applications. The proto-

nated water clusters protonate the sample molecules via  

(H2O)nH
+
 + M  MH

+
 + nH2O 

For this ionization pathway to occur, the gas-phase acidity of 

the protonated water clusters and the gas-phase basicity of the 

analyte molecule are of crucial importance. However, since 

especially the smaller protonated water clusters (n = 1,2,3) 

exhibit very high gas-phase acidities, even compounds with a 

rather low gas-phase basicity are readily ionized by PT, yield-

ing MH
+
 quasimolecular ions.

8,28
 

Besides the protonated water clusters, other positive reagent 

ions, such as NO
+
 and NO2

+
, are also formed in the afterglow 

region, as also reported before.
17,19,28,33

 These reagent ions can 

ionize sample compounds via charge-transfer processes, re-

sulting in molecular ions, M
+
, and thus, they offer alternative 

ionization routes besides PT, leading to a broader range of 

suitable analytes. 

NO
+
 + M  M

+
 + NO  

Nevertheless, these ionization mechanisms may also lead to 

the formation of adducts and oxidation of the original analyte 

compounds, which limits the detection of the target analyte 

and therefore is less favorable for analytical purposes. Howev-

er, Bruggemann et al. showed that oxidation processes occur 

only for low volatile compounds with long carbon chains 

and/or high molecular weights. Analytes with low molecular 

weights and relatively high vapor pressure compounds can 

easily be desorbed and transferred into the gas phase where 

subsequent ionization occurs.
28

 

For either mechanism, i.e., proton or charge transfer, the 

greater the abundance of reagent ions available to transfer 

their charge to the analyte molecules, the higher the ionization 

probability and the less likely that competitive ionization will 

distort the observed spectra.
9
 Badal et al.

17
 found that the 

abundance and type of reagent ions produced by the FAPA 

source and the corresponding ionization pathways are different 

depending on the source operating conditions. A high abun-

dance of proton-transfer reagent ions was observed with rela-

tively high gas flow rates (1.5 L/min) and low discharge cur-

rents (5 mA). Vice versa, charge-transfer reagent species were 

most abundant at low gas flow rates (0.5 L/min) and high 

discharge currents (30 mA). Considering the extreme cases of 

0.5 L/min and 30 mA, or 1.5 L/min and 5 mA, while the con-

dition used in our study (1.5 L/min and 25 mA) is more inter-

mediate and is reported as a typical operating condition of the 

FAPA source,
41

 we may indeed expect to have both PT and 

CT reagent ions. 

CONCLUSION 

We developed a quasi-1D chemical kinetics model to study 

the chemical reaction pathways for reagent ion formation in a 

flowing atmospheric pressure afterglow (FAPA), used for 

ambient desorption/ionization mass spectrometry (ADI-MS). 

The model predicts the species density profiles in the dis-

charge and afterglow region. We consider helium feed gas 

with 10 ppm impurity, which flows into the open atmosphere, 

assuming 50% relative humidity. For this purpose, we devel-

oped an extended reaction chemistry set for a helium/humid 

air mixture, which accounts for 91 different species and 1437 

reactions.  

Our calculations show that O, H and N atoms are formed with 

high densities inside the discharge region, in spite of the ppm 

impurities in the gas feed. In the afterglow, due to the absence 

of an electric field, as well as ambient air diffusion, and atom 

recombination, the densities of these atoms drop, while other 

species become more important, i.e., various N-O, H-O, N-H 

and N-H-O species. O3 and NO are the dominant ones, and 

their densities increase strongly from the beginning of the 

afterglow region.  

The electron density drops rapidly in the afterglow, due to 

dissociative attachment to positive ions (creating reactive 

neutral species) and to neutral species (creating negative ions). 

In addition, negatively charged heavy clusters, i.e., NO3H2O
-
 

and NO2H2O
-
, are created in the afterglow through attachment 

of water molecules to NO3
-
 and NO2

-
 ions. Positive ions are 

mainly created through PI by He metastable species (He
*
 and 

He2
*
) and CT with He

+
 and (especially) He2

+
 ions in the dis-

charge region. O2
+
 and O

+
 ions, which are important ions in 

the discharge, react with N and N2 to form NO
+
 ions, being the 

dominant ions in the afterglow. CT of N
+
 with O atoms is also 

an important pathway for NO
+
 formation. The most important 

positive ion in the discharge, i.e., H
+
, forms HeH

+
, H2O

+
 and 

OH
+
 ions, which are in the afterglow quickly converted into 

H3O
+
 and protonated water clusters. The NO

+
 ions and proto-

nated water clusters are the two main type of reagent ions in 

analytical chemistry, important to ionize the analyte molecules 

by CT or PT into M
+
 and MH

+
, respectively.  

Note that the formation of He2
+
 might be overestimated in our 

model, as we did not find a direct measurement of He2
+
 in 

literature. Therefore, to see the effect of He2
+
 in our model, we 

performed simulations without He2
+
. As illustrated by our 

results presented in the SI, our calculation results would 

change a bit. The main difference is that charge transfer ioni-

zation by He species would then not occur from He2
+
, but 

from He
+
, which would have a much higher density, but all 

other results, including the other species densities and their 

formation pathways, would stay the same. In this study we 

focused on the plasma chemistry without any analyte, because 

not enough reliable reaction kinetics data is available in litera-

ture for a detailed description of the latter. Nevertheless, this 

model provides a comprehensive overview of the chemical 

pathways of a He-humid air plasma and afterglow, and forms 

the basis for any future studies on the addition of analytes, 

when data become available. Our model predictions are in line 

with earlier observations in literature about the important 

reagent ions. The model is applied here to the FAPA setup at a 

fixed condition, but it could also be applied to different geom-

etries, different ambient humidity and different operational 

conditions, to study the most optimum conditions, as well as 

to other ADI-MS plasma sources operating at similar condi-

tions.  

Supporting Information 

Geometrical and operating condition, Description of the 2D 

fluid dynamic model, Description of the 0D plasma chemical 

kinetics model, List of plasma species included in the model, 

List of reactions included in the model, Number densities of 

the most important species, Number densities of excited 

species, Discussion on role of electrons, List of reaction rates 

at the end of discharge and afterglow, Results and discussion 

for simulations without He2
+
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