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ABSTRACT

Fairness in Artificial Intelligence rightfully receives a lot
of attention these days. Many life-impacting decisions are
being partially automated, including health-care resource
planning decisions, insurance and credit risk predictions, re-
cidivism predictions, etc. Much of work appearing on this
topic within the Data Mining, Machine Learning and Ar-
tificial Intelligence community is focused on technological
aspects. Nevertheless, fairness is much wider than this as it
lies at the intersection of philosophy, ethics, legislation, and
practical perspectives. Therefore, to fill this gap and bring
together scholars of these disciplines working on fairness, the
first workshop on Bias and Fairness in AI was held online on
September 18, 2020 at the ECML-PKDD 2020 conference.
This special section includes six articles presenting different
perspectives on bias and fairness from different angles.
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1. INTRODUCTION
Artificial Intelligence (AI) techniques based on big data and
algorithmic processing are increasingly used to guide deci-
sions in important societal spheres, including hiring deci-
sions, university admissions, loan granting, and crime pre-
diction. However, there are growing concerns with regard to
the epistemic and normative quality of AI evaluations and
predictions. In particular, there is strong evidence that al-
gorithms may sometimes amplify rather than eliminate ex-
isting bias and discrimination, and thereby have negative
effects on social cohesion and on democratic institutions.

Despite the increased amount of work in this area in the
last few years, we still lack a comprehensive understanding
of how pertinent concepts of bias or discrimination should
be interpreted in the context of AI and which socio-technical
options to combat bias and discrimination are both realisti-
cally possible and normatively justified. The main objective
of the workshop on Bias and Fairness in AI held online1 on
September 18, 2020 at the ECML-PKDD 2020 conference is
a contribution to the understanding of “How can standards
of unbiased attitudes and non-discriminatory practices be

1https://sites.google.com/view/bias-2020/programme

met in (big) data analysis, AI and algorithm-based decision-
making?”.

We introduce topics in Bias and Fairness in AI and describe
how they were covered in the program of the workshop in
Section 2 and provide a brief overview of the contributed
articles to this special section in Section 3.

2. TOPICS IN AI BIAS AND FAIRNESS
Research on fairness in machine learning and data mining
took off in 2008-2010 with some of the first works on dis-
crimination discovery in databases [1] and learning classifi-
cation models with (non-discrimination) independency con-
straints [2; 3]. These papers were followed by an exponential
explosion of papers in major AI conferences, and an emer-
gence of new cross-disciplinary workshops and conferences
such as most notably FAccT2 and AIES3. A recent snapshot
of the frontiers of fairness in machine learning research can
be found in [4].

Much of the research on fairness in machine learning can
be framed in an optimization context [5], where the goal
is to maintain good predictive performance while satisfying
a number of group-level or individual fairness constraints.
This combination can be achieved via modeling and remov-
ing representation bias and/or labeling bias in the train-
ing data, via fairness-aware representation learning [6; 7],
model induction, model selection, regularization, or post-
processing of specific [8] or any [9] trained models or model
outputs.

In parallel, temporal dynamics of fairness in algorithmic de-
cision making [10] and its long-term impact [11] has been
studied to address feedback loops that may amplify discrim-
ination.

Next to algorithmic approaches, also progress has been made
with respect to theoretical analysis to better understand the
possibility or impossibility of fairness with its different often
conflicting notions [12].

Another recent avenue of fairness-aware machine learning re-
search includes causality. The notion of counterfactual fair-
ness and approaches of counterfactual inference have been
proposed to make predictions fair across different subpopu-
lations. Considering classification as an optimization prob-
lem with fairness constraints entailed by competing causal
explanations, Russell et al. [13] demonstrated that it is pos-
sible to be approximately fair with respect to multiple pos-

2https://facctconference.org/
3https://www.aies-conference.com/



sible causal models at once, thus mitigating the bottleneck
of exact causal specification.

The BIAS2020 workshop solicited contributions on bias and
fairness in all areas of AI (supervised and unsupervised learn-
ing, reinforcement learning, information retrieval and rec-
ommender systems, human-computer interaction, constraint
solving, complex systems and networks, etc.) and encourag-
ing interdisciplinary studies including law, philosophy and
social sciences. 21 full paper submissions were received of
which 7 were selected to the workshop program after peer-
review. The program also featured four invited talks and a
concluding panel discussion. Revised and extended contri-
butions were invited for this special section.

3. CONTRIBUTED ARTICLES
The special section includes six contributed articles span-
ning a variety of topics: philosophical viewpoints on dis-
crimination [14], applicability of different ML fairness no-
tions [15], a new measure for viewpoint fairness in ranking
applications [16], gender perception in online platforms [17],
fair classification via ethical adversaries [18], and why not
only serendipity but also equity should be considered to mit-
igate historical discrimination effects [19].

Two Kinds of Discrimination in AI-Based Penal De-

cision-Making. Hubner in [14] presents a viewpoint on dis-
crimination in algorithmic decision making from the stand-
point of practical philosophy and ethics of science. In his
work, he distinguishes two kinds of discrimination that need
to be addressed in AI-based penal decision-making: the
problem of inevitable trade-offs between incompatibility of
statistical fairness measures as became widely known due to
the COMPAS study and analyzed theoretically in [20], and
the problem referred to as the so-called discursive fairness
that applies when humans make decisions based on empiri-
cal evidence. Hubner discusses the fundamental differences
in approaching requirements of non-discriminatory action
within the penal sector for each of these two kinds of discrim-
ination. Whereas in the case of statistical fairness, the fo-
cus is on measuring dependency between race and (correctly
and/or wrongly) predicted recidivism, in case of discursive
fairness, it is necessary to analyze what types of information
must be provided when justifying a court’s decisions based
on a machine learning model’s predictions. This leads to
seeking answers to the core question: What reasons must a
judge as a human decision maker provide for her each and
every decision to grant or deny parole.

On the Applicability of Machine Learning Fairness

Notions. While many notions of fairness were introduced
and many machine learning approaches and techniques have
been development that can help to optimize for those no-
tions, we also know that it is impossible to optimizing several
of the competing notions of fairness at the same time [12].
Hence, a natural practitioner’s question is which notion of
fairness should be used. Makhlouf et al. [15] introduce a
survey of fairness notions that should help find an answer
to the question “which notion of fairness is most suited to a
given real-world scenario and why?”. The authors identify a
set of fairness-related characteristics of real-world scenarios
and analyze the relevance of corresponding fairness notions
to these characteristics. Their findings are summarized in a
decision diagram that may help different research commu-
nities, practitioners and policy makers to understand and

navigate the space of fairness notions studied in fairness-
aware machine learning.

Blind Spots in AI: the Role of Serendipity and Eq-

uity in Algorithm-Based Decision-Making. Van Leeu-
wen et al. [19] argue that designing an algorithm-based deci-
sion-making system focusing solely on serendipity might not
be enough to avoid historical discrimination and therefore
they suggest to also include equity in the development pro-
cess. To this end, they propose a design rationale that in-
corporates the principles of serendipity (diversifiability) and
equity (intersectionality, reflexivity and power balance) for
the development of such systems.

Gendering algorithms in social media. Fosch-Villaron-
ga et al. [17] investigate the impact of algorithmic bias on
inadvertent privacy violations and the reinforcement of so-
cial prejudices of gender and sexuality. In particular, they
conducted an online survey to understand whether and how
Twitter inferred the gender of users. They found that gender-
related stereotypes persist both online and offline, and plat-
forms often appear to fail to understand that gender is not
binary (male/female). Beyond Twitter’s binary understand-
ing of gender and the inevitability of the gender inference as
part of Twitter’s personalization trade-off, they also found
that the misgendering rate is much higher for gay men (32%)
and straight women (16%) as compared to straight males
(8%). Their results call for attention to gender in gender
classifiers to avoid amplification of existing biases that af-
fect especially marginalized communities.

Ethical Adversaries: Towards Mitigating Unfairness

with Adversarial Machine Learning. It is now common
in machine learning research to address non-discrimination
by introducing independency constraints into the predictive
modeling process. One generic approach to do this was pre-
sented in [5]. Delobelle et al. [18] continue on this track
and introduce the idea of using adversarial training for im-
proving fairness of classification. The authors introduce a
framework that makes use of two models. One model is op-
timized for preventing the correct guessing of the values of
protected attributes, while staying as accurate as possible.
The other adversary model leverages evasion attacks to gen-
erate new examples that will be misclassified and provides
them to the training of the first model. The experimental
evaluation of this framework on common benchmarks like
the COMPAS datasets demonstrates promising results for
achieving group level fairness including demographic parity
and equality of opportunity.

Assessing Viewpoint Diversity in Search Results Us-

ing Ranking Fairness Metrics. Fairness-awareness is be-
ing considered in a variety of applications of autonomous
decision making by machine learning based scoring mech-
anisms. Considering biases and fairness in recommender
systems and web search, a graph-based algorithm that post-
processes generated recommendations for improving aggre-
gate diversity was proposed in [21]. The paper of Draws et
al. [16] included in the special section, highlights the impor-
tance of researching how to measure and assess viewpoint
diversity in real search result rankings. Depending on how
the items are ranked in search results, more homogeneous
or more diverse items or viewpoints will be exposed to the
user. The authors show that assessing the viewpoint diver-
sity might not be as straightforward as it may seem, consid-
ering and experimenting with a few ranking fairness metrics
in a controlled simulation study.



We hope you will enjoy reading the papers on bias and fair-
ness in AI in this special section and find them an inspiration
for formulating and addressing many of the open challenges
in this socio-technical problem space, advancing the current
state of the art further and further.
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[14] Dietmar Hübner. Two kinds of discrimination in AI-
based penal decision-making. SIGKDD Explorations,
23(1), 2021.

[15] Karima Makhlouf, Sami Zhioua, and Catuscia
Palamidessi. On the applicability of machine learning
fairness notions. SIGKDD Explorations, 23(1), 2021.

[16] Tim Draws, Nava Tintarev, and Ujwal Gadiraju. As-
sessing viewpoint diversity in search results using rank-
ing fairness metrics. SIGKDD Explorations, 23(1),
2021.

[17] Eduard Fosch-Villaronga, Adam Poulsen, Roger A.
Søraa, and Bart Custers. Gendering algorithms in so-
cial media. SIGKDD Explorations, 23(1), 2021.

[18] Pieter Delobelle, Paul Temple, and Bettina Berendt.
Ethical adversaries: Towards mitigating unfairness
with adversarial machine learning. SIGKDD Explo-
rations, 23(1), 2021.

[19] Cora van Leeuwen, Annelien Smets, and An Jacobs.
Blind spots in ai: the role of serendipity and equity
in algorithm-based decision-making. SIGKDD Explo-
rations, 23(1), 2021.

[20] Jon M. Kleinberg, Sendhil Mullainathan, and Manish
Raghavan. Inherent trade-offs in the fair determination
of risk scores. In Proceedings of Innovations in Theoret-
ical Computer Science, page 43:1–43:23, 2017.

[21] Masoud Mansoury, Himan Abdollahpouri, Mykola
Pechenizkiy, Bamshad Mobasher, and Robin Burke.
Fairmatch: A graph-based approach for improving ag-
gregate diversity in recommender systems. In Proceed-
ings of the 28th ACM Conference on User Model-
ing, Adaptation and Personalization, UMAP ’20, page
154–162, New York, NY, USA, 2020. ACM.


	Introduction
	Topics in AI Bias and Fairness
	Contributed Articles
	REFERENCES 

