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Abstract  

National databases for research output are increasingly seen as a remedy for many 
data-related problems in research evaluation. A central argument in favour of data 
collection initiatives at the national level is the need for more comprehensive 
coverage of research output in, among else, social sciences. At the same time, the air 
of optimism within the debates about national databases forecloses space for more 
critical considerations of risks that come along the operation of a national database 
for research output. This, I argue, is a crucial limitation of the current debates around 
data sources for research evaluation. In this chapter, I offer a more symmetrical view 
of the use of national databases in evaluation of social sciences and highlight key 
positive and negative aspects of these databases with respect to research evaluation. 

Keywords: bibliographic databases, research information, infrastructure, 

context 

 

Introduction 

National databases for research output are increasingly seen as a remedy for many 

data-related problems pertaining to evaluation of research in social sciences, especially 

when considering specifics of communication practices. Scholars in different 

knowledge domains carry out research in sometimes radically different manner. Also 

the means to communicate research are not always the same. In natural sciences, 

journal articles have been key media for scholarly communication since the 

establishment of Philosophical Transactions of the Royal Society and other early journals in 

the 17th century. It is still the case today. In social sciences (among others), on the 

contrary, journal articles are just one of the many artefacts researchers use to 

communicate (Hicks, 2004). Among the more common media, scholars use 

monographs, chapters in edited volumes, conference papers, essays and opinion 

pieces in newspapers, to name a few. For instance, social scientists have noted that 
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monographs, even though few in number (Engels et al., 2018), are deemed a central 

carrier of knowledge in a number of academic disciplines (Crossick, 2015) and 

manifest in citation analyses (Chi, 2014; Glänzel et al., 2016). A monograph is a space 

to develop more substantial arguments that cannot be easily expressed in such limited 

spaces as articles or even contributions to edited volumes (see also Sīle et al., 2021). 

Besides publications, novel forms of scholarly communication—movies, exhibitions, 

performances—are used in some disciplines within the social sciences. At the same 

time, only a small share of these activities are included in the often used international 

data sources such as Web of Science and Scopus. Therefore, a substantial part of the 

research output (and its citations) authored by social scientists remains invisible 

(Kulczycki et al., 2018; Martín-Martín et al., 2020). 

This diversity in communication media is a characteristic shared with academic 

disciplines in the humanities and other knowledge domains with specific 

communication practices (e.g., engineering and computer science). Thus, arguments 

presented here are applicable to other knowledge domains where communication 

practices go beyond the mainstream focus on journal articles. 

A feature of research and communication practices that is more often encountered 

within the social sciences concerns interaction with governmental bodies. This 

interaction can result in policy briefs, governmental reports, and other less tangible 

ways of communication—consultation, participation in a debate, etc. Finally, it is 

important to point out that the diversity within the social sciences is not easily 

captured in relation to specific disciplines. Research exploring within-discipline 

publication patterns shows that also within a single discipline there can be researchers 

whose publishing practices are more alike those in the natural sciences (i.e. focus on 

articles indexed in Web of Science) along with researchers who favour book 

publications—a characteristic typically attributed to the humanities (Verleysen & 

Weeren, 2016). All these characteristics of social sciences are a challenge for databases 

used in research assessment as it is not an easy task to determine what counts as 

research output for social sciences and how it should be represented in a database. 

National databases are not an exception. Even though there are likely similarities in 

communication practices across different national contexts, in many cases, extensive 

work is required to identify the key characteristics in a particular national context. 

Awareness of this challenge is mirrored in recent debates and initiatives on research 
assessment that highlight the need to take into account the diversity of research—the 
different understandings of research, different research practices, and different 
scholarly communication practices (Curry et al., 2020; DORA, 2012; Hicks et al., 
2015; Moher et al., 2020; Wilsdon et al., 2015; Working group for the responsible 
evaluation of a researcher, 2020). For example the term ‘Responsible Research 
Assessment’ denotes “approaches to assessment which incentivise, reflect and reward 
the plural characteristics of high-quality research, in support of diverse and inclusive 
research cultures”(Curry et al., 2020, p. 4). Similarly, the term ‘research metrics’ 
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denotes metrics (i.e. quantitative indicators) that address the following dimensions: 
robustness, humility, transparency, diversity, and reflexivity (Wilsdon et al., 2015). 
In relation to the data used in research assessment, a number of academics and 

authorities have expressed the need for high quality data sources (Mahieu et al., 2014; 

Martin et al., 2010; Science Europe, 2016; Sivertsen, 2010). Particularly, it has been 

argued that  “[p]ublication metrics should be based on data that is relevant for the unit 

of assessment” (Working group for the responsible evaluation of a researcher, 2020, p. 

12). 

In this context, national databases are often seen as a way to address the diversity of 

research and counter the narrow focus on journal articles perpetuated by the use of 

commercial data sources such as the Web of Science and Scopus (Sivertsen & Larsen, 

2012). National databases, as the argument goes, can include book publications and 

other forms of research output important for social scientists thus making available 

for research assessment data that are relevant for this knowledge domain. The point 

about comprehensive coverage, has by now become the go-to argument when 

discussing how national databases facilitate research evaluation. A report from 2010, 

discussing the need for a European database for research output in the social sciences 

(and humanities), called for a database “that brings together, in a consistent and 

comparable form, data on the main research outputs of SSH [i.e. social sciences and 

humanities] . . . and also provides an indication of the impact of those research 

outputs not only on fellow academic researchers but also more widely” (Martin et al., 

2010, p. 2). Mahieu and colleagues pursued a study that aimed “to analyse the 

desirability and feasibility of creating a transnational system for collecting and 

monitoring research performance data (on inputs, outputs and productivity) in order 

to improve policymaking and to identify relevant research policy options” (Mahieu et 

al., 2014, p. 1). Similarly, in its position statement Science Europe called for “research 

information systems that are capable of effectively supporting this constant and 

unpredictable change with the intelligence and insights needed to perform strategic, 

analytical and management functions” (Science Europe, 2016, p. 3). All these 

examples point to the increasing awareness of the role of data played in research 

assessment and the benefits a national research information infrastructure could bring. 

In the last two decades, the construction of national databases and information 

systems has gained momentum. In Europe alone, the number of databases and 

information systems operated at institutional, regional as well as at the national level 

has been rapidly increasing (Ribeiro et al., 2016; Sīle et al., 2017). On the one hand, 

this expansion of data sources collecting data on research outputs in social sciences 

(and science in general) offers resources that can be used in research assessment, 

monitoring, and for understanding of research practices in a broader sense. On the 

other hand, the air of optimism dominating the debates around the value of national 

databases in research assessments distracts from the more reflective and critical 

considerations about these data sources. For instance, over the last few recent years, 

we can witness an accumulation of critique of quantitative approaches to research 
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evaluation (Barré, 2019; Curry et al., 2020; de Rijcke et al., 2015; Rafols, 2017; Rafols 

& Stirling, 2020; Wilsdon et al., 2015). And yet, new systems, often with the 

production of evaluative metrics as their primary use, are being constructed and 

implemented without serious consideration of implications this critique has for 

systems—already existing ones and those yet to be implemented. This, I argue, is a 

crucial limitation of the current debates around data sources for research evaluation. 

In this chapter, I offer a more symmetrical (Bloor, 1976) view of the use of national 

databases in evaluation of social sciences. First, I discuss how these databases can 

facilitate research evaluation—the bright side. I focus on two aspects—flexibility and 

transparency—both of which have the potential of rendering national databases 

particularly useful for the assessment of social sciences. Second, I bring to attention 

risks pertaining to the use of national databases for research evaluation purposes—the 

dark side. In this part of the paper, I limit the discussion to the following two points: 

(i) the risk of national databases becoming too locked into local practices and (ii) the 

implications for research evaluation that follow from the strong focus on research 

output that dominate the use of databases for research output in research assessment. 

Finally, I discuss directions that can be taken in order to make considerate and 

informed choices pertaining to the design and use of national databases in the context 

of research evaluation. 

Framing databases for research output 

Before that—some definitions and conceptual clarifications. By national databases of 

research output I mean structured collections of bibliographic metadata that refer to 

research output authored by researchers. This is a broad definition. This definition 

includes databases maintained for a variety of purposes—research evaluation or 

information retrieval, for example. At the same time, it saves the essential 

characteristic of databases for research output which is its content; a database for 

research output contains metadata of research output (see an example of such a 

record in Figure 1). The qualifier ‘national’ here denotes the scope of a database. A 

national database has a collection from the whole country, in whichever way defined 

(see more on this in Sīle et al., 2018). In terms of the technical setup of a database, I 

make no distinction between in-house projects and tailor-made solutions provided by 

commercial entities. Also, it does not matter, whether a database is a stand-alone 

database, a networked system, or a module in a broader research information system. 

The points discussed in this chapter are applicable to all these alternatives. 
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Figure 1. Metadata of a scholarly monograph in social sciences. User interface of the 

Norwegian database Cristin. Screenshot made on November 29, 2020, from 

https://app.cristin.no/results/show.jsf?id=1674156 

The terms ‘research output’ and ‘social sciences’ I approach pragmatically. While, by 

‘research output’ I mean publications as well as other artefacts (e.g. critical editions, 

corpora, datasets, code) authored by researchers, with the term ‘social sciences’ I refer 

to those academic disciplines that are recognised as such in a given context, national 

or other. Thus, if a discipline like anthropology is considered as a discipline in the 

social sciences, then it does belong to social sciences even though in other contexts it 

may be assumed to belong to the humanities. 

Thinking about research evaluation I use the constructivist framing of evaluation 

(Dahler-Larsen, 2011). For Dahler-Larsen (2011), evaluation is a “liminal” and 

“assisted” form of “sense making” (p.13). This definition foregrounds that evaluation 

is “a situation where we stop and reflectively consider our experiences in the midst of 

a specific social practice. . . . An evaluation is . . . an occasion for reassessment and 

reinterpretation. . . . Meanings emerge or are negotiated in evaluation” (Ibid.). The 

term ‘liminal’ emphasises that evaluations are something other than the everyday life; 

it refers to transition situations “where one is both inside and outside at the same 
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time” (p.14). And the term ‘assisted’ highlights the artificial nature of evaluation; they 

are constructed and made to exist. It is not natural to evaluate. 

Following the constructivist trail of thought, I conceptualise databases for research 

output using insights from infrastructure studies (Bowker et al., 2010; Star, 1999; Star 

& Ruhleder, 1996). This body of knowledge views infrastructures broadly and in 

relation to practices that the infrastructure is infrastructure of. Thus, when databases for 

research output are used to evaluate research and when research evaluation is the 

practice that drives database implementation projects, these databases become part of 

research evaluation infrastructure. This infrastructure consists of databases, systems, 

software and hardware and of people, organisations and practices, priorities and value-

orientations that characterise them. Research evaluation is what shapes this 

infrastructure and, inversely, this infrastructure gives shape, direction and sets 

limitations for research evaluation.  Viewed through this more social and relational 

framing of infrastructure, we have to think about databases for research output in a 

much broader sense—i.e. in the wider context they are operated. 

Combined with the ideas on research evaluation from Dahler-Larsen (2011), databases 

for research output give materiality to the otherwise purely conceptual space for the 

sense-making of research and its value. These databases form and play a central role in 

this ‘knowing space’ (Law, 2017) that “set[s] more or less permeable boundaries to the 

possible and the accessible” (p.47). These insights help us to stay close to the 

understanding of research evaluation as an occasion that enables reflections upon our 

experiences and the ways databases for research output facilitate, hinder, and give 

shape to this process. With this thought in mind, I proceed to the elaboration on the 

bright side of national databases for research output. 

The bright side 

Flexibility 

In the context of the numerous calls for research assessment to pay due attention to 

the diversity of research, the main value of national databases is bound to the 

flexibility in database design and the organisation of the database implementation and 

maintenance. The choice of data to be collected, auxiliary data sources to be used, and 

people and organisations to involve in the operation of a national database is much 

greater for national databases, if contrasted with commercial international databases 

upon which users have typically very little influence (if any). Moreover, each design 

and organisation decisions can be made to suit the needs of the specific context and 

envisioned uses. Consequently, if deemed necessary, a national database can include a 

wide variety of research outputs produced by researchers in social sciences and other 

knowledge domains thus addressing the problem of coverage—the most often 

acknowledged problem with respect to commercial international data sources 

(Sivertsen & Larsen, 2012). 
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The scope of a national databases, due to the flexibility, can be designed considering 

the characteristics of research within a given context. Thus, now there are databases in 

Europe that not only collect information on journal articles that fall beyond the scope 

of Web of Science and Scopus, but also are broad in scope (e.g. RIV in the Czech 

Republic: https://www.rvvi.cz/riv, COBISS in Slovenia: https://cobiss.si/). For 

example, CRISTIN in Norway (https://app.cristin.no/) include more than 70 

different output types using a classification developed in collaboration with scholars 

working in different knowledge domains. 

Furthermore, this flexibility enables an alignment of database functionalities with the 

needs of different stakeholders operating at the national level and beyond. For 

research evaluation, this can mean that there are modules that enable automated 

overviews of research at different levels of aggregation (see, for example, BFI in 

Denmark: https://bfi.fi.dk/Publication/NationalAnalysis or SICRIS in Slovenia: 

https://www.sicris.si). In addition to research evaluation, national databases are often 

used to report research overviews to governmental and/or research funding 

organisations. National databases can be used to create these reports. In addition, 

national databases can be continuously adapted and adjusted as new requirements 

emerge. 

This flexibility to create fit-for-purpose designs and broaden out the scope thus doing 

justice to the diversity within research is a key asset of a national database for research 

output in the social sciences. This is not to say that national legislation or simply local 

practices cannot be obstacles for more contextualised database designs. Nevertheless, 

the scope for flexibility is much more considerable when compared to commercial 

data sources. 

Transparency 

The second aspect I wish to highlight is transparency. Transparency is, first of all, 

openness about the way how a database is run (i.e. who does what) and what are the 

processes behind the data on research output. Second, transparency addresses the 

decision-making processes that feed the database practices. Who takes decisions? How 

a particular decision is justified?  In case of alternative views, how are they 

accommodated and/or reconciled? Transparency of this type requires opening up the 

inner workings of a database for interested stakeholders. Third, transparency also 

means reflexivity about the conceptual underpinning of databases for research output 

(i.e. what image of research is embedded in a database?). 

The different initiatives paving way for new forms of research assessment and 

responsible use of metrics (DORA, 2012; Hicks et al., 2015; Moher et al., 2020; 

Wilsdon et al., 2015) has highlighted the importance of transparency within research 

assessment practices. In relation to data for research assessment, for example, the 

Leiden Manifesto enlists the following principles: “Keep data collection and analytical 

processes open, transparent and simple” and “Allow those evaluated to verify data 

and analysis”(Hicks et al., 2015). Both these points emphasise the need transparency 

https://www.rvvi.cz/riv
https://cobiss.si/
https://app.cristin.no/
https://bfi.fi.dk/Publication/NationalAnalysis
https://www.sicris.si/
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and both highlight the close and direct relation between data and insights produced in 

research evaluation settings. Incomplete data will produce incomplete insights. The 

wrong choice of data will produce inappropriate accounts. Data of poor quality will 

lead to poor quality representations of research. Besides this, high quality data for one 

academic discipline are not necessarily data of quality also for other disciplines (see 

also Working group for the responsible evaluation of a researcher, 2020). In other 

words, regardless how well developed a database is, there will be limitations for its use. 

Thus, for research evaluation to serve as a space for reflection, these limitations need 

be taken into account and openly communicated. This is why transparency is an 

important aspect of databases for research output. 

Transparency of processes and practices ‘behind the scenes’ can be achieved by 
making publicly available information about practices behind a national database. This 

can be in a form of a description of the processes carried out or an establishment of a 

communication venue between users and database administrators. 

Transparency of decision-making similarly can be greatly enhanced by making publicly 

available the minutes of meetings where crucial decisions on database design are 

taken. Ideally, however, transparency is adopted as a general working mode that 

acknowledges that for every decision made there are multiple alternatives, some of 

which may have important consequences when these databases are used in research 

metrics. This stance requires continuous readiness to inform, clarify, openly discuss, 

and eventually alter every aspect of a national database for research output. 

Finally, transparency at the conceptual level requires awareness and  reflexivity upon 

the kind of research that is enacted within a (national) database for research output. 

Following the advent of citation analysis, both Edge (1979) and Woolgar (1991) 

argued that such methods imply a rationalised view of research that is at odds of 

research as it unfolds in practice. For social scientists in some research traditions, the 

very idea that research output can meaningfully depict research practices is hardly 

acceptable. If social scientists tend to be aware of these conceptual clashes between 

research as experienced in one’s life and research as depicted in a database, the 
database designers and proponents tend to be ignorant of the performativity the 

national databases carry. In contrast, awareness and transparency of the conceptual 

underpinnings of a national database for research output is a necessary first step 

towards an open discussion between proponents of contrasting ideas about what 

research is and how it could be depicted in a digital form. 

National databases with their more considerable flexibility are well positioned to be 

transparent. At the same time, there is a considerable variation in the extent to which 

transparency is embraced in the currently operational national databases (in Europe). 

At the moment, I note, transparency of national databases is more a potential rather 

than an existing asset.  

The dark side 
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Too national 

Both points highlighted above can be flipped around; both flexibility and transparency 

can become risks when some of the directions are taken too far or their 

implementation clashes with existing institutionalised practices. All information 

systems carry a tension between global and local (Bowker, 2008). On the one hand, the 

intention is to be local, which means context-specific, understandable, and 

consequently, easy to work with, for those who engage with these systems locally. If, 

for example, anthropology is seen as part of the disciplines in the humanities, it will be 

easier to use a national database if this understanding of anthropology is mirrored also 

in the disciplinary classifications employed in a national database. On the other hand, 

there is the requirement to be global so that information contained can be related to 

and transferred across multiple local contexts. An example of this in relation to 

disciplinary classifications, is the tendency to implement the OECD Fields of 

Research and Development classification (OECD, 2015) in national databases for 

research output. The use of this international standard contributes to the 

interoperability of different national databases and to rendering them understandable 

across national borders. Yet at the same time it can mean that local versions of the 

OECD FoRD classification are created (Guns et al., 2018). The setup of an 

information system is the result of this global-local tension.  

For national databases for research output in general terms this means that the 

attempt to take into account specifics of social sciences in a certain country, for 

example, can lead to a database that is too closely bound to local traditions and power 

relations. A rich example is the variety of classifications of research output types that 

sometimes include outputs not common elsewhere. In some countries, these 

classifications include outputs as diverse as maps, critical editions, and textbooks. The 

reasons for their inclusion might be absolutely clear locally, but without additional 

elaboration of their role in the local research practices, some of the research output 

categories can be puzzling for outsiders. This local-global tension becomes a political 

matter when a debate takes a more normative direction and cast doubt to the scientific 

status of some of these artefacts, and the worth they should be attributed in a research 

evaluation context. Can maps be regarded as research outputs? Are textbooks and 

reports to government research outputs? Are essays in newspapers research outputs? 

Is the process of organising a conference a research output? Answers to these 

questions depend on one’s views of research. As soon as we are reminded that there 

are multiple views on research, answers to these questions acquire a normative tone. 

Whose views ought to be followed? Who has the right to decide which views will be 

translated in database designs? If multiple views will be taken into account, how will 

they be reconciled in database design? These questions can, certainly, be opened for a 

discussion. At the same time, it is possible that the resulting compromises are too 

local and hard to comprehend internationally. 

The same applies for transparency. When national databases are intertwined with local  

power struggles, the database easily can become opaque and inaccessible. Decisions 
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about the database design then tend to be taken behind closed doors and queries 

about data collection and data processing practices remain unanswered. It is a 

challenge to keep a national database transparent when the environment in that 

particular context does not facilitate such a direction. Thus, the key values of national 

databases—flexibility and transparency—can be their weakness when the contexts 

where they operate hinders the process of making the best use of these databases. 

Research output is just one side of the story 

The last line of argumentation requires some zooming out. To remind, databases are 

best seen in relational terms as noted above. This framing keeps at its centre the 

acknowledgement that databases are not neutral representations of research out there. 

Instead, the kinds of representation we acquire with the help of national databases, 

result from a constellation of a myriad of social, cultural, political, and, surely, also 

technical considerations and negotiations. Databases mirror the circumstances in 

which they run. The next key question when databases are seen this way is: how is 

research seen through national databases? Here I will highlight a key characteristic of 

representations made using data from (national) databases: representations based on 

research output. 

Since the rise of the New Public Management in 1990s, concepts like ‘performance’, 
‘indicators’, ‘targets’ have become the buzzwords of research assessment. Along with 

this new vocabulary, comes the view of research as a production-like activity that can 

be described and measured in terms of inputs and outputs and metaphorically 

described as ‘McDonaldisation’ of higher education (Nadolny & Ryan, 2015; Parker & 

Jary, 1995) and economisation of research (Hallonsten, 2021). Consequently, 

predominantly quantitative approaches have found their ways into funding allocation 

mechanisms, institutional evaluation procedures and the sidelines of decision-making 

around research grant proposals and academic promotion (Curry et al., 2020; 

Hammarfelt & Rushforth, 2017; Jappe, 2020; Jonkers & Zacharewicz, 2016). 

For social sciences just as in other knowledge domains, the discontent has often been 

focused on the usage of data that does not do justice to the richness of research in this 

knowledge domain—the insufficient coverage of data. National databases, as argued 

above, are then seen as the remedy for this problem since a wide variety of research 

outputs can be included. At the same time, reasoning of this type nevertheless is 

focused on research output. To get to the core of the limits of databases for research 

output, we have to return to the questions about the image of research that is 

produced when we limit our knowing of research to databases of research output. 

And this last point applies to databases of any scope, institutional, national, 

disciplinary, or global. There are social scientists who feel at ease with the view that 

research is a linear and clearly demarcated process. Research as a step-by-step process 

that follows graphs, tables, and overviews detailed in research grant proposals. 

Research that is isolated from students, activists, journalists and anyone else who 

might have a role to play in determining which route research might take. In some 
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disciplines, research may indeed lend itself to this linear model and the questions on 

output of this research would be obvious and easy to answer. The story becomes quite 

different as soon as we move to the more interpretative or conceptual side of research 

in the social sciences where it is much harder to disentangle research from all the 

other activities scholars pursue. Where is the line between research and teaching, 

discussion, thinking, or simply living? Am I doing research when I plan an academic 

workshop? Am I doing research when telling about my research to my friends over 

dinner (or is this already about societal impact?)? Does doing research includes also 

the thinking I do about my research when going for a walk? These questions have 

been raised ever since the databased thinking of research has found its way into 

knowing spaces for research and science policy. Scholars in higher education studies 

have been vocal for decades about the problematic sides of overly categorical, 

technicist, instrumental and typically enumerable ways of thinking about what counts 

as research productivity and output. And yet, research assessment procedures turn to 

quantitative measures, and to that end, new databases are being implemented. 

National databases for research output are much more than just digital containers for 

traces of research. They are conceptual devices or knowing spaces. As soon as large 

investments have been made to set up a national database and various reward 

mechanisms have been linked up with the data, the ideas about research that the 

national databases carry, has the potential to become the way to think about research. 

This is less problematic when a database is run in a continuous collaboration with all 

relevant stakeholders. In contrast, when the design is based on views on one, typically 

the more powerful, group, there is a risk that it is hardly possible to use a national 

database to produce meaningful insights in research across the whole range of its 

diverse forms and practices. 

Future directions 

In this paper I have offered a discussion of two positive and two negative 

characteristics that are key for making the best use of national database for research 

output in the assessment of research in social science. While some of them have been 

actively discussed in the literature around national databases (for example, flexibility), 

others have been less explicitly present or altogether absent from the current debates. 

The points discussed here are by no means exhaustive; they are also not based on a 

systematic analysis. Instead, this is a selection of ideas that are in a need for discussion 

on new routes for national databases that facilitate evaluation of research in social 

sciences. In this last section of the paper, I offer a number of such directions. 

Over the last decades, debates in research evaluation have moved beyond the 

simplistic and quantitative focus on research performance and scholarly impact that 

dominated in 1980s and 1990s. Discussions has branched out to include societal 

impact and take into account specifics such as interdisciplinary research as shown by 

several chapters in this handbook. There is also increasing awareness of the limits that 

quantified insights of the value of research offer. As a solution, a number of scholars 
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have proposed new modes of thinking about research evaluation. For example, de 

Rijcke and colleagues (de Rijcke et al., 2019), introducing the framework ‘evaluative 

inquiry’, call for plural answers to questions on what should be evaluated and how; 

pursuing evaluative inquiry, key concepts are developed in process, using a variety of 

means (e.g. data, consultations, document analysis) and in collaboration with 

stakeholders (see also Fochler & de Rijcke, 2017). Along the same lines, Rafols and 

Stirling (2020) elaborate a framework that allows to employ research evaluation 

methods that open up and not close down debates on pressing issues. Similarly, Marres 

and de Rijcke (2020), discussing interdisciplinarity, emphasise the need to move from 

indicators to indicating, a process-focused approach to understanding research (and its 

value). 

All these new directions can be related also to national databases for research output. 

The use of national databases does not need to be equated with metrics and 

approached conceptually by the New Public Management; tools and approaches 

developed in sociological, historical or literary studies (among else) serve as examples 

on alternative uses of bibliographic data in knowledge making (e.g., Sapiro & 

Bustamante, 2009). One direction is to think of new quantitative ways to depict 

research activities. Another is to use qualitative or mixed methods to make sense of 

research using data from national databases for research output. 

It is undeniable that national databases for research output can facilitate assessment of 

research in the social sciences. The more comprehensive coverage of outputs in social 

sciences, the typical advantage of national databases over international databases, 

alone is a strong argument. The closer national databases for research output are to 

the research practices, the more nuanced evaluation can take place (see also Oancea, 

2019). National databases have the potential to be flexible and transparent—the bright 

side of databases. Both these characteristics are preconditions for research evaluation 

that is meaningful as well as acceptable in a particular national context. At the same 

time, it is also important to take into account the less positive side of national 

databases—the dark side. There is a risk for national databases to be too close to local 

traditions and power struggles that hinder the employment of the full potential 

national databases can offer. Also, it should not be forgotten that national databases 

shape the way research is seen and consequently, evaluated. All these points together, 

although not exhaustive, offer points to focus on when thinking on the best ways 

national databases for research output can serve research assessment in social 

sciences. 
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