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Chapter 1: Introduction 
 

The scaling down of the size of transistors for increasing the transistor density and hence the overall 

computation power of integrated circuits (IC) has been a trend during the past decades. Moore’s law as 

laid down by Gordon Moore in 1965 is an observation that the number of transistors in an elecronic chip 

doubles every year and this was later revised to a doubling every two years [1]. Recently, it was observed 

that Moore’s law could not be followed due to reliability issues at the nanoscale [2,3]. The decrease in the 

size of the transistor channels leads to SCE (Short channel effects), power consumption in off-state and 

hence a loss in the optimal functionality of the transistor and coupled with increase in production cost. 

FinFETs (Fin Field-effect transistors) are introduced as 3D transistors that provide better electrostatic 

control over the channel. This enhanced control over the channel helps to overcome some of the SCE in 

traditional planar MOS transistors [4].  Further, finFETs have significantly higher current density and faster 

switching times in comparison to planar MOS transistors. Given the advancements finFETs have brought 

in terms of electrical performance, commercialization of finFETs began with 25 nm transistor by TSMC in 

2002, dynamic random access memory by Samsung in 2004 and so on [5].  

 Originally strain, as induced by the use of the different materials in complex devices [6,7] was 

viewed as a reliability issue [8–10] , insight has emerged that dedicated strain engineering could also be 

used advantageously to improve transistor performance. Strain is introduced into semiconductor 

transistor channels by epitaxially growing materials of varying lattice parameter on top of each other, 

where the newly grown material conforms with the lattice parameter of the substrate material. The 

thickness of the strained layer is crucial as strain relaxation occurs above the critical thickness with the 

formation of misfit dislocations near the interface [11].  

Indeed in semiconductor materials, strain modifies the bandstructure and improves or decreases 

the carrier transport and hence the current drive capability in transistors [12–16]. The mobility 

enhancement has been found to be effective using compressive stress for p-channel transistors and 

tensile stress for n-channel transistors [17,18]. Ge shows higher hole mobility in comparison to Si and 

(110) oriented Ge has higher mobility than (001) oriented Ge, which is also the case for Si [19]. Biaxial 

compressive stresses were shown to not improve the hole mobility significantly for both Si and Ge devices 

[20]. However, uniaxial compressive stress has led to maximum hole mobility enhancement in both Si and 

Ge. Application of uniaxial stress is also easier for short-channel transistors, while biaxial stress application 

is challenging for semiconductor technology nodes beyond 90 nm. The mobility increases with the 

application of uniaxial stress and saturates around 3 GPa for Si, while it saturates at around 6 GPa for Ge, 

thus enabling further enhancement in mobility for Ge in comparison to Si [21]. 
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Since strain nowadays plays such a crucial role, monitoring strain during the development of the 

related semiconductor process steps as a well as during the actual production has become vital for the 

semiconductor industry. Strain measurement techniques for semiconductor applications ideally need to 

be fast (both in terms of ease of alignment, data acquisition and analysis time), precise (< 6 x 10-4 for strain 

and < 200 MPa for stress), accurate (< 1 x 10-3) with spatial resolution down to 1 – 2 nm and posses a wide 

field of view (> 500 nm for individual devices and up to wafer scale during production).  

Many strain measurement techniques have been investigated over the past decades (Table1) and 

so far, there hasn’t been a single universal technique to measure strain at the nanoscale that ticks all the 

performance metrics. It can be noted that each of the techniques have their own positives and negatives 

and they are complementary to each other. 

Table 1 Performance metrics  of some of the existing strain measurement techniques. Warning:the acquisition and 
analysis time quoted for TEM techniques in this table do not consider the sample preparation time into account. 
The sample preparation time can range between 3 – 4 hours depending on the complexity of the device. 

Experimental 

mode 

Technique Sample 

thickness 

Spatial 

resolution 

Precision Accuracy Field of view Acquisition 

time (per 

pixel) 

Analysis 

time 

TEM HRTEM  < 50 nm < 2 nm 1 x 10-3 2 x 10-3 < 100 x 100 

nm2 

2 sa < 1 min 

HRSTEM < 150 

nm 

< 2 nm 1 x 10-3 1.5 

 x 10-3 

< 50 x 50 

nm2 

3-4 µs < 1 min 

STEM moiré 

[22–24] 

< 150 

nm 

In the 

order of 

10s of nm 

1 x 10-3 2 x 10-3 > 200 x 200 

nm2 

30 – 40 µs < 1 min 

DFEH[25] < 200 

nm 

3 – 5 nm 2 x 10-4 1 x 10-3 > 1 x 1 µm2 4 – 64 sa < 1 min 

CBED[26] > 200 

nm 

< 2 nm 2 x 10-4 

[27]b 

2 x 10-4 b unlimited ~200 ms + 1 day 

NBED [28–30] < 200 

nm 

2.7 – 5 

nm 

6 x 10-4 2 x 10-3 unlimited 30 ms 30 minc 

N-PED [30–32] < 200 

nm 

1 - 2 nm 2 x 10-4 1 x 10-3 unlimited 25 ms 10 minc 

 
a Total acquisition time for the full image is the same as for a single pixel due to parallel acquisition 
b No HOLZ broadening 
c For 100 images 
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Bessel 

diffraction [33] 

< 200 

nm 

< 1nmd 2.5 x 10-4 1 x 10-3 > 200 x 200 

nm2 

150 ms 10 minc 

Raman 

spectroscopy 

Raman Oil 

immersion 

[8,34–36] 

Bulk 

sample/ 

wafer 

0.5 – 1 

µme 

3 x 10-4 Order of 

 10-4[34] 

mm scale 5 minf 30 minc 

X-ray diffraction Bulk 

sample/ 

wafer 

0.06 - 0.3 

µm 

10-4 – 10-

5 

Order of 

10-4 

mm scale 10 min 5 min 

 

TEM techniques provide the best spatial resolution for nanoscale strain analysis. However, they also need 

special thin samples which can lead to strain relaxation [11]. Inline techniques like Raman spectroscopy 

and X-ray diffraction are non-destructive, i.e. they measure the strain in its true state. However, they lack 

the spatial resolution for nanoscale strain analysis which is essential during the development phase of the 

semiconductor nanodevices. The accuracy of some of the TEM techniques is validated by measuring the 

lattice mismatch between an unstrained Ge sample and Si reference (discussed in detail in Chapter 2). For 

techniques reported in literature like DFEH (Dark-field electron holography) [37] and N-PED (nano-beam 

precession electron diffraction) [31], accuracy is estimated on a real strained TEM sample that is subject 

to sample preparation induced relaxation. The relaxation is accounted for by modelling elastic strains on 

a bulk device and the thin TEM lamella using FEM (Finite-element method) [38]. The TEM techniques are 

broadly classified into imaging and diffraction-based techniques depending on the real or diffraction space 

data being analysed. The precision of the TEM techniques is measured as standard deviation on a 

pristine/strain-free region (usually Si substrate). The real space techniques like HRTEM and HRSTEM have 

limited field of view and precision but are fast in terms of data analysis. STEM moiré has a wide field of 

view but is limited by spatial resolution (section 2.1.1.3). DFEH provides wide field of view and spatial 

resolution but demands more efforts in terms of aligning the microscope that is equipped with a Lorentz 

lens (for wide field of view) and an electron biprism. CBED (convergent beam electron diffraction) provides 

good precision and spatial resolution and relies on comparing the relative shifts in the HOLZ (higher-order 

Laue zones) as a function of strain and thus provides very high accuracy. However, in the presence of non-

homogeneties in the sample along the beam direction, due to defects or strain relaxation, the HOLZ lines 

broaden making the analysis complicated. Often simulations are required to estimate the HOLZ 

broadening resulting in complicated analysis (extending up to or more than a day) [26]. Thus the technique 

 
d Theoretical calculation (Supplementary material [33]) 
e Within an ensemble of measurement devices as small as 16 nm can be measured 
f Even though the acquisition time per pixel is high, the pixel contains strain information of multiple nanodevices. 
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is not useful for industrial applications that require fast and reliable analysis. On the other hand, the CBED 

pattern also contains information on variations along the beam direction and a detailed analysis can 

uncover information on the physical properties of the sample like elastic constants and also relaxation 

mechanisms [39].  

1.1. Stress - strain relations 
 

In this section, we will introduce to stress and strain and also provide the basic conversion formulae using 

Hooke’s law. Stress is a resistive force developed per unit area to an external force applied on the material. 

The SI unit of stress is Pascals (Pa). If the external force acting on the material tends to compress or shorten 

the length of the material, then it is referred to as compressive stress, whereas if the external force tends 

to elongate the material then it is termed as tensile stress.  

Strain is the result of stress that identifies the change in the dimension of the material to its 

original dimension. Hooke’s law provides a comprehensive relation between stress (σ) and strain (ε) and 

states that within the linear elastic regime (as applicable for Si and Ge in typical semiconductor 

applications [40]), stress and strain are directly proportional to each other.  

 𝜎 = 𝐸ε (1) 

 

The constant of proportionality 𝐸 is called the Young’s modulus. 

 

Figure 1 Stress tensor expressed on a cube which is positioned in an xyz cartesian coordinate system 

Stress and strain in general are represented as second order tensors. 

 𝑆𝑡𝑟𝑒𝑠𝑠 𝝈 =  [

𝜎𝑥 𝜏𝑥𝑦 𝜏𝑥𝑧

𝜏𝑦𝑥 𝜎𝑦 𝜏𝑦𝑧

𝜏𝑧𝑥 𝜏𝑧𝑦 𝜎𝑧

] (2) 

where σ is the normal stress and τ is the shear stress represented in the cartesian coordinate system. 

Similarly, strain can be expressed as a 2nd order tensor: 

 𝑆𝑡𝑟𝑎𝑖𝑛 𝜺 = [

𝜀𝑥𝑥 𝜀𝑥𝑦 𝜀𝑥𝑧

𝜀𝑦𝑥 𝜀𝑦𝑦 𝜀𝑦𝑧

𝜀𝑧𝑥 𝜀𝑧𝑦 𝜀𝑧𝑧

] (3) 
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𝜀𝑥𝑥, 𝜀𝑦𝑦 and 𝜀𝑧𝑧 are the normal strains and the remaining components expressed as 𝜀𝑖𝑗  represent the 

change in the displacement field [41,42] of an object in the ith axis with respect to the jth axis.  

The stress-strain relation can now be generalised as: 

 𝜀𝑖𝑗 = 𝑺𝒊𝒋𝒌𝒍𝜎𝑘𝑙 (4) 

 

Where, 𝑺𝒊𝒋𝒌𝒍 is a 4th order compliance tensor that relates the stress and strain 2nd order tensors. 

The compliance tensor has in total 81 elastic coefficients. For a general linear anisotropic elastic solid, 

owing to the symmetry of stress-strain tensors the number of independent elastic coefficients are reduced 

to 21. Any pair of indices 𝑖𝑗 (or 𝑗𝑖) are reduced to single indices. The widely used notations are 11 → 1, 

22 → 2, 33 → 3, 23 → 4, 31 → 5 and 12 → 6 [43]. For Si and Ge cubic symmetries oriented along x = 

[100], y = [010] and z = [001] the compliance contains a few independent components and can be 

expressed as [43]:  

 𝑺 =  

[
 
 
 
 
 
𝑠11 𝑠12 𝑠12 0 0 0
𝑠12 𝑠11 𝑠12 0 0 0
𝑠12 𝑠12 𝑠11 0 0 0
0 0 0 𝑠44 0 0
0 0 0 0 𝑠44 0
0 0 0 0 0 𝑠44]

 
 
 
 
 

 (5) 

 

The semiconductor devices are normally oriented along 𝑥𝑠 = [110], 𝑦𝑠 = [−110] and 𝑧𝑠 = [001]. The 

stress strain relations [35,44] in this rotated system of axes (𝑥𝑠, 𝑦𝑠, 𝑧𝑠 expressed as 1,2,3 for simplicity) and 

for a triaxial normal stress condition predominant in the epitaxially grown semiconductor devices is 

expressed as: 

 

[
 
 
 
 
 
𝜀11

𝜀22

𝜀33

2𝜀23

2𝜀31

2𝜀12]
 
 
 
 
 

=

[
 
 
 
 
 
𝑠11
′ 𝑠12

′ 𝑠12 0 0 0

𝑠12
′ 𝑠11

′ 𝑠12 0 0 0
𝑠12 𝑠12 𝑠11 0 0 0
0 0 0 𝑠44 0 0
0 0 0 0 𝑠44 0

0 0 0 0 0 𝑠44
′ ]

 
 
 
 
 

[
 
 
 
 
 
𝜎11

𝜎22

𝜎33

0
0
0 ]

 
 
 
 
 

 (6) 
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Where, 

𝑠11
′ =

1

2
(𝑠11 + 𝑠12) +

1

4
𝑠44

𝑠12
′ =

1

2
(𝑠11 + 𝑠12) −

1

4
𝑠44

𝑠44
′ = 2(𝑠11 − 𝑠12)

 

 

This implies that the compliance matrix is rotated to accommodate for the change in the direction axes.  

Eq.6 gives a direct transformation from stress to strain and vice-versa under the elastic regime and will be 

used throughout the thesis for stress – strain conversions. 

 

 

1.2. FinFETs – from planar to 3D structures 
 

In this section, we introduce to the FinFETs and the 16 nm fins developed by imec which is used for 

experimental analysis in the thesis. In general, FinFETS are 3D transistors in which the gate is partially 

wrapped around the channel of the transistor (Figure 2). Sometimes, the gate is placed on many locations 

along the length of the channel forming multi-gate device structure. The gate makes contact on the left 

and right side of the channel, which provides better electrostatic control over the channel, enhanced 

switching characteristics and overcomes other deteriorating short channel effects (SCE) predominant in 

planar MOS transistors [45]. Thus, finFETs enable extending the gate scaling beyond the planar transistor 

limits.  

 

Figure 2 Schematic of a finFET structure. The channel is wrapped by the gate giving better electrostatic control over 
the channel 

 The device used for investigation in this thesis is the device stack of a 16 nm finFET developed by 

imec using the STI-first technique [46] as shown in Figure 3. This sample consists of a silicon substrate on 

top of which a thick Si0.3Ge0.7 layer (~110 nm) is grown epitaxially which is expected to be relaxed 

completely (due to a high aspect ratio, the structure relaxes by the formation of dislocations). Then a thin 
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layer (~30 nm) of Ge is grown on top of the SRB which will become the channel of the finFET. The fins are 

16nm in width and are separated by SiO2 (Shallow Trench Isolation, STI) using a pitch width of 200 nm. 

This type of arrangement is beneficial to measure strain from Raman spectroscopy and further 

explanation about this is given in Chapter 6. The V shape of the Si substrate in the cross section is used 

especially to trap the defects in the SRB and prevent their propagation into the Ge channel. The gate is 

still not incorporated into the device as the intention would be to study the strain induced due to the 

epitaxial growth strategy. 

 

 

Figure 3 a) Schematic description of the FinFET developed by imec b) Cross section and c) long section of the 16 nm 
finFET obtained for TEM strain analysis. 

Figure 3b and Figure 3c show the HAADF image of the TEM lamellae prepared along the cross section and 

long section of the finFET, which will be used for TEM strain analysis.  

In the next chapter, we explore some of the existing TEM techniques and the Raman technique 

and discuss their working principles and performance metrics on a reference sample (unstrained Ge on 

Si). 
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Chapter 2: Overview of the existing strain measurement techniques 
 

The inline techniques like Raman spectroscopy [36,47] although offering very high strain precision (1-2 x 

10-4)  lack the spatial resolution required to fulfil the demand for local strain measurement for the latest 

technology node of semiconductor devices[48] having devices smaller than 20 nm. However the 

technique is fast, non-destructive and provides accurate and precise measurements on an ensemble of 

nanodevices and thus increasing the statistical relevance of the strain measurements. The statistical 

relevance is important as long as the interdevice variation is kept small which is the goal of the 

semiconductor industry.  

With the potential trends of scaling down chip sizes beyond 3 nm in the near future [49], only TEM 

techniques have the capability to provide the required spatial resolution (< 1 nm) for strain analysis, 

crystallographic mapping, defect analysis etc. at the nanoscale and even down to single unit cell. The 

downside is the preparation of special thin FIB (focussed ion beam) samples (~200 nm) which leads to 

strain relaxation that can hinder the measurement of true strain state. Hence, Raman being a non-invasive 

and fast technique potentially serves for inline process control and optimization and TEM is often used 

for closer inspection at the nanoscale during the development phase. In this chapter, we will discuss some 

of the existing strain measurement techniques in TEM and Raman and expand upon their usefulness and 

limitations. 

2.1. TEM techniques 
 

The TEM techniques can be broadly classified into 1) Imaging techniques and 2) Diffraction techniques 

depending on the space in which the data is acquired. Imaging techniques make use of real space image 

or data, while diffraction techniques rely on diffraction patterns (analogous to Fourier space). 

2.1.1. Imaging techniques 
 

2.1.1.1. HR(S)TEM and Geometric phase analysis: 
 

High-resolution transmission electron microscopy (HRTEM) and high-resolution scanning transmission 

electron microscopy (HRSTEM) techniques provide the capability to image atomic resolution projection 

images of the atomic columns of the crystal lattice. HRSTEM can be applied to slightly thicker TEM samples 

up to approximately 200 nm, whereas the image contrast greatly reduces for HRTEM for samples thicker 

than ~50 nm. A typical HAADF-STEM operates in raster scan mode where the beam scans over the sample 
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in a row by row manner. This creates a fast scan direction for the rows and slow scan direction for the 

columns as illustrated in Figure 4.  

 

Figure 4 Schematic of the Raster scanning scheme in STEM 

Consequently, artefacts appear in the slow scan direction due to sample drift, thermal or mechanical 

instabilities as we will further discuss in chapter 4. Many image correction techniques are proposed in 

literature to correct for the slow scan artefacts that typically work with multiple fast acquisitions and later 

correcting the image series with rigid/non-rigid registration [50]. The field of view is rather limited (< 50 

nm) with such fast acquisitions due to the required time to scan large areas with atomic resolution 

sampling. 

 Typically, to analyse strain in these atomic resolution images, post processing is performed using 

methods like GPA (Geometric Phase Analysis) [51]. GPA is a popular image processing technique that 

computes strain in a high-resolution image by extracting the displacement field that is embedded in the 

geometric phase of the lattice fringes. Any high-resolution image of a crystal is periodic and is composed 

of its Fourier components which are also referred to as lattice fringes. Any particular lattice fringe can be 

represented as a function of its position 𝑟 [51] (The arrow on the top is an indication it is a vector):  

 𝐵𝑔⃑⃑(𝑟) =  2𝐴𝑔⃑⃑cos (2𝜋𝑔⃑ ∙ 𝑟 + 𝑝𝑔⃑⃑) (7) 

 

Where, 𝐴𝑔⃑⃑ is the amplitude of the fringe, 𝑔⃑ the reciprocal lattice vector and 𝑝𝑔⃑⃑ is the initial phase 

determining its relative position. Note  that (∙) represents the dot product between the vectors. In the 

presence of a displacement field 𝑢⃑⃑, 𝑟 → 𝑟 − 𝑢⃑⃑  the lattice fringe eq.7 becomes: 

 𝐵𝑔⃑⃑(𝑟) =  2𝐴𝑔⃑⃑cos (2𝜋𝑔⃑ ∙ 𝑟 − 2𝜋𝑔⃑ ∙ 𝑢⃑⃑(𝑟) + 𝑃𝑔⃑⃑) (8) 

 

Thus, we can define 𝑃𝑔⃑⃑(𝑟), a phase component which contains information of the displacement field  𝑢⃑⃑ 

 𝑃𝑔⃑⃑(𝑟) = −2𝜋𝑔⃑ ∙ 𝑢⃑⃑(𝑟)  (9) 
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After decomposing Eq.8 into a sum of exponentials, and selecting either positive or negative exponential 

term (in this case positive exponential is selected for illustration): 

 𝐻𝑔⃑⃑′(𝑟) = 𝐴𝑔⃑⃑(𝑟)𝑒𝑥𝑝(2𝜋𝑖𝑔⃑ ∙ 𝑟 + 𝑖𝑃𝑔(𝑟))  (10) 

 

In practice, the selection of either positive or the negative exponential (here we refer to as reflection) is 

performed after computing the Fourier transform of a high resolution image and filtering out the 

particular reflection using a circular mask.  Two such non-collinear reflections are selected and the phase 

from each reflection 𝑔⃑1( 𝑔⃑2)  𝑃𝑔⃑⃑1
(𝑟) (𝑃𝑔⃑⃑2

(𝑟)) is given by (ignoring the constant initial phase term 𝑝𝑔⃑⃑): 

 𝑃𝑔⃑⃑1
(𝑟) = −2𝜋𝑔⃑1 ∙ 𝑢⃑⃑(𝑟) =  −2𝜋[𝑔1𝑥𝑢𝑥(𝑟) + 𝑔1𝑦𝑢𝑦(𝑟)] (11) 

 

 𝑃𝑔⃑⃑2
(𝑟) = −2𝜋𝑔⃑2 ∙ 𝑢⃑⃑(𝑟) =  −2𝜋[𝑔2𝑥𝑢𝑥(𝑟) + 𝑔2𝑦𝑢𝑦(𝑟)] (12) 

 

Eqs.11 and 12 form a set of two linear equations with two unknowns 𝑢𝑥(𝑟) and 𝑢𝑦(𝑟), which forms the 

components of the displacement field in the 𝑥𝑦 cartesian coordinate system. Solving eqs.11 and 12 gives 

the displacement field: 

 (
𝑢𝑥

𝑢𝑦
) = −

1

2𝜋
(
𝑔1𝑥 𝑔1𝑦

𝑔2𝑥 𝑔2𝑦
)
−1

(
𝑃𝑔⃑⃑1

𝑃𝑔⃑⃑2

) 
 

(13) 

 

Finally, the strain tensors from the 2D image are calculated using the above eqns.  

 (
𝜀𝑥𝑥 𝜀𝑥𝑦

𝜀𝑦𝑥 𝜀𝑦𝑦
) = −

1

2𝜋
(
𝑎1𝑥 𝑎2𝑥

𝑎1𝑦 𝑎2𝑦
)

(

 
 

𝜕𝑃𝑔⃑⃑1

𝜕𝑥

𝜕𝑃𝑔⃑⃑1

𝜕𝑦
𝜕𝑃𝑔⃑⃑2

𝜕𝑥

𝜕𝑃𝑔⃑⃑2

𝜕𝑦 )

 
 

 (14) 

 

HR(S)TEM combined with GPA provides a fast, reliable measurement with good precision and accuracy 

[52,53].  Figure 5 shows the strain map on 16nm finFET along the long-section obtained from HRSTEM and 

GPA. We can observe the effect of slow scan distortions in the 𝜀𝑧𝑧 strain map resulting in the horizontal 

line artefacts and the effect is pronounced while imaging higher fields of view where higher dwell times 

(pixel acquisition time) of 20-50 μs is used to ensure the probe positioning is stabilised and a good SNR 

(signal-to-noise ratio) is available. Thus lower fields of view (~50 nm) are usually imaged in HRSTEM which 

permits for shorter dwell times (upto 2 μs) and in combination with scan distortion correction routines 

such as multi-frame scanning and using rigid or non-rigid registration to average the multiple frames to 

estimate and correct for deformations in the images [50]. More details on overcoming the slow scan 

distortions while imaging larger fields of view (upto 200 nm) are discussed in chapter 4. HRSTEM with GPA 

provides good precision around 1 x 10-3 (over 3 nm spatial resolution) and the precision depends inversely 
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on the size of the mask used in FFT (Fast-Fourier transform) to filter out frequencies/reflections which 

further dictates the strain spatial resolution. The accuracy was predicted to be around 1.5 x 10-3 [52]. The 

GPA post-processing is extremely fast and requires less than 1 minute and has the possibility for real time 

applications by further enhancing the speed using system level programming languages like C++. The 

drawbacks of HRSTEM are limitations in field of view (< 50 nm) implying reduced slow scan artefacts using 

image correction routines. 

 

 

Figure 5 HRSTEM with GPA strain map on the 16 nm finFET  long-section TEM sample. Notice the horizontal line 
artefacts in 𝜖𝑧𝑧 due to the scan distortion and sample drift. 

 

2.1.1.2. Dark-field electron holography: 
 

Dark-Field electron holography (DFEH) was proposed by Hytch et.al [37] which is a real space based 

technique that uses a biprism to interfere coherent beams from a reference region on the sample and the 

strained region. The sample is tilted to the two-beam conditiong  to increase the intensity in the specific 

diffracted beam of interest  and the objective aperture is used to select the diffracted electron beams 

from the lattice planes of interest. The incoming beam is split and passed through the reference and 

strained region in the sample. The phase image is reconstructed from the resulting dark field interference 

pattern or the hologram from the reference and strained regions. Finally, the strain maps are calculated 

from the resulting phase images using GPA processing. Hytch et.al. have also laid down the genesis and 

 
g The the sample is tilted with respect to the incoming electron beam direction which results in a single strongly 
diffracted beam while the rest of the diffracted beams are weak in intensity. 
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theoretical understanding to the holographic dark-field techniqueh [25]. The dark field interference 

pattern or fringe essentially  contains the phase difference between the two paths i.e. from the diffracted 

beams in the reference region and the region of interest/ strained region. The phase contribution can be 

written as the sum of four principal components: 

 𝜙𝑔⃑⃑(𝑟) = 𝜙𝑔⃑⃑
𝐺(𝑟) + 𝜙𝑔⃑⃑

𝐶(𝑟) + 𝜙𝑔⃑⃑
𝑀(𝑟) + 𝜙𝑔⃑⃑

𝐸(𝑟) (15) 

 

Where, G,C,M,E refers to the contributions from geometric phase, crystalline lattice, magnetic 

contribution and electric fields. The geometric phase term here relates exactly to the phases analysed in 

the GPA processing as explained earlier. Strain introduces a displacement field 𝑢⃑⃑ into the crystal lattice 

where the positional coordinate 𝑟 → 𝑟 − 𝑢⃑⃑ would result in the geometric phase term as a function of 𝑟: 

 𝜙𝑔⃑⃑
𝐺(𝑟) = −2𝜋𝑔⃑ ⋅ 𝑢⃑⃑(𝑟) (16) 

 

It is important to have a uniform thickness of the sample so that the amplitude of the diffracted beams 

from the reference region and the strained region remain the same and to ensure maximum dark field 

interference fringe contrast. Under the first approximation, the crystalline and electrostatic phases cancel 

out (or a constant phase change is produced) for uniformly thick samples and are not directly dependent 

on the strain and a direct measurement of the geometric phase becomes possible. Another stringent 

requirement in terms of sample preparation for the DFEH strain measurement involves maintaining a 

constant crystalline phase i.e., any changes to the diffraction conditions, for example on regions exhibiting 

bend contours should be avoided. The geometric phase information is absent in the transmitted beam 

(zeroth order Bragg reflection) and this configuration serves as a means for assessing and correcting the 

systematic errors for the DFEH.  

Two non-collinear diffraction beams are necessary to calculate the 2D strain tensor,  and the 

sample is tilted in the two beam conditions for maximizing the intensities in the two diffracted beams. 

There can always be some sample or image shift between the two holograms due to the reorientation of 

the crystal to the new diffraction condition in between the data acquisition. Equivalent sample areas could 

be identified due to a wide field of view (~1 µm) and by analysing the phase and amplitude images of the 

hologram it is possible to correct for image shifts. However, it can be challenging for uniformly layered 

samples.  

The technique offers good spatial resolution (3 - 5 nm), good accuracy (1 x 10-3) and precision (2 

x 10-4) with a an excellent field of view up to 1 μm. However, the spatial resolution is tuneable and 

increasing the spatial resolution for the latest technology node semiconductor devices (< 3nm) would 

 
h We use the same notations as described in the original paper of DFEH for the sake of consistency 
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compromise the field of view [54]. Although the technique provides excellent performance metrics for 

strain measurement, it demands more efforts in terms of alignment and requires a stable microscope 

equipped with Lorentz lens for large field of view mapping [26].  Cooper.et.al [55] examined electron dose 

dependence of precision (standard deviation of strain on a reference Si sample) by acquiring DFEH data 

at multiple acquisition times varying from 4 – 64 seconds. The reported precision values varied from 2 x 

10-3 to 5 x 10-4 and is inversely proportional to the acquisition time due to increase in SNR with acquisition 

time/ electron dose.   

2.1.1.3. STEM moiré technique 

 

The STEM moiré technique is a methodology to increase the field of view of the STEM image while 

maintaining local strain information. Moiré fringes are used throughout a wide variety of applications in 

physics and engineering to bring out small variations in an underlying lattice by comparing with another 

reference lattice. This method was recently demonstrated in STEM to provide local strain measurement 

in crystals by comparing the crystal lattice with the scanning raster that then serves as the reference [22]. 

A moiré pattern is created in STEM by intentionally imaging at lower magnification where the step size or 

the pixel size becomes very close to the lattice spacing [23]. Moiré interference is a phenomenon based 

on the interference between two nearly identical patterns and STEM moiré can be understood as the 

interference between the periodic crystal lattice and the scanning grid created by the STEM probe. The 

scanning grid is the periodic arrangement of the points sequentially visited by the STEM probe. The 

scanning grid is easily tuneable in the STEM mode and hence provides the flexibility for adjusting the 

interference phenomenon and hence the moiré pattern. STEM moiré theory and formation is more 

formally explained in terms of the sampling theory used in digital signal processing. The Nyquist criterion 

states that the minimum frequency required to sample a signal should be twice the highest frequency of 

the signal under consideration [56]. Figure 6 illustrates the moiré effect in the frequency domain. 
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Figure 6 a) Frequency spectrum of an example signal with discrete frequency components with the highest 
frequency at 2g b) Frequency spectrum of the data after sampling with the frequency fp.The replicas of the central 
band are centered at the integral multiples of the sampling frequency fp. The sampling frequency fp > 2 x highest 
frequency and the Nyquist criterion is satisfied and the frequency bands do not overlap resulting in the complete 

representation of the data inside the visible Fourier space[−
1

2𝑝
,

1

2𝑝
], which is equal to the sampling frequency 

(represented in yellow) c) Formation of the moiré due to the overlapping frequency components from the sampling 
replicas caused by undersampling  

Figure 6 a shows the frequency spectrum of a hypothetical signal with discrete frequency response with 

the maximum frequency given by 2g.  Sampling the signal with a frequency fp that is greater than twice 

2g (Nyquist criterion) results in the frequency response as shown in Figure 6b. The replicas of the central 

frequency are centred at an integral multiple of the sampling frequency fp and they do not overlap. The 

visible Fourier space is restricted to [−
𝑓𝑝

2
,
𝑓𝑝

2
] in the frequency domain. Under-sampling or sampling with 

a frequency less than two times 2g results in the replicas to overlap and the frequency response is not 

identical to the original data. This is called as ‘aliasing’ or the moiré effect. A more detailed analysis will 

follow in chapter 3. 

   The STEM moiré effect in general has been exploited in a number of applications including: 1) 

low dose imaging [57] on beam sensitive organic compounds 2) extended field of view in comparison to 

HR(S)TEM [24] 3) evaluation of strain, rotation and defects [58] in functional oxides and crystallographic 

materials [59]. The technique is advantageous for fast data acquistion and analysis. The moiré imaging 

technique relies on image processing algorithms like GPA for extracting strain information. The spatial 

resolution of the moiré technique is inferior to the HR(S)TEM imaging due to the higher spacing of the 

moiré fringes in comparison to the crystal lattices in case of HR(S)TEM. STEM moiré is also prone to the 

drift and scan artefacts in the slow scan direction as seen for HRSTEM. Both HRSTEM and STEM moiré 

require reference region in the field of view for strain analysis. However, the significance of sample drift 
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is much lower due to the magnification of moiré imaging which is around 0.5 to 1 order lower than 

HRSTEM. The scan noise due to scan fluctuations are still apparent in the geometric phase information 

for the moiré technique. The performance would be similar to that of HR(S)TEM with precision around 1 

x 10-3 for spatial resolution of 3 nm, accuracy around 2 x 10-3 [60] field of view upto 250 nm.   

 

2.1.2. Diffraction techniques 
 

Diffraction techniques mainly rely on data from the diffraction space and extract the spatial distribution 

and fine structures in the diffraction patterns. In general, diffraction patterns are directly connected to 

the lattice parameters of the material under investigation. Unlike imaging techniques, diffraction 

techniques are less sensitive to sample drift and scan distortions. Thus, they provide better precision in 

comparison to imaging techniques that operate in the scanning mode. In this section, we will introduce 

to some of the TEM diffraction based techniques widely used in the field of semiconductor strain analysis. 

 

2.1.2.1. Nano-beam electron diffraction (NBED) 
 

Nano-beam electron diffraction is a technique in which a quasi parallel probe is used to produce ideally 

spot diffraction patterns or diffraction discs with a relatively small radius [28–30,61]. Figure 7 shows the 

diffraction pattern acquired by NBED for a Si sample using a Thermo Fischer Titan, aberration corrected 

microscope operated at 300 kVolt acceleration voltage. The condenser aperture (C2) is 20 µm in diameter 

and the convergence angle of the beam on the sample is ~ 0.2 mrad (in the microprobe mode (Appendix 

A 1.1.1.3). The spatial resolution NBED offers is measured to be around ~2.7 – 5 nm [29,62].  

In general, variations in the lattice parameters of the material results in consequent variation in 

the positions of the center of diffraction spots or discs in the diffraction pattern according to Bragg’s law 

[63]. The key for strain analysis is to identify the relative shift of the center of these spots with respect to 

a reference diffraction pattern. For NBED, the autocorrelation of the diffraction patterns is performed, 

where the peaks of the autocorrelation function coincide with the center of the discs. The coordinates of 

the center of discs are calculated at sub-pixel resolution using a paraboloid or disc-fit. Commercial 

software called “Epsilon”, version: 1.2.1.40 from Thermo Fisher Scientific is used for our NBED analysis. 
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Figure 7 Nano-beam diffraction pattern of Si in [110] zone axis 

Experimentally, the quasi-parallel probe scans across the region of interest on the sample and diffraction 

patterns are acquired at every beam positions on the sample. Each diffraction pattern  is compared with 

a reference diffraction pattern (usually Si substratei) and the strain tensor is computed for each beam 

position. Note that the strain measured here is actually the lattice mismatch between Si and the strained 

region. A conversion has to be done to measure strain with respect to the bulk material (Appendix 5) 

The 2D distortion matrix 𝐷, strain 𝜀  and rotation Ω are calculated as: 

 𝐷 = (𝐺𝑡)−1𝐺0
𝑡 − 𝐼 (17) 

 

 𝜀 =  
1

2
(𝐷 + 𝐷𝑡) (18) 

 

 Ω = 
1

2
(𝐷 − 𝐷𝑡) (19) 

 

Where 𝐺 and 𝐺0 are the reciprocal vectors from the strained and reference diffraction patterns and 𝐼 is 

the identity matrix. The accuracy and precision of the technique has been assessed on a bulk Ge sample 

with the reference Si substrate (Appendix A2.2) as shown in Figure 8. The average lattice mismatch 

between Ge and Si is measured (~100 nm away from the interface due to presence of misfit dislocations 

near the Si-Ge interface in these strain relaxed systems [11]) and compared with the theoretical value 

which gives the accuracy of the technique. The precision is measured as the standard deviation of the 

measured strain on the reference unstrained/pristine Si region. Accordingly, the accuracy is measured at 

2.5 x 10-3 and precision as 7 x 10-4. The measured precision is close to the reported precision of 6 x 10-4 in 

literature for a spatial resolution of 3 nm [26].  

 
i The strain measured in this case is the lattice mismatch between the region of interest and the reference Si 
substrate. 
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Figure 8 Strain map using NBED on Ge layer on top of Si substrate. The Si substrate is used as the reference for lattice 
mismatch calculation. The line profile averaged horizontally is spanning from Si to the Ge region. The horizontal line 
shows the expected mismatch between lattice parameters for Ge and Si. 

Multiple or dynamic scattering in electron diffraction experiments is a fundamental problem related to a 

very strong interaction between the electron beam and the sample. The electrons are scattered multiple 

times within the specimen, leading to several unwanted effects, from nonlinearities in the intensity of the 

diffracted beams to a nonhomogeneous shape of the diffracted discs, significantly complicating the 

extraction of structural information. Hence, a quasi-parallel probe is used in NBED as opposed to a 

converging probe in HRSTEM which is intended to keep the diffraction discs as small as possible in order 

to avoid redistribution of intensities within the discs stemming from multiple elastic scattering processes 

and thus limiting the spatial resolution. Precession was introduced to NBED (Nanobeam electron 

diffraction with precession (N-PED)) to circumvent multiple scattering problem and the approach leads to 

averaging out diffraction patterns acquired at different tilt angles, thus partially cancelling the influence 

of multiple scattering. The intensity in the diffraction spots becomes more uniform resulting in an 

improved precision better than 2 × 10−4 , accuracy 1 x 10-3 [31,53] and spatial resolution of 2 nm. The 

technique relies on specialised hardware to tilt the incoming beam direction (upto 0.5° to 2°) with respect 

to the main crystallographic direction. Consequently, the electrons are weakly scattered inside the crystal 

and thus reducing the multiple scattering effect. The direction of the incident beam is kept constant while 

the incidence angle is varied azimuthally and the patterns are averaged over different configurations. This 

results in quasi-kinematical diffraction patterns which are easier to interpret [32].   

2.1.2.2. Bessel diffraction technique 
 

Bessel diffraction was introduced by Guzzinatti.et.al [33] to reduce the hardware complexity in N-PED for 

strain measurement. The main idea behind Bessel diffraction is to realise a hollow-cone illumination 
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where the rays from different directions are present simultaneously, instead of sequential illumination in 

the case of N-PED. This is achieved by placing a ring/annular shaped aperture in the condenser C2 lens 

plane (Figure 9a). This greatly minimizes the hardware complexity for the case of N-PED where the beam 

is tilted and rotated at each scan position in the sample plane and a corresponding “untilting” required 

below the sample plane to obtain spot diffraction patterns [64–66].  

 

Figure 9 a) Image of the Bessel aperture (Imaged in the diffraction plane with no sample in place) b) Bessel 
diffraction pattern from Si substrate oriented at [110] zone axis   

The conical illumination from an infinitely thin annular aperture is described by a Bessel auxillary function 

and hence the name “Bessel diffraction”. In a realistic scenario, the aperture has a finite width annulus 

(space between the inner and outer rings) and hence the Bessel beams are only an approximation to the 

conical illumination from an infinitely thin annular aperture [67,68] as stated in the original paper. The 

diffraction pattern created by Bessel diffraction is different from the NBED/N-PED where the spots are 

replaced by rings as shown in Figure 9b. This requires treating the diffraction data with a dedicated 

analysis, based on computing the autocorrelation of each diffraction pattern and subsequent extraction 

of the centre of the rings after background extraction and normalization [69,70].  

Figure 10 shows the strain map of unstrained bulk Ge on top of Si TEM sample as investigated 

earlier in section 2.1.2.1. This unstrained sample system (Appendix A2.2) serves as a ground truth to 

access the accuracy and precision of the technique independent of sample non-homogeneties due to for 

example strain relaxation. The accuracy and precision was measured at 1 x 10-3 and 5 x 10-4. As been 

discussed earlier in section 2.1.2.1, the accuracy is measured by comparing the average lattice mismatch 

between Ge and Si (~100 nm away from the interface due to presence of misfit dislocations near the Si-

Ge interface in these strain relaxed systems [11]) and the theoretical value. The precision is the standard 

deviation of the measured lattice mismatch on the reference unstrained/pristine Si region.  
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Figure 10 Strain map using Bessel diffraction on Ge sample on top of Si substrate. The Si substrate is used as the 
reference for strain calculation. The line profile averaged horizontally is spanning from Si to the Ge region. The 
horizontal line shows the expected theoretical mismatch between lattice parameters for Ge and Si. 

The experiment was done using Thermofischer Titan microscope operating at 300 kV acceleration voltage. 

The convergence angle was given by 𝛼 ≈ 6 𝑚𝑟𝑎𝑑. Because the convergence angle was slightly lower than 

the Bragg angle, large overlaps of the rings are avoided that can complicate the analysis. Choosing even 

lower convergence angles however, reduces the spatial resolution.  

In general, the precision of the TEM techniques can vary depending on the sample and the 

experimental conditions, for example the variations can be attributed to the thickness of the sample 

under investigation, the electron dose used [71] for acquisition and hence the overall SNR of the dataset. 

Hence, a determination of optimal electron dose level prior to the measurement to get good SNR aids to 

achieve the best possible precision depending on thickness of the sample of interest. However, Xianlin Qu 

and Qingsong Deng [72] have reported dominant knock-on beam damage in Si for higher electron dose 

rates around 1.8 − 2.6 × 1020𝑒−𝑐𝑚−2𝑠−1and this can result in detrimental effects for strain 

measurement. For a typical experimental beam current of 35 pA and a total scanned area of 

approximately 450 x 100 nm2 the estimated dose rate is 4.86 x 1017 𝑒−𝑐𝑚−2𝑠−1and is well below the 

reported limits for beam damage. 

2.2. Raman strain measurement technique 
 

Raman spectroscopy is a non-destructive tool to characterize a variety of material parameters like for 

instance mechanical stress in crystalline materials. It is used primarily to study the vibrational energy 

levels in a crystal using laser light as an excitation source. Since the technique is non-invasive, i.e. it does 

not require special thin samples as opposed to the TEM techniques mentioned earlier and is therefore 
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not prone to sample preparation induced strain relaxation. The excitation of Raman active phonons is 

sensitive to the incoming and outgoing light polarizations. The Raman scattering efficiency 𝐼 is given by:  

  

 𝐼 = 𝐶 ∑|𝑒𝑜𝑢𝑡
𝑇 𝑅𝑗𝑒𝑖𝑛|

2

𝑗

 (20) 

 

where, C is a constant and 𝑅𝑗 is the Raman tensor corresponding to the jth phonon, 𝑒𝑜𝑢𝑡 and 𝑒𝑖𝑛 are the 

outgoing and incoming polarisation vectors. The superscript T corresponds to the transposed vector.  

In Si and Ge crystals, there is one longitudinal optical phonon (LO) and two transverse optical 

phonons (TO) resulting in a total of three active Raman peaks at k = 0 (central point of the Brillouin zone) 

[47]. The three phonons are degenerate in the bulk crystal due to the crystal symmetry while strain alters 

the symmetry and lifts this degeneracy [73]. The key to strain measurement using Raman is the 

identification of the relative shift in the peak positions of the phonons with respect to the bulk unstrained 

crystal. The relative phonon peak shifts are sensitive to the stress developed in the material [35] and the 

stress-strain relation in the elastic regime (eq. 6) is used to further calculate strain. Thus, Raman strain 

measurement is an indirect technique to measure strain and the relation between the peak shifts and the 

stresses are explained in detail in chapter 6. 

For the confocal Raman microscope operating in the backscattering configuration (Appendix A1.2), the 

incoming light polarization is restricted to the transverse direction and hence one can excite only the LO 

phonon out of the three Raman active phonons (again a more detailed discussion on the 

incoming/outgoing polarization conditions for excitation of specific phonons is provided in chapter 6). 

Therefore, this approach gives information of the overall stress in a material while lacking the ability to 

measure individual stress tensors. The introduction of high numerical aperture (NA) objective lenses and 

oil immersion lenses provides higher convergence angles and increases the longitudinal component of the 

electric field near the focal plane and thus enables the excitation of the TO phonons that are traditionally 

forbidden in the backscattering configuration [74].  

Considering a He-Ne laser light source operating at 633 nm, the diffraction-limited spatial 

resolution (Abbe limit 𝜆 2.8⁄ ≈ 226 𝑛𝑚, numerical aperture(NA) = 1.4) of the laser source is lower than 

the nanoscale device dimension which needs to be probed, but the technique remains applicable when 

employing the concept of nano-focussing [75,76]. In this concept, a parallel array of nanodevices is probed 

which forms a waveguide-like structure allowing specific modes for transmission depending on the 

polarization conditions. This leads to an enhancement of the local electric field and hence amplifying the 

Raman signal from the nanodevices[77]. The signal collected from such an array of nanodevices is the sum 
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over multiple devices  and the calculated stress is averaged over the probed location. Hence, it does not 

provide details on the nanoscale spatial strain distribution inside one particular nanodevice like in the 

case of TEM. However, averaging over multiple devices can be an asset as it improves the statistical 

significance of the results as long as the interdevice variation is kept small. 
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Motivation 
 

From investigations of the state of the art techniques, we can notice that TEM techniques are applicable 

during the  development phase but are destructive (due to FIB sample preparation)  and too slow for the 

production phase, whereas Raman is fast, non-invasive and will target in-line monitoring. Hence, in this 

thesis we compare the strain measurements from the TEM nanoscale strain measurements with the 

Raman techniques on semiconductor finFETs and analyse the differences due to strain relaxation from 

TEM sample preparation. 

Given the advantages TEM diffraction techniques (NBED, N-PED, CBED and Bessel diffraction) and 

DFEH have in comparison to other imaging techniques (HR(S)TEM) in terms of parameters like precision 

and field of view, it is tempting to choose the former for strain analysis. However, the diffraction 

techniques are relatively expensive in terms of data acquisiton and processing time, higher data storage 

and require specialised diffraction cameras like CCD (charge coupled device). Imaging techniques like 

HRSTEM and moiré on the other hand are very fast in terms of acquisition and strain analysis and efficient 

in data volume. Another advantage of the imaging techniques is the provision for straightforward 

interpretation of defects in the sample in comparison to diffraction based techniques where analysing the 

defects through diffraction patterns requires detailed analysis and is often complicated and time 

consuming [39]. The imaging techniques also provide extended spatial resolution up to a single unit cell 

(precision decreases with increase in spatial resolution) that is needed for the next generation of 

semiconductor devices (for example, 3 nm technology node). However, there are limitations currently 

attached to imaging techniques like HRSTEM and moiré, i.e. STEM moiré is limited in spatial resolution 

and HRSTEM is limited by the field of view and precision. Hence, novel approaches are necessary in order 

to improve some of the aforementioned drawbacks. 

The state of the art TEM techniques are measuring strain on 2D projection images or projection of 

diffraction patterns along a specific crystallographic zone axis. Hence, one requires two orthogonally 

oriented cross-sectioned TEM samples are required for measuring strain along the three Cartesian 

coordinates which requires extra effort and analysis time. Also relaxation between the two samples will 

not be the same depending on the thicknesses of the samples, since TEM samples can be prone to sample 

preparation induced relaxation. In addition, the techniques lack the ability to measure strain through the 

projection direction. To overcome these limitations and to enable a true 3D strain measurement, we 

attempt as a proof of concept, high-resolution tomography based 3D strain analysis on a Si-Ge test 

structure.  
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Finally, Raman strain measurement relies on sensitive deconvolution of the TO (tranverse optic) and 

LO (longitudinal optic) phonon peaks in the Raman spectrum (details in section 6.2). The TO and LO peaks 

overlap each other strongly within the spectral resolution of the spectrometer and the deconvolution is 

rather challenging. Hence, we explore new polarisation geometries like radially polarised incoming light 

that enhances the TO contribution in the spectrum [74,78] which can ease the deconvolution problem 

and facilitate improved precision for Raman stress–strain measurements.  
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Outline of the thesis 
 

The research problems mentioned in the motivation section is tackled individually in different chapters. 

In chapter 3, we will introduce a novel quadrature demodulation technique for improved spatial 

resolution in STEM moiré.  

In chapter 4, we will introduce a new scan strategy called “Block-scanning” that provides a wider field 

of view in comparison to HRSTEM with reduced scan artefacts. In chapter 5, we present 3D strain 

tomography on a Si-Ge test structure and the proof of concept for 3D strain analysis in Si-Ge materials. In 

chapter 6, we will discuss in detail the Raman spectroscopy-based strain measurement and newer setups 

for improved precision in strain measurement. We also compare the results with TEM-based techniques. 

Finally, we provide general conclusions and an outlook.  
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Chapter 3: Moiré demodulation technique 
 

This chapter contains large excerpts from the published paper:  

V. Prabhakara, D. Jannis, A. Béché, H. Bender, J. Verbeeck, Strain measurement in semiconductor FinFET 

devices using a novel moiré demodulation technique, Semicond. Sci. Technol. 35 (2020) 34002. 

https://doi.org/10.1088/1361-6641/ab5da2. 

First author contributions include experimental design and experimentation, strain analysis, idea 

formulation and writing the manuscript, D.J was responsible for setting up the scan engine for software 

control along with python inferface, A.B. has contributed with the initial experimentation for evaluation 

of the moiré imaging, H.B has contributed by reviewing the manuscript and J.V has contributions for idea 

formulation and manuscript revision.  

 

3.1. Introduction 
 

The Moiré imaging technique provides a fast and dose efficient approach to extract sensitive strain 

information from a crystal lattice.  Moiré fringes can be used to extract small variations in an underlying 

lattice by comparing with another reference lattice and are used throughout a wide variety of applications 

in physics and engineering. The scanning raster serves as the reference and has been recently 

demonstrated in Scanning Transmission Electron Microscopy imaging to provide local strain measurement 

in crystals. In the previous chapter, we have explained the formation of moiré fringes using the sampling 

theorem and it has been  seen that the moiré fringe is formed due to undersampling, i.e. the sampling 

frequency is lower than twice the highest frequency in the sampled data and thus deliberately violating 

the ‘Nyquist criterion’. A careful choice of the scanning grid (with specific direction and spacing) that 

serves as the reference would result in moiré patterns in the STEM imaging and using image processing 

techniques like GPA, enables to extract reliable strain information [79]. The spatial resolution using the 

moiré imaging technique is rather limited because in order to obtain the actual strain value, a region 

containing a full period of the fringe is required, which results in a compromise between strain sensitivity 

and spatial resolution. In this chapter, a proposition to an advanced setup is made which makes use of an 

optimised scanning pattern and a novel phase stepping demodulation scheme. The setup provides a much 

improved spatial resolution (1 – 3 nm) over conventional moiré imaging in STEM while conserving the 

conventional advantages of being fast and having high sensitivity along with wider field of view (~ 200 - 

250 nm). 

 

 

https://doi.org/10.1088/1361-6641/ab5da2
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3.2. STEM moiré theory 
 

STEM moiré correspond to a phenomenon caused by interference between a chosen sampling grid which 

is the periodic arrangement of the points sequentially visited by the STEM probe and the crystal lattice. 

The STEM probe here is assumed to be infinitely small, which allows us to express the scanning grid as a 

2D Dirac comb. The illuminated crystal lattice is then sampled at these points. A continuous image of the 

sample, independent of the specific imaging mode in STEM, can be expressed as an intensity variation of 

a detector signal (e.g. a High Angle Annular Dark Field detector) depending on the probe position 𝐼(𝑦, 𝑧). 

Sampling in STEM is analogous to multiplication of this image function by a 2D Dirac delta comb 𝑆(𝑦, 𝑧) 

 𝑆(𝑦, 𝑧) = ∑ ∑ 𝛿(𝑦 − 𝑚𝑝𝑦)𝛿(𝑧 − 𝑛𝑝𝑧)

𝑛=∞

𝑛=−∞

𝑚=∞

𝑚=−∞

 (21) 

With 𝑝𝑦 and 𝑝𝑧 the spatial sampling step in y and z directions. We get a resulting discrete image: 

 𝐼(𝑦𝑚, 𝑧𝑛) = 𝐼(𝑚𝑝𝑦, 𝑛𝑝𝑧) (22) 

In frequency space, this becomes a convolution of the Fourier transform (FT) of the image 𝐼(𝑢, 𝑣) with 

the FT of the 2D sampling grid which transforms to: 

 𝑆(𝑢, 𝑣) = ∑ ∑ 𝛿(𝑢 − 𝑚𝑓𝑝𝑦)𝛿(𝑣 − 𝑛𝑓𝑝𝑧),

𝑛=∞

𝑛=−∞

𝑚=∞

𝑚=−∞

 (23) 

with, 𝑓𝑝𝑦 =
1

𝑝𝑦
, 𝑓𝑝𝑧 =

1

𝑝𝑧
. 

The discrete frequency spectrum of the sampled image is then written as 

 
𝐼𝑐(𝑢, 𝑣) = 𝐼(𝑢, 𝑣) ∗ ∑ ∑ 𝛿(𝑢 − 𝑚𝑓𝑝𝑦)𝛿(𝑣 − 𝑛𝑓𝑝𝑧)

𝑛=+∞

𝑛=−∞

𝑚= +∞

𝑚= −∞

 

 

(24) 

Note that we have taken the finite size of the sampling grid (the field of view) as a cut-off into the image 

spectrum rather than in the Fourier transform of the grid to keep the delta functions. 

 𝐼𝑐(𝑢, 𝑣) = ∑ ∑ 𝐼(𝑢 − 𝑚𝑓𝑝𝑦, 𝑣 − 𝑛𝑓𝑝𝑧)

𝑛=+∞

𝑛=−∞

𝑚= +∞

𝑚= −∞

 (25) 

This results in an infinite series of replicas with the central one occupying the frequency range  [
−1

2𝑝𝑦
,

1

2𝑝𝑦
] ∪

[
−1

2𝑝𝑧
,

1

2𝑝𝑧
] . If the maximum frequency in the image 𝑢_max <  1 2⁄ 𝑝𝑦 and 𝑣_max <  1 2⁄ 𝑝𝑧, the sampling 

satisfies the Nyquist criterion and each replica is separated from all other replicas (Figure 11b). In the case 
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of under-sampling, aliasing occurs, leading to the formation of moiré fringes by the replication of 

frequencies from outside the central portion into this region (Figure 11c).  

 

 

Figure 11 a) Frequency represenation of a periodic 2D signal.b)  Sampling with Nyquist criterion results in an infinite 
amount of replicas indicated by red boxes with dimensions determined by the sampling frequency. c) moiré effect 

with sampling frequency lower than the highest frequency. The replication due to the finite sampling results now in 
a mixing up of the position of the frequency components which is best noted in the central replica marked in yellow. 

This mixing up is the essence of the moiré effect where frequencies appear different from what they really were 
without sampling. The frequencies get aliased and a high resolution frequency spectrum is now divided into smaller 

moiré windows with index (m,n) due to a lower sampling frequency  in the moiré compared to a high resolution 
image. The arrow indicates the translation of frequencies into the new smaller central band. 

As an example, we can assume an image made of two sinusoids (𝑔1, 𝑔2) as shown in Figure 11a. A sampling 

frequency 𝑓𝑝𝑦 and 𝑓𝑝𝑧 is chosen such that the Nyquist criterion is not satisfied, which results in the moiré 

effect (Figure 11c). The yellow window represents the central replica with each red box an identical 

replication. The index of each window is represented by (m,n) and the frequencies that are outside the 

yellow window are translated into the yellow window by shifting the window over (𝑚𝑓𝑝𝑦 ,𝑛𝑓𝑝𝑧). For 

example, the frequency g1 is shifted one window down in v and one window left in u and so on [80]. This 

leads to a new apparent spatial frequency (the moiré frequency) within the central frequency band: 
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𝑔𝑦
′ = 𝑔𝑦 − 𝑚𝑓𝑝𝑦 (26) 

 

𝑔𝑧
′ = 𝑔𝑧 − 𝑛𝑓𝑝𝑧 

(27) 

 

Where, 𝑔𝑦 and 𝑔𝑧 are the frequency components in y and z directions. For a projection image of Si or Ge 

along the [110] zone axis, the y axis is considered along the [11̅0] direction and the z axis along the [001] 

direction. The lattice spacing for Si is different in these two directions where 𝑎11̅0 = 0.384 𝑛𝑚 and 𝑎001 =

0.543 𝑛𝑚 (Figure 12a). This means, for any fundamental frequency of the crystal in y and z directions, 𝑔𝑦 

and 𝑔𝑧, we have 𝑔𝑦 > 𝑔𝑧 ∈ (𝑢, 𝑣). In conventional STEM, a square scanning grid is implied that means  

𝑓𝑝𝑦 = 𝑓𝑝𝑧. In general, this results in the creation of 1D moiré fringes as m and n are not necessarily the 

same.   

 Figure 12d shows an experimental image obtained with a square scanning grid, resulting in only 

one fringe direction to be visible while the other is too high in frequency. These 1D moiré fringes are easily 

observed for a probe aberration corrected instrument (the probe has to be smaller than the lattice 

spacing) and readily reveal strain as a slight change of the moiré fringes in different locations of the image. 

The resulting distortion of the apparent symmetry by the formation of 1D moiré can be 

circumvented and a more interpretable situation is created if the symmetry of the scanning grid matches 

the symmetry of the lattice by adjusting the scan pattern to obey: 

 
𝑔𝑦

𝑓𝑝𝑦
=

𝑔𝑧

𝑓𝑝𝑧
= 𝑈, (28) 

 

with 𝑈 the under-sampling factor > 0.5. This can be done by adjusting the strength of the signals driving 

the scan coils. In this case, all the frequencies transform as: 

 𝑔𝑦
′ = 𝑔𝑦 − 𝑚𝑓𝑝𝑧

𝑔𝑦

𝑔𝑧
= 𝑔𝑦 (1 − 𝑚

𝑓𝑝𝑧

𝑔𝑧
) = 𝑔𝑦 (1 −

𝑚

𝑈
) (29) 

   

 𝑔𝑧
′ = 𝑔𝑧 − 𝑛𝑓𝑝𝑦

𝑔𝑧

𝑔𝑦
= 𝑔𝑧 (1 − 𝑛

𝑓𝑝𝑦

𝑔𝑦
) = 𝑔𝑧 (1 −

𝑛

𝑈
) (30) 

If m=n, this transform is an angle preserving scaling factor and the moiré fringes will have the same 

symmetry as the lattice. An experimental example is shown in Figure 13a. 

When strain occurs in the lattice, frequencies will shift by ∆𝑔 and a relative shift of the diffracted spots 

can be obtained in the diffraction pattern (as in NBED). The strain in a particular direction is expressed as: 
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 𝜀 =
|∆𝑔⃑|

|𝑔⃑|
 (31) 

When under-sampling occurs, an apparent strain will appear in the moiré fringe as 

 
𝜀′ =

|∆𝑔⃑|

|𝑔′⃑⃑ ⃑⃑ |
=

|∆𝑔⃑|

√(𝑔𝑥 − 𝑚𝑓𝑝𝑥)
2
+ (𝑔𝑦 − 𝑛𝑓𝑝𝑦)

2
= 𝛼𝜀 

(32) 

 

The strain gets magnified by a boost factor 𝛼 which makes it much more apparent as can be seen both in 

Figure 13a and Figure 14. This boosting is shape preserving (𝜀' stays parallel to 𝜀) only in the case where 

the scan grid matches the symmetry of the crystal and a situation is chosen where m=n.  

 

 

Figure 12 a) Diagram of the unit cell of Si and Ge in [110] zone axis  b) HRSTEM image of the SiGe and Ge interface 
on the 16 nm finFET and its corresponding Fourier transform or diffractogram c). d) 1D moiré created on the Si and 
Ge material by undersampling at lower  magnification and its corresponding diffractogram e). The undersampling 
results in clear moiré fringes in d) caused by only the {002} spots being replicated to rather low frequencies and a 

mixing up of the frequency components as in e). The moiré fringes are sentive to strain as seen by the slight 
wavyness and tilting of these fringes as a function of the location on the sample. 

The lattice spacing and the atomic positions in the real space image have a direct relation with the 

sinusoidal components in the FT. This is not true for a diffraction pattern, which, has an inverse relation. 

Since we are using GPA for strain analysis on real space images, we can directly relate the frequency 

components with the atomic positions as normally done in GPA. 
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To understand the origins of the boosting factor and to obtain a mathematical relation, let us 

consider the reference frequency or unstrained frequency as 𝑔𝑟𝑒𝑓 and the strained frequency as 𝑔𝑠 =

𝑔𝑟𝑒𝑓(1 + 𝛿), 𝛿 is the strain. After sampling with the STEM probe with frequency  𝑓𝑠 satisfying the Nyquist 

criterion, the digital frequency (𝑆𝑝𝑎𝑡𝑖𝑎𝑙 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑐𝑟𝑦𝑠𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦⁄ ) of the reference 

and strained area becomes  
𝑔𝑟𝑒𝑓

𝑓𝑠
 and  

𝑔𝑠

𝑓𝑠
. The strain 𝛿 calculated for the high resolution images which 

should always satisfy the Nyquist criterion is 

 
𝑆𝑡𝑟𝑎𝑖𝑛𝐻 =

𝑔𝑠
𝑓𝑠

⁄ −
𝑔𝑟𝑒𝑓

𝑓𝑠
⁄

𝑔𝑟𝑒𝑓
𝑓𝑠

⁄
=  𝛿 

 

(33) 

 

So the obtained strain value is independent of the sampling frequency as long as the Nyquist criterion is 

satisfied.  

Now, consider the situation of moiré fringes created using a different sampling frequency 𝑓𝑚 that do not 

satisfy the Nyquist criterion, so the digital frequencies 

(𝑆𝑝𝑎𝑡𝑖𝑎𝑙 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑟𝑦𝑠𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦⁄ ) obtained with this type of sampling now is  

 
𝑔𝑟𝑒𝑓,𝑚 = 

𝑔𝑟𝑒𝑓

𝑓𝑚
− 𝑛 

 
(34) 

 

 
𝑔𝑠,𝑚 = 

𝑔𝑠

𝑓𝑚
− 𝑛 =

𝑔𝑟𝑒𝑓(1 + 𝛿)

𝑓𝑚
− 𝑛 

 

(35) 

 

where 𝑛 is the moiré window from which the frequency is being translated. Now, the strain obtained by 

moiré imaging is  

 
𝑆𝑡𝑟𝑎𝑖𝑛𝑀 =

𝑔𝑠
𝑓𝑚

− 𝑛 − (
𝑔𝑟𝑒𝑓

𝑓𝑚
− 𝑛)

𝑔𝑟𝑒𝑓

𝑓𝑚
− 𝑛

=  
𝛿

1 −
𝑛𝑓𝑚
𝑔𝑟𝑒𝑓

 

 

(36) 

 

𝑆𝑡𝑟𝑎𝑖𝑛𝑀 = 𝛼 𝑆𝑡𝑟𝑎𝑖𝑛𝐻 

Where 𝛼 =
1

1−
𝑛𝑓𝑚
𝑔𝑟𝑒𝑓

 is the amplification factor.  

So, the strain values for the moiré fringes do depend on the sampling frequency and the moiré window 

from which the frequency is translated, and hence it becomes important to calibrate these parameters or 

have a preset in order to obtain the required amplification factors for the sensitive extraction of strain 

information.The amplification factor is plotted as a function of the under-sampling factor U showing how 
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apparent-strain boosting is especially strong for low frequency moiré fringes (Figure 14). This also implies 

a hard trade-off between strain sensitivity and spatial resolution.  

 

 

Figure 13  2D moiré fringes on a  Si-Ge 100nm FinFET in [110] zone axis and its corresponding b) diffractogram. 
Note the effect of local strain becoming visible as a distortion of the moiré fringe pattern in different locations of 

the sample. 

 

Figure 14 Amplification factor α as a function of under-sampling. Note how strain magnification depends in a 

sensitive and nonlinear way on the choice of 𝑈 =
𝑔

𝑓⁄  and n is the moiré window (eq. 36). The value of n equal to 

zero is for an oversampled high resolution image and it does not have any amplification (α=1). The amplification 
factor is extremely high when n = U. 

In order to determine the frequency of the moiré fringe (related to the strain), one needs at least an area 

of the order of a period of the fringe. Another limitation comes from the fact that strain should not shift 

frequencies outside the central frequency replica. Otherwise m and n may differ for different areas of the 
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sample leading to a much more complicated analysis. This limits the tolerable strain variation in a single 

image as the amplification factor goes up. 

Strain analysis of moiré STEM images can be typically performed using GPA. As described in the 

introduction section, GPA requires a mask in the frequency space to isolate frequencies/reflections and 

later extract strain from the geometric phases. This selection mask determines also the spatial resolution 

that can be obtained and determines the signal to noise ratio in the resulting strain map. The larger the 

radius of the mask, the higher is the spatial resolution and the more noise enters the estimated strain 

map. The mask radius is chosen to prevent selecting more than one diffraction spot at a time and is 

typically chosen smaller than half of the selected reference frequency. This reference lattice vector is used 

to demodulate the measured signal which then reveals the strain with respect to this reference. 

 Moiré images inherently boost the strain information as given by eq.36 and it is necessary to 

rescale the apparent strain to the actual strain values. As the strain magnification is significantly higher 

for low frequency moiré fringes, it is tempting to choose the undersampling as demonstrated in Figure 

15a where strain is readily apparent from the moiré image due to the boosting effect.  

 

Figure 15 2D moiré on the 16 nm Fin long section and its corresponding FFT b) GPA Masks used to isolate the 
regions in the FT. The yellow squares are the undesired interfering frequencies c) Normal strain 𝜀𝑦𝑦 and 𝜀𝑧𝑧 in the y 

and z directions obtained by GPA d) Comparing normal strain 𝜀𝑦𝑦 and 𝜀𝑧𝑧 in the y and z directions obtained by GPA 

on moiré with quadtrature demodulation. A reliable strain map is obtained with the application of Quadrature 
demodulation 
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The low frequency moiré fringes have multiple spatial frequencies possibly having different m and n values 

that tend to cluster near the centre and can be very close to each other. This results in unwanted overlaps 

inside the GPA mask and the strain maps become unreliable with precision ~2.5x 10-2 (Figure 15 c), 

especially as each of these frequencies should be converted from apparent strain to actual strain with 

different scaling factors (Figure 15 b). In order to overcome this difficulty and to increase the practical 

usefulness of moiré strain mapping, an alternative method was developed that allows significant 

suppression of unwanted reflections in the FT while enhancing the reflection of interest. This approach 

which acts to select one particular reflection while suppressing the rest, provides the option to greatly 

increase the size of the GPA mask and consequently increase the spatial resolution. Further, the 

performance of the technique is discussed in more detail in section 3.5. 

 

3.3. Extending the spatial resolution with quadrature demodulation 
 

The idea of extracting a particular reflection in the FT of the moiré image would enable one to use a much 

larger mask size before demodulating the signal back to an image of the strain. This would result in higher 

spatial resolution and the suppression of artefacts. This is achieved by moiré phase stepping 

interferometry and Quadrature demodulation. The principle of moiré phase stepping interferometry is to 

phase shift the moiré fringes in different specific directions in repeated experiments. 

If we shift the experimental scanning grid over ∆𝑦 and ∆𝑧 in y and z directions, 

 𝑆(𝑦, 𝑧) → 𝑆(𝑦 − ∆𝑦, 𝑧 − ∆𝑧) (37) 

 

and applying the Fourier shift theorem, we get the Fourier transform of the sampling grid 

 𝑆(𝑢, 𝑣) → 𝑆(𝑢, 𝑣)𝑒𝑖2𝜋(𝑢∆𝑦+ 𝑣∆𝑧 ) (38) 

 

This results in phase shifting of the different components in the spectrum and eq.25 becomes 

   

 𝐼(𝑢, 𝑣) = ∑ ∑ 𝐼(𝑢 − 𝑚𝑓𝑚𝑦, 𝑣 − 𝑛𝑓𝑚𝑧)𝑒
𝑖2𝜋(𝑢∆𝑦+𝑣∆𝑧)

𝑛=∞

𝑛=−∞

𝑚=∞

𝑚=−∞

 (39) 

 

This equation shows that it is sufficient to shift the sampling grid by a reference lattice fringe spacing ∆𝑦 =

1

𝑔𝑦
 and ∆𝑧 =

1

𝑔𝑧
 to cause a 2𝜋 phase shift of these moiré fringes in the under-sampled image.  
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Now that we have the capability to phase shift the frequency components in the recorded moiré images 

by spatially shifting the sampling grid, we can apply an extended version of quadrature demodulation i.e., 

application on the 2D image datasets. Quadrature demodulation is commonly used in telecommunication 

(e.g. FM (frequency modulation) radio) [80] and allows to extract a given sideband of a modulated signal. 

In our case the 'carrier frequency' is a reference spatial frequency and the 'signal' is the strain or deviation 

with respect to this signal. The schematic in Figure 16, gives an example of a particular reflection 

extraction from phase shifted sinusoidal signal, which is essentially the essence of Quadrature 

demodulation. 

 

Figure 16 a) Schematic flow for the quadrature demodulation b) Illustration of quadrature demodulation on a 
sinusoidal signal resulting in the extraction of the positive reflection in the FT 

Consider a sinusoidal signal 𝑥𝑖𝑛 = 𝐴𝑐𝑜𝑠(𝜔𝑡 +  ∅), where 𝐴 is the amplitude, 𝜔 is the angular frequency, 

𝑡 is the time and ∅ is the phase. 𝑥𝑖𝑛 can be further decomposed into 

 𝑥𝑖𝑛 =
𝐴

2
(𝑒𝑖(𝜔𝑡+ ∅) + 𝑒−𝑖(𝜔𝑡+ ∅)) (40) 
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This can be further rewritten as  

 𝑥𝑖𝑛 = 𝐴′(𝑒𝑖∅ + 𝑒−𝑖∅) (41) 

 

Where, 𝐴′ =
𝐴

2
𝑒𝑖𝜔𝑡. Now 𝑥𝑖𝑛 is phase shifted by 

𝜋

2
 resulting in 𝑥𝑐. 

 𝑥𝑐 = 𝐴′ (𝑒
𝑖(∅+

𝜋
2
)
+ 𝑒

−𝑖(∅+
𝜋
2
)
) (42) 

 

Now, 𝑥𝑐 is multiplied by  𝑒−𝑖
𝜋

2  which is a complex conjugate of the phase shift resulting in 𝑥𝑞. 

 𝑥𝑞 = 𝐴′(𝑒𝑖∅ − 𝑒−𝑖∅) (43) 

 

Finally, 𝑥𝑞 is added to the original signal 𝑥𝑖𝑛, to extract the positive frequency/ reflection of the sinusoidal 

signal, 

 𝑥𝑜𝑢𝑡 = 2𝐴′𝑒𝑖∅ (44) 

 

An illustration of the application of quadrature demodulation on a simple sinusoidal signal is shown in 

Figure 16 b, resulting in the extraction of the positive refection in the FT and strongly suppressing the 

negative side of frequency/reflection. Since, we now have the general premise for the frequency 

extraction, we apply our understanding to the frequency extraction for the case of 2D moiré images to 

alleviate the problem of unwanted overlaps inside the GPA mask as illustrated in Figure 15b. 

For this purpose, we apply a 4x4 array of shifts of the scanning pattern, resulting in 16 

independent and phase shifted moiré images. The applied shift can be represented as a 4x4 matrix S 

targeted to bring out the strain along 2 non-collinear reference reflections 𝑔⃑1 and 𝑔⃑2. 

 𝑆

=
1

4

[
 
 
 
 
 
 

(0,0) (𝑎𝑦1
, 𝑎𝑧1

) (2𝑎𝑦1
, 2𝑎𝑧1

) (3𝑎𝑦1
, 3𝑎𝑧1

)

(𝑎𝑦2
, 𝑎𝑧2

) (𝑎𝑦1
+ 𝑎𝑦2

, 𝑎𝑧1
+ 𝑎𝑧2

) (2𝑎𝑦1
+ 𝑎𝑦2

, 2𝑎𝑧1
+ 𝑎𝑧2

) (3𝑎𝑦1
+ 𝑎𝑦2

, 3𝑎𝑧1
+ 𝑎𝑧2

)

(2𝑎𝑦2
, 2𝑎𝑧2

) (𝑎𝑦1
+ 2𝑎𝑦2

, 𝑎𝑧1
+ 2𝑎𝑧2

) (2𝑎𝑦1
+ 2𝑎𝑦2

, 2𝑎𝑧1
+ 2𝑎𝑧2

) (3𝑎𝑦1
+ 2𝑎𝑦2

, 3𝑎𝑧1
+ 2𝑎𝑧2

)

(3𝑎𝑦2
, 3𝑎𝑧2

) (𝑎𝑦1
+ 3𝑎𝑦2

, 𝑎𝑧1
+ 3𝑎𝑧2

) (2𝑎𝑦1
+ 3𝑎𝑦2

, 2𝑎𝑧1
+ 3𝑎𝑧2

) (3𝑎𝑦1
+ 3𝑎𝑦2

, 3𝑎𝑧1
+ 3𝑎𝑧2

)]
 
 
 
 
 
 

 

(45) 

 

Where, 
1

𝑔⃑⃑1
= 𝑎⃑1 = (𝑎𝑦1

, 𝑎𝑧1
) and 

1

𝑔⃑⃑2
= 𝑎⃑2 = (𝑎𝑦2

, 𝑎𝑧2
); 𝑦, 𝑧 being the horizontal and vertical 

coordinates of the Cartesian coordinate system. 
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Each index of the matrix can be written as: 

 𝑆𝑘,𝑙 =
𝑘𝑎⃑1

4
+

𝑙𝑎⃑2

4
  (46) 

The shifts result in a complex factor that is applied to a specific frequency component in the frequency 

domain:  

 𝑓𝑘𝑙(𝑔⃑) = exp (𝑖2𝜋𝑔⃑ ∙ 𝑆𝑘𝑙)  (47) 

   

This means that we can single out any specific spatial frequency of interest by multiplying each sub-

diffractogram 𝐼(𝑢, 𝑣)𝑘𝑙 with the complex conjugate of the above matrix and then summing up over all k,l 

indices. This results in constructive interference of a selected frequency g while destructive interference 

occurs approximately for all other frequencies 

 𝐼𝑑𝑒𝑚𝑜𝑑(𝑢, 𝑣)𝑔𝑦,𝑔𝑧
= ∑ 𝐼(𝑢, 𝑣)𝑘𝑙𝑓𝑘𝑙

∗

𝑘𝑙
(𝑔𝑦, 𝑔𝑧)) ∗ 𝛿(𝑢 − 𝑔𝑦, 𝑣 − 𝑔𝑧)  

(48) 

 

with the delta function doing the actual demodulation. Converting this back to real space leads to the 

demodulated strain component with respect to the selected reference frequency. 

 𝐼𝑑𝑒𝑚𝑜𝑑(𝑦, 𝑧)𝑔𝑦,𝑔𝑧
= ℱ−1 (𝐼𝑑𝑒𝑚𝑜𝑑(𝑢, 𝑣)𝑔𝑦,𝑔𝑧

)  (49) 

 

The selectivity improves with a 𝑛 × 𝑛 shifting matrix with increase in 𝑛, but this comes at the expense of 

an increase in the measurement time as 𝑛2. A minimal choice would be n=2, but we show in the 

experimental section that n=4 provides a more realistic compromise. In fact, the suppression rate for any 

other frequency 𝑔⃑ in the discrete Fourier space of the image can be calculated as. 

 
𝑆𝑅(𝑔⃑, 𝑔⃑𝑑𝑒𝑠𝑖𝑟𝑒𝑑) =

1

16
∑𝑓𝑘,𝑙(𝑔⃑)𝑓∗

𝑘,𝑙
(𝑔⃑𝑑𝑒𝑠𝑖𝑟𝑒𝑑)

𝑘,𝑙

< 1  
(50) 

   

Ideally this suppression preserves frequencies close to the desired frequency as these carry the strain 

information but achieves a high suppression for frequencies that are further away. 

3.4. Experiment  
 

In order to implement the above mentioned idea in a transmission electron microscope, it is necessary to 

obtain software control over the probe scan engine. Making use of a custom built scan engine [81,82] , 

we are able to freely program the scanning pattern in an aberration corrected Thermofischer Titan3 STEM 
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instrument operating at 300 kV. We tune the scanning step-size to 17/16th of the lattice spacing of the 

silicon substrate in the y and z directions, i.e., 𝑝𝑦ℎ =
17

16
𝑑(𝑆𝑖)11̅0 and 𝑝𝑧ℎ =

17

16
𝑑(𝑆𝑖)001. This results in a 

distorted under-sampled (U=17/16=1.0625) moiré image that images the rectangular [110] projection of 

the silicon and germanium lattice as a square. This implies that n=m=1 and brings us into the central band 

with an amplification factor of ∝= 17 (eq.36). However, in a realistic scenario, there can be small 

deviations in the experimental sampling frequency while tuning the step-size and thus propagating the 

error into the amplification factor calculation. Hence, determining the experimental sampling frequency 

is crucial in order to determine the correct amplification-factor. The procedure is straightforward and 

illustrated in Appendix 6. 

 

Figure 17 a) Overview of the scanning pattern where the black squares represent probe positions that are visited 
sequentially in blocks of 4x4 pixels. The order of the probe visiting positions inside each block is shown in Figure 

23b. c) moiré image obtained by using only pixel 1 from each block, marked in red in b. The pixel step size is 𝑑11̅0/16 

in  y direction and 𝑑001/16 in z-direction. This makes the pixel size for the moiré image  17
16⁄  th of the lattice 

spacing of Silicon(𝑑11̅0or 𝑑001depending on the direction). 

The experimental scanning strategy is illustrated in Figure 17. The STEM probe is scanned in a block 

fashion where each block takes the shape of a diamond (Figure 17a). Each pixel in a block is numbered 

from 1 to 16 forming the pixel index. The distance between the equal index pixels from neighboring blocks 

is 17/16 times the lattice spacing in the y and z directions (𝑑11̅0 and 𝑑001). The same index pixels are 

extracted from each block forming 16 moiré subimages. Each of these moiré images are imaged from a 
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sampling grid that is formed by slightly shifted probe positions with a shift vector given by eq. 45 with 

𝑔1 = 
1

𝑑111̅
 and 𝑔2 = 

1

𝑑11̅1̅
. The shift of the sampling probe is given by  

 𝑆𝑘,𝑙 = 𝑘(∆𝑦 − ∆𝑧)𝑔1̂ +  𝑙(−∆𝑦 − ∆𝑧)𝑔2̂ (𝑤𝑖𝑡ℎ 𝑘, 𝑙 = 0…3)  (51) 

 

with ∆𝑦 and ∆𝑧 chosen to be ∆𝑦 =
𝑑11̅0

8
 and ∆𝑧 =

𝑑001

8
 as sketched in Figure 17b. 

 

Figure 18 a) Moiré on the 16nm Fin longitudinal direction b) and its diffractogram c) Demodulation to either g1 and 
g2 with a 4x4 shift matrix is shown as the phase of the demodulated wave in y,z-space (e,g) and g0 with the real 

value in x,y-space (c) and the absolute value of amplitude in frequency space of g0, g1 and g2 (d,f,h). 
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Applying quadrature demodulation as explained in the previous section, we obtain the demodulated 

result for 𝑔 = 𝑔0, 𝑔 = 𝑔1, 𝑔 = 𝑔2 with a 4x4 shift matrix as shown in Figure 18. Note the selection of the 

desired frequencies while a strong suppression of the unwanted frequencies occur. There are two 

reflections in g1 and g2 corresponding to Si and Si0.3Ge0.7 material having different lattice spacings, but 

both are maintained after the quadrature demodulation process selecting Si as the reference lattice. This 

shows that the strained components remain while the other unwanted components are strongly 

suppressed. 

The suppression factor for each of the selected frequencies 𝑔0, 𝑔1, 𝑔2 can be calculated (Figure 

19). Quadrature demodulation keeps the selected frequencies while strongly suppressing the other 

unwanted frequencies by destructive interference. The suppression factor of the undesired frequency is 

the damping factor that is applied to the undesired frequencies while maintaining the desired frequencies. 

From Figure 19 we can infer that the effect of quadrature demodulation is similar to applying a 2D sinc 

functionj enhancement factor centred at the selected frequency while the other frequencies away from 

the selected frequency are greatly suppressed. As an example, if the frequency 𝑔1 is selected, the 

suppression factor for the other two frequencies 
𝐼𝑔0

𝐼𝑔1
= 4.5𝑒−17 ≈ 0 and  

𝐼𝑔2

𝐼𝑔1
= 1.5𝑒−16 ≈ 0 i.e., the ratio 

of the absolute value of amplitude of undesired frequency to that of the selected frequency in the Fourier 

space.  

 

Figure 19 The figure illustrates the enhancement factor applied on three desired frequency sidebands g0, g1 or g2. 
The centres desired frequencies g0, g1 and g2 are highlighted with the red dot and the centres of undesired 

frequencies are highlighted in yellow. 

 

 
j The sinc function locally modifies and enhances the frequency components of interest. Hence, we use a circular 
gaussian filtering mask with FWHM 90% for GPA i.e. low damping in order to reduce the effect of further 
smoothening from the GPA mask. 
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3.5. Results and discussion 
 

GPA is used to extract strain from any two non-collinear frequency sidebands like g1 and g2 that are 

selected from quadrature demodulation after suppressing the rest of the unwanted frequencies. At first, 

we will analyse the accuracy and precision of the moiré demodulation technique. To this purpose a 

reference bulk Ge sample is selected which is epitaxially grown on top of Si substrate (Appendix A2.2) and 

moiré demodulation technique is applied to measure the lattice mismatch between bulk Ge and Si. The 

relative difference between the two lattice parameters can be interpreted as an estimate of the accuracy 

of the technique. Figure 20a shows the 2D moiré image from one of the 16 shifted moiré subimages. 

Notice the sensitive variation of moiré fringes to the variation in the lattice distances between Si and Ge. 

The lattice mismatch between Ge and Si measured using the moiré demodulation technique is 𝜀𝑦𝑦 =

(3.9 ± 0.3) × 10−2 and 𝜀𝑧𝑧 = (3.9 ± 0.6) × 10−2. The values quoted here are the average lattice 

mismatch in the Ge area (marker in red) and the error values are the standard deviation of the lattice 

mismatch and is a measure of precision.  

 

Figure 20 a) 2D moiré on bulk Ge sample on top of Si substrate b) strain maps 𝜀𝑦𝑦 and 𝜀𝑧𝑧 measured from the moiré 

demodulaton technique. The horizontal line artefacts in 𝜀𝑧𝑧 are the slow scan artefacts due to sample drift and 
electromagnetic distortions from scan coils.  c) Line profile drawn from the strain maps averaged over 120 nm 

horizontally in the y direction and the dashed line indicates the expected mismatch between Ge and Si. 
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The precision was observed to have an inverse relation with the spatial resolution (size of the mask in 

GPA) and the spatial resolution in this case was ~1.5 nm. Better precision can be obtained at the cost of 

the spatial resolution and the precision degrades to 3.5 x 10-3 (In the fast scan directionk) while targeting 

a spatial resolution of 1 nm. Moiré demodulation technique provides an independent choice for the 

spatial resolution upto one pixel size (in this case 1.0625 times the lattice spacing). The horizontal line 

artefacts in 𝜀𝑧𝑧 in Figure 20 b are due to the sample drift and the electromagnetic distortion of the scan 

coils and is seen mostly in the slow scan direction during the STEM raster scanning. This also explains the 

lower precision observed in 𝜀𝑧𝑧 in comparison to 𝜀𝑦𝑦. The accuracy measured as average lattice mismatch 

between Ge and Si is 2 x 10-3. 

 

Figure 21 Moiré strain measurement on the 16 nm FinFET along the a) cross and d) long section providing 3D strain 
information (assuming uniform strain along the thickness of the lamella). f) Slow scan distortions are visible as 

horizontal lines in 𝜀𝑧𝑧 lattice mismatch map, also resulting in a noisier 𝜀𝑧𝑧 line profile. c) Line profile calculated from 
the strain maps, the line profiles are averaged horizontally over 16 nm. 

Moiré strain measurement was also applied to a 16 nm FinFET device as shown in Figure 21. Figure 21 a) 

and d) show the 2D moiré on the cross section and long section TEM lamella of the 16nm FinFET. Lattice 

mismatch maps in the three perpendicular directions 𝜀𝑥𝑥, 𝜀𝑦𝑦 and 𝜀𝑧𝑧 are shown with respect to Si 

substrate. The spatial resolution was ~1.5 nm, chosen by the size of the GPA mask in FT resulting in a 

precision calculated as standard deviation of strain in the Si substrate region is 3 x 10-3 (Fast scan 

direction). Slow scan distortions due to sample drift and electromagnetic interference of the scan coils or 

vibration are visible as horizontal lines in the 𝜀𝑧𝑧 map. Analysing the strain values in Table 2 (with respect 

to bulk Ge) for 𝜀𝑥𝑥 reveals that there is relaxation of the Ge layer in the x direction. This can be explained 

 
k In principle two orthogonal acquisitions can be taken by rotating the scan direction so that both 𝜀𝑦𝑦 and 𝜀𝑧𝑧 are 

calculated along the fast scan directions, thus eliminating the slow scan artefacts. However, the shear strain will still 
be affected by slow scan artefacts.   
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due to the decreased device dimension along the x direction (~16 nm) in comparison to the dimension 

along z (~27 nm). However, Ge conforms with the lattice distances of Si0.3Ge0.7 in the y direction as seen 

in the  𝜀𝑦𝑦 line profile Figure 21 c. Since the Ge lattice is larger than that of Si0.3Ge0.7 in its natural state and 

due to this conformation, it is compressively strained in the y direction. This results in an elongation in 

the z direction due to the Poisson effect [83] and can be seen in the 𝜀𝑧𝑧 line profile. To summarise, a 

uniaxial strain (y-axis) is seen along the channel of the finFET. The strain is almost completely relaxed 

across (x-axis) the channel and there is a small tensile strain along the growth direction (z- axis). Again 

higher standard deviations are observed in 𝜀𝑧𝑧 due to slow scan artefacts.  

 

Table 2 Average Strain measured on the Ge region on a 16 nm finFET. The error values are the standard deviations 
in the measured region. 

Technique εxx Ge (across the 
channel) 

εyy Ge (along the 
channel) 

εzz Ge (Growth 
direction) 

Moiré demodulation  (-1 ± 3) x 10-3 (-14 ± 3) x 10-3 
 

(2 ± 6) x 10-3 

 

3.6. Conclusion 
 

Standard STEM moiré strain mapping using GPA suffers from reduced spatial resolution and interference 

from unwanted fringes and can lead to unreliable strain maps. A novel demodulation technique based on 

a generalisation of quadrature demodulation is realised which was shown to significantly improve the 

spatial resolution (1 – 3 nm) and gives a more reliable and precise strain map (1-3 x 10-3) at the expense 

of a somewhat longer acquisition as compared to conventional moiré imaging. However, scan distortions 

are visible in the slow scan direction due to sample drift and higher pixel acquisition time of 50 - 80 μs to 

make sure all settling time issues with probe positioning are stabilised and a good SNR is available.The 

strain information is more reliable in the fast scan direction which would facilitate the calculation of 

normal strain in that direction. Two orthogonally scanned images can be used to calculate normal strains 

(to avoid slow scan distortion) in the two perpendicular directions but limits the capability for shear strain 

calculation. This approach is applicable for epitaxial strain study given that the shear strains are ideally 

negligible for epitaxially grown materials. The technique also offers flexibility in the choice of field of view 

especially when compared to atomic resolution HR(S)TEM based methods. The method is near real-time 

in terms of acquisition and data analysis and provides the capability to trade spatial resolution for 

precision. Since moiré has the ability to boost strain values, it is highly sensitive and strain precision can 

be comparable to diffraction based methods without the need for specialised and slow diffraction 

cameras.  
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Chapter 4: HAADF-STEM block scanning technique 
 

This chapter contains large excerpts from the published paper:  

V. Prabhakara, D. Jannis, G. Guzzinati, A. Béché, H. Bender, J. Verbeeck, HAADF-STEM block-scanning 

strategy for local measurement of strain at the nanoscale, Ultramicroscopy. 219 (2020) 113099. 

https://doi.org/10.1016/j.ultramic.2020.113099 

First author contributions include experimental design and experimentation, strain analysis, idea 

formulation and writing the manuscript, D.J was responsible for setting up the scan engine for software 

control along with python inferface and HAADF multislice simulation, G.G. has contributed with the 

analysis of Bessel diffraction, J.V has contributions for idea formulation and manuscript revision. The rest 

of the authors contributed to reviewing the manuscript. 

4.1. Introduction 
 

Imaging techniques such as high resolution scanning transmission electron microscopy (HR-STEM) 

imaging and HRTEM (High resolution transmission electron microscopy) are able to resolve individual 

atomic columns of a crystal. In combination with image processing techniques like GPA these techniques 

offer spatial resolution for strain measurement up to a single unit cell. Image patterns obtained by HR-

STEM are relatively insensitive to thickness of the sample and can also work with slightly thicker samples 

(~200 nm) as opposed to HRTEM, which requires thinner samples ~50 nm leading to larger strain 

relaxations [84]. However, the field of view in HRSTEM is typically rather limited (< 50 nm section 2.1.1.1) 

due to necessary acquisition time to scan large areas with atomic resolution sampling which introduces 

artefacts due to sample drift. To obtain higher fields of view, scanning moiré fringe strain mapping was 

introduced and we have shown in the previous chapter that using a novel moiré demodulation technique 

it is possible to obtain a tuneable spatial resolution and precision, and accuracy of 2 x 10-3.These imaging 

techniques are fast and reliable, but are often plagued by artefacts in the slow scan direction. The 

diffraction techniques introduced in chapter 2 can overcome these difficulties and provide a precision up 

to 2.5 x 10-4 and an accuracy of 1 x 10-3 at best (as measured on a Ge reference sample (Appendix A2.2). 

The diffraction techniques in general require specialized cameras to acquire the high dynamic range of 

diffraction patterns in a reasonable amount of time and complex processing steps and dedicated software 

is required for strain analysis. Thus, the imaging techniques are fast and cost effective but there needs to 

be an approach  to overcome or reduce the slow scan artefacts which are a major limitation. In addition, 

it is necessary to provide a wider field of view at the same time so that the technique becomes attractive 

to be adopted in a widespread manner. 

Predominant scanning distortions arise from instabilities like spatial drift, electromagnetic 

interference or vibration and from the “flyback effect”, when the electron probe scanning system needs 

https://doi.org/10.1016/j.ultramic.2020.113099
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time to move from one end of the line to the starting of the next line in a conventional raster scan scheme. 

This results in image distortions which are particularly problematic when measuring the subtle effect of 

strain on the lattice image. Over the years, several image correction techniques have been proposed in 

literature which depend on multi-frame scanning and using rigid or non-rigid registration to average the 

multiple frames and estimate the deformation of the images [50,85]. The pixel dwell time used in each 

frame is rather short (≈ 0.5-1 µs) and the field of view is limited due to the required sampling of the crystal 

lattice and the limited amount of pixels in the image [86]. Exploiting priori assumptions, Jones and Nellist 

were able to correct for scan noise and drift in STEM images [87]. Sang and LeBeau have shown that near 

perfect STEM images can be reconstructed using the RevSTEM (Revolving scanning transmission electron 

microscopy) technique, where a series of rotated images of the same area are used to estimate the drift 

rate and direction without prior information [88]. These methods require multiple acquisitions of images 

resulting in a higher incoming electron dose (risk of beam damage), longer recording time and rely on the 

assumption that the drift is constant in time.  

Alternative scanning strategies using spiral scans were also investigated by Sang. et.al. which 

eliminate the flyback effect common in conventional raster scanning. The spiral scans offer very fast 

acquisitions but suffers from non-uniform sampling of the image leading to blurring of image detail near 

the edges and a loss of contrast [89]. Ophus et.al. have proposed a linear and nonlinear drift and scanning 

artefact correction using two orthogonally scanned images [90]. This method is based on the near perfect 

information transfer in the fast scan direction but requires significant processing steps and sufficient low 

frequency information such as edges or alignment markers for atomic resolution images acquired along 

low-index crystallographic zone axes.  

In this chapter, we introduce a new scanning strategy termed ‘block scanning’, where the probe 

scans the sample in a block by block fashion. Each block consists of a patch of atomic resolution image of 

the sample which can be used to evaluate the local strain in that region. This reduces the drift distortion, 

which is prominent in a conventional raster scan as each block can be assumed to be near drift free given 

the much shorter recording time of an individual block. The method allows flexible tuning of spatial 

resolution and the specimen can be sampled at sparse locations, therefore allowing a wider and freely 

adjustable field of view while maintaining atomic resolution sampling within the subimages. Assuming a 

16 bit dynamic range in the scan engine’s DAC (digital to analog converter), and accompanying low noise 

performance in the scan coil drivers, potentially results in a maximum field of view of several μm, 

sufficient to cover the entire thin area of most TEM samples. This assumes also that dwell times are chosen 

such that settling time issues of the scan system are not resulting in extra distortions. 
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4.2. Block scanning strategy 
 

In a raster scanning mode HAADF-STEM, the beam scans over the sample in a row by row fashion. This 

creates a fast scan direction for the rows and slow scan direction for the columns. Due to instabilities such 

as spatial drift, electromagnetic interference or vibration, the lattice spacing information gathered is 

typically much more reliable in the fast scan direction as opposed to the slow scan direction. A modified 

scanning strategy is employed here, where the beam scans individual subimages consisting of a low 

number of pixels, each requiring only a small fraction of the total exposure time (Figure 22). This modified 

scanning strategy significantly reduces the delay in the slow scan direction and hence we expect the local 

lattice measurements to be more robust against sample drift. Each individual subimage is expected to 

provide relatively reliable lattice information in both the fast and slow scan direction in comparison to the 

raster scan. As long as the subimages are treated independently from each other, slow drift phenomena 

(> 100 ms) have a less significant effect as will be demonstrated in the results section. Although the precise 

limits of the technique depend on the instantaneous drift rate, we show that the proposed block scanning 

indeed succeeds in reducing slow scan distortions in comparison to the conventional raster scan. Note 

that also the flyback artefacts are significantly reduced as the total distance the probe has to move is now 

reduced to the distance between individual subimages. There however, is a large jump from the last 

subimage in the row to the left subimage in the next row which distorts a few pixels in that subimage. 

Hence, we do not consider the first column of subimages for the analysis. This problem can be mitigated 

by taking a smaller jump to the subimage in the next row by reorganising the order of the scanned blocks. 

 

Figure 22 Schematic representation of the block scanning strategy. The solid lines are the path taken during the 
scanning. The probe performs raster scan locally inside each block. The dashed lines indicate the spatial jumps 

taken by the probe while scanning. 

To implement the proposed idea in a transmission electron microscope, a custom scanning engine [81,82] 

is used to dynamically control the probe position. Full software control over the scanning grid is obtained 
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on an aberration corrected Thermofischer Titan microscope operating at 300 kV. The subimage sampling 

can be chosen by fine tuning the scan step size (distance between the probe visiting positions or the pixel 

size) and the number of pixels. The field of view is determined by the number of subimages and the 

distance between them. In essence, the scan pattern is tuneable and the subimages can be placed next 

to each other in order to not skip any sample information in between the subimages. The block scanning 

strategy allows for an extended field-of-view up-to 200 - 250 nm as long as the Nyquist sampling criterion 

is satisfied inside each block. Figure 23 is an illustration of the block scanning technique on the cross 

section TEM sample of the 16 nm FinFET. The sample was oriented along the [110] zone axis. The 

subimage sampling is tuned so that each block consists of 3 ½ to 4 unit cells (1.5 x 2.2 nm2, Figure 23b) 

spanning approximately a total area of 192 x 282 nm2. There is a spacing of one block (1.5 nm in y and 2.2 

nm in z) between each block. Each block consists of 32 x 32 pixels, with a pixel size in y ≈ 0.047 nm and z 

≈ 0.069 nm (rectangular pixel). This rectangular scanning grid is used to satisfy the Nyquist criteria in each 

block in agreement with the rectangular lattice. Alternatively, we have also used a 64 x 64 pixel block, 

yielding a spatial resolution (block size) of 3 nm and a total field of view of 192 x 192 nm2 with no spacing 

between the blocks, using square sampling, as the Nyquist criterion for this field of view was easier to 

satisfy. 

The total number of pixels used was 4096 x 4096 in both cases resulting in 64 x 64 subimages. We will 

compare the performance of both sampling choices further on. We use a dwell time of 20-50 μs to make 

sure all settling time issues with probe positioning are stabilised and a good SNR is available. In principle, 

one unit cell is sufficient to allow measuring the vectorial distance between two neighboring atoms, which 

is all that is needed for strain measurement. Sampling multiple unit cells inside a block however comes 

with the advantage that there are many unit cells or repetitions on which e.g. scan distortions and local 

defects are averaged resulting in an increased precision. We show later in the results section that using 

on average more than 6 unit cells per block provides strain precision that outperforms the HRSTEM 

method in the slow scan direction. 

The precision of the strain measurement in principle is weakly dependent on changes in the pixel 

aspect ratio. In the presence of the scan distortions and detector noise, it is beneficial to sample multiple 

unit cells inside the block to increase the robustness of the non-linear fitting (block processing), which will 

be discussed in the next section. As these artefacts are unavoidable, a rectangular scanning grid can be 

useful as it allows to collect a similar number of samples per unit cell in the orthogonal [110] and [001] 

directions. 
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Figure 23 a) Experimental block scanning STEM image of a 16 nm FinFET in the long section b) showing individual 

blocks in the Si region and  each block consists of 32x32 pixels and covers approximately  31
2⁄  to 4 unit cells.  

The goal now is straightforward to extract lattice parameters from each of the individual 

subimages. Since there is a limited number of pixels inside each block, conventional techniques like GPA 

cannot be applied because GPA relies on information in the Fourier transform (FT) of the block. With 64 

x 64 or 32 x 32 pixels, the FT lacks the frequency resolution to estimate strain accurately and a more 

sophisticated approach is necessary to obtain high frequency resolution in the Fourier domain with a 

limited number of pixels or samples. Hence, a parametric approach is taken where a model-based fitting 

or regression is used to fit the image data in real space inside each block. Block scanning can be seen as 

an imaging equivalent of the NBED technique. However, contrary to the diffraction techniques, it could 

be prone to beam tilt induced distortion when scanning high fields of view. 

 

4.3. Non-linear regression and strain calculation 
 

Each block consists of a few atom columns (unit cells) and the atoms have a periodic lattice arrangement. 

This periodic lattice can be decomposed into a discrete sum of 2D sinusoids with only a few harmonics, 

analogous to a Fourier series decomposition of a periodic function. We construct a model F(x,y) for 

regression analysis by computing the Fourier transform (FT) of each block. This gives an indication of the 

expected sinusoidal components representing each block (Figure 24b) but suffers from the fact that the 

small image patches are not strictly periodic (even though the underlying crystal is) because of the 

incommensurate cut at the image boundaries. 

 
𝐹(𝑥, 𝑦) =  𝐴0 + ∑ ∑ 𝐴𝑚,𝑛𝑠𝑖𝑛(2𝜋(𝑛𝑓𝑥𝑥 + 𝑚𝑓𝑦𝑦) + ∅𝑚,𝑛)

𝑀

𝑚=0

𝑁

𝑛=0

  
(52) 
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Where, 𝐴0 is the background intensity, 𝐴𝑚,𝑛is the amplitude of the 2D sinusoids, 𝑓𝑥 and 𝑓𝑦 are the spatial 

frequencies in the cartesian coordinate system, ∅𝑚,𝑛 is the phase of the sinusoids and M and N are the 

maximum number of harmonics in the model. The Levenberg-Marquardt nonlinear least-square 

minimization [91] algorithm is applied to extract the parameters of the 2D model and using this regression 

method to compute the value of strain inside each sub-image. Since the model is nonlinear in 𝑓𝑥, 𝑓𝑦 and 

∅, the least square minimization algorithm requires a good initial guess to avoid getting stuck in a local 

minimum. The amplitude and phase of the sinusoidal components are estimated initially from the discrete 

2D FT at the specific location of each diffractogram spot. The background value is estimated from the 

mean intensity value in the subimage. An illustration of the initial guess and a subimage after fitting using 

the Levenberg-Marquardt algorithm is shown in Figure 24c and Figure 24d for a 64x64 pixel block. 

 

Figure 24 a) Raw data of a block and its corresponding FT b). The amplitude of the frequency spectrum is shown 
with the low frequency component or the background removed to highlight the higher order frequency 

components, since the higher order components are masked with the high intensity background c) Initial guess 
computed from the FT of the raw data and d) fitted block using Levenberg-Marquardt non-linear least squares 

minimization. The intensities of the data are normalised to have the same scale and better visualisation 

The frequency vector 𝐺 = (𝑓𝑥 , 𝑓𝑦) of the 2D sinusoids is inversely proportional to the lattice spacing of 

the crystal and gives a direct indication of the lattice strain after comparison with the reference frequency 

vector 𝐺0. The 2D distortion matrix D is given by: 

 𝐷 =  (𝐺𝑇𝐺0)
−1 − I  (53) 
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Where, I is the identity matrix and 𝐺𝑇 is the transpose of 𝐺. The strain  and rotation  are calculated as 

 
𝜀 =  

1

2
(𝐷 + 𝐷𝑇)  

(54) 

 

 
𝜔 = 

1

2
(𝐷 − 𝐷𝑇)  

(55) 

 

 

  

4.4. Experimental results 
 

A comparison of the proposed block scanning technique with the conventional raster scanning for a dwell 

time of 24 µs scanned over exactly the same area of a reference Si sample, which is assumed strain free 

is shown in Figure 25. At first, a comparison between GPA and the block processing(non-linear regression) 

was done to evaluate the performance of the block processing approach. Figure 25a and Figure 25b show 

the strain maps analysed for the raster scanned image with GPA and block processing approach. Block 

processing is applied on the raster scanned data by selecting 252 x 252 sub-images of 64x64 pixels, 

selected from the original 4096 x 4096 experimental image. Streaking artefacts in the horizontal direction 

are seen in the strain maps in the slow scan direction 𝜀𝑧𝑧 due to misalignment between adjacent rows 

originating from sample drift. In both cases the spatial resolution is approximately 3 nm, determined by 

the selected subimage (block) size for the block processing and the appropriate choice of the mask in the 

Fourier space for GPA.  

The resulting strain maps (Figure 25 a,b) look qualitatively similar and quantitatively, the precision 

obtained in the slow scan direction 𝜀𝑧𝑧 using GPA and block processing is  

11.6 x 10-3 and 10.6 x 10-3 respectively. The precision obtained in the slow scan direction is not reliable to 

extract device information. The precision in the fast scan direction is 2.8 x 10-3 for GPA and 2.9 x 10-3 for 

block processing. The fact that both processing methods lead to comparable results,  demonstrates the 

suitability of the  block processing algorithm. Figure 25c shows the strain map with block scanning and 

block processing. The standard deviation on the strain observed in the slow scan direction for the block 

scanning is 3.6 x 10-3 demonstrating a more than threefold improvement in the precision is possible using 

the proposed block scanning technique. In the fast scan direction, the precision value obtained was 2.2 x 

10-3 slightly outperforming the conventional raster scan. 
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Figure 25 Comparison of strain performance of conventional raster scanning with the a) GPA analysis and the b) 
block processing approach. The raster scanned image is segmented into blocks and block processing (Non-linear 
fitting) is applied to each block. c) Block processing applied on the block scanning image. The strain maps shown are 
along the fast scan εyy and the slow scan εzz direction on an unstrained Si reference sample. The data acquisition is 
performed  with a  pixel dwell time of 24 μs, 85 pA beam current at 300 kV .The block size is 64x64 pixels spanning 
approximately  3x3 nm2. Note the qualitatively similar result between GPA (a) and block processing (b) for the raster 
scanned images and a significant reduction of drift induced artefacts in the block scanning case (c), especially for εzz. 

Now that we have established the potential for strain mapping, we apply the technique on the 16 

nm Finfet and evaluate the results against Bessel beam diffraction experiments on the same sample. 

Experimental strain maps analysed with a 64 x 64 pixel block configuration on the 16 nm FinFET in the 

cross and the long section configurations are shown in Figure 26 with respect to the underlying Si 

substrate as reference. Spatial maps and line profiles are compared with the Bessel diffraction results.  

The strain value in the Ge region (initially computed with Si as reference) is converted to bulk Ge 

as reference, because the actual strain with respect to the same Ge material is of importance. Table 3 

shows the strain values in the Ge region calculated after conversion to the bulk Ge reference. Analysing 

the values reveals that the strain is almost relaxed in the x direction (across the fin), which can be 

understood due to the small width of the fin [11], where the lateral dimension of Si0.3Ge0.7 (~16 nm) is 

smaller than the thickness of the grown Ge layer (~25-30 nm). There is a compressive strain along the fin 

in the Ge region which can be understood from the lattice mismatch between the Si0.3Ge0.7 and the Ge 

channel. Due to the compression of the lattice in the y direction, there is a small tensile strain in the 

vertical direction in z, due to the Poisson effect. 
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Figure 26 Strain/lattice mismatch maps on the 16 nm FinFET in the cross section and the long section and a 
comparison with the Bessel diffraction technique with respect to the Si substrate. The line profiles are averaged 
over 16 nm as indicated in the dashed blue box in the strain maps. The HAADF image on the left shows the cross 

section and the long section of the 16 nm FinFET and the Ge area is highlighted in red. 

The block scanning technique probes on the local unit cell level and if any defects are captured in 

the subimages, results in the highlighting of the local defect as an artefact as observed in Figure 26. The 

Bessel diffraction method intrinsically averages over a larger probe size, making it less prone to e.g. local 

defects. Both the methods are different also in another subtle aspect: the different incoming probes and 

detection methods will lead to entirely different depth of focus effects which may become relevant in 

samples where strain is a function of depth in the sample. This can be observed e.g. in  the TEM samples 

in the long section (Figure 3), where one can notice that the v-shaped interface between the Si and 

Si0.3Ge0.7 is buried. This results in probing the average strain of the Si and Si0.3Ge0.7 near the interface for 

the Bessel diffraction owing to the lower depth resolution of the Bessel beams as opposed to the HRSTEM 

probe used for the block scanning. The latter, having a much higher depth resolution and being focused 

on the top-surface of the sample, may not detect the strain of buried sections of the sample. This can be 

observed in the line profiles of 𝜀𝑦𝑦 and 𝜀𝑧𝑧 in Figure 26, where a gradual Si – Si0.3Ge0.7 interface is observed 

for the Bessel diffraction, while a sharp interface is observed for the block scanning. The former is related 

to the average strain over the sample thickness, while the latter appears to measure only the strain in the 

sample’s top surface (as observed for the v-shape interface buried within 8 nm from the top surface) . 
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This is understandable, given that the top surface of the sample has a dominant contribution to the HAADF 

signal implying that the strain information throughout the thickness of the sample is not deciphered.  

The strain precision per block was measured as the standard deviation over the Si reference and 

for the block scanning the precision is 1 × 10−3  in the fast scan direction and 3 × 10−3 in the slow scan 

direction. The precision is slightly lower in the slow scan direction due to drift and distortions that can still 

take place during the line scan inside a block, but the effects are reduced drastically in comparison to the 

conventional raster scan (with a three fold improvement as demonstrated in Figure 25).  The precision 

decreases three-fold with the use of 32 x 32 pixel blocks due to the lesser number of pixels used to 

estimate the parameters of the model. 

Table 3 Average strain values measured in the Ge region. The error values are the standard deviation of strain in the 
Ge region. The error values show higher standard deviation in  𝜀𝑦𝑦 and 𝜀𝑧𝑧 for Bessel indicating that the deviation 

could be due to sample non-homogenity or the amorphous SiO2 surrounding the finFET (More details in finFET strain 
comparison  in section 6.4) 

Technique 𝜀𝑥𝑥 𝜀𝑦𝑦 𝜀𝑧𝑧 

Block scanning (-3 ± 2) x 10-3 (-15 ± 2) x 10-3 (6 ± 3) x 10-3 

Bessel (-3 ± 1) x 10-3 (-14 ± 2) x 10-3 (4 ± 3) x 10-3 

 

 

4.5. Sinusoidal harmonic model validation 
 

To further validate the model based estimation of strain from block images, HAADF multislice simulations 

were performed to generate hypothetical noise free HAADF images that are devoid of scan distortions 

and sample drift (Figure 27a). These simulations allow us to determine the potential presence of bias in 

the regression process due to the use of a simplified harmonic model for the underlying image formation. 

The aberration values were chosen close to the experimental conditions with defocus = 2 nm, two fold 

astigmatism A1 = 966.8 pm and spherical aberration Cs = -274.8 nm. The parameters were estimated using 

the probe corrector software during the start of the experiment. Images of a layered strained structure 

of Si are simulated by artificially varying the lattice parameter with strain values varying from -0.05 up to 

0.05 on top of an unstrained Si substrate. The size of individual blocks was set to 64 x 64 pixels (Figure 

27a).  The simulated data was then treated with the same optimisation algorithm as used for the 

experimental images. 
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Figure 27 a) Simulated block of 64x64 size and 3x3 nm2 area c) Strain map showing the simulated layered 
structures with strain profiles from -0.05 up to 0.05 on top of an unstrained structure d) Line profile obtained from 

the strain map averaged horizontally across 16 nm b) Strain error, which, is a combination of precision and bias, 
calculated as a function of SNR under the addition of Poisson noise 

The best possible precision and accuracy as calculated on the simulated subimage data set of 64 x 64 

pixels (spatial resolution/subimage size of 3 nm) are 2 × 10−4 and 4 × 10−4 respectively. These values 

are highly attractive for strain mapping in nanostructures. The small amount of bias leading to a finite 

accuracy is due to the simplified model that represents the HAADF image with a sum of a few sinusoids 

with their harmonics and might include numerical uncertainties. It is observed that there is a slight bias in 

the strain value depending on the position of the crystal lattice in the subimage. This bias decreases 

significantly when increasing the number of pixels in a subimage and varies also with the number of unit 

cells inside the block or indirectly to the periodicity of the sinusoids. This is confirmed by simulating two 

data sets: 1) 32 x 32 pixels block with 1.5 nm spatial resolution (block size) and a 2) 64 x 64 pixels block 

with 3 nm spatial resolution. The accuracy improves significantly from 2 x 10-3 in the former case to 4 x 10-

4 in the latter clearly indicating the significance of spatial resolution i.e., the number of 

repetitions/periodicities of the unit cell inside the sub-image that determines the accuracy of parameter 

estimation of non-linear sinusoidal model. In a realistic scenario, increasing the number of pixels in a 

subimage would also lead to more drift inside the block and this would experimentally lead to more 

distortions in the slow scan direction. Hence, there is a trade-off between the number of pixels inside a 

block (and the spatial resolution) and the attainable precision and accuracy. In addition, Poisson noise 

was added to the simulated subimage to mimic the counting noise of the HAADF detector (Figure 27b). It 
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can be noticed that the precision scales,  as expected, as a square root function of the number of counts, 

with a plateau setting in from an SNR of about 20 dB.  This indicates that the systematic errors are 

introducing a bias from this point on. The bias can be due to sampling, model inaccuracies and numerical 

implementation, and should not influence the result more than 4 x 10-4. This bias effect we find is far 

lower than any of the experimental precision results obtained throughout this manuscript and conclude 

that for our purposes the harmonic model is more than sufficient to model the underlying image data. 

During the experimental data acquisition, we choose a beam current of 85 pA at 300 kV during 

image acquisition. A convergent beam electron diffraction (CBED) pattern is simulated and the expected 

number of electrons N falling on the HAADF detector (with an inner collection angle of 44 mrad and outer 

angle of 190 mrad) is estimated for the given current and the acquisition time of 24 µs. The SNR is 

calculated as N following the Poisson statistics, which yields an SNR of 16 dB for the experimental data. 

At this level of SNR, we expect the precision to be dominated by the remaining bias issues and are no 

longer SNR limited. Moreover, in the practical realisation of the experiment, more sources of bias exist, 

such as sample drift and probe control inaccuracies that will further increase the effect of bias on the 

obtained strain values. 

To finally evaluate the model on the experimental data, a NRMSE (normalised root-mean square 

error) between the fitted model and the experimental data of the 16 nm finFET long-section (Figure 3) is 

shown in Figure 28. NRMSE is a measure of similarity between 2  data sets or models with different 

intensity scales. It ranges between 0 to 1 with 0 being the most similarity between the data set and the 

model, and 1 representing the highest deviation between both sets. It is calculated as the division 

between the RMSE (root-mean-square error) and the range of the data set. 

 
𝑁𝑅𝑀𝑆𝐸 =  

𝑅𝑀𝑆𝐸

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
  

(56) 

 

 
𝑅𝑀𝑆𝐸 = ∑

(𝑥 − 𝑥𝑚𝑜𝑑𝑒𝑙)
2

𝑁𝑁
  

(57) 

 

Where 𝑥 = data points, 𝑥𝑚𝑜𝑑𝑒𝑙 = data points from the model, N = number of data points, 𝑥𝑚𝑎𝑥 = 

maximum of the data, 𝑥𝑚𝑖𝑛  = minimum of the data 
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Figure 28 Normalised Root Mean square error (NRMSE) of the 16 nm FinFET long section in the range [0,1], after 

fitting each block with the model. Some features exist near the interface, indicating that here, our assumption of 

uniform strain in the sample thickness direction is not valid. The mean and standard deviation of the NMRSE are 

0.09 and 0.04 indicating a good fit with the model. There is no particular trend seen in the plot (apart from the 

interface) indicating that the residuals are indeed random and the model is a good representation of the data. 

 

We observe a higher residual near the Si - Si0.3Ge0.7 interface due to the reduced contrast in the subimages, 

related to the projection of regions where strain is not uniform across the thickness of the sample. Such 

non-uniformity breaks the alignment of the atoms along the direction, leading to lower ‘high-resolution’ 

contrast and apart from this region, the residual is featureless. Hence, to conclude the section, the model 

is evaluated against simuated and experimental data and the results indicate that the model is adequate 

for the underlying atomic resolution subimages. 

4.6. Conclusion 
 

The block scanning technique efficiently minimizes the drift and slow scan distortions that are typically 

hindering the use of HRSTEM imaging for strain measurement. Moreover, the method provides a larger 

and flexible field of view in comparison to conventional HRSTEM imaging while maintaining a reasonable 

recording time and total electron dose.  An analytical harmonic model is constructed for each individual 

subimage starting from initial parameters obtained from its Fourier transform. Using model based non-

linear fitting, the parameters of this model are estimated and reveal the local strain in each block 

independently. This technique is demonstrated on a 16 nm FinFET device, and the measured strain is 

compared with the Bessel diffraction setup. Although the precision obtained with the block scanning 

technique is comparable to HRSTEM and slightly below what is attainable with Bessel diffraction, the 

technique offers a much wider field of view in comparison to conventional HRSTEM and requires no 

specialised diffraction cameras which suffer from longer exposure times due to limitations in readout 
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speed. The technique is also data efficient in comparison to diffraction techniques and is computationally 

straightforward to implement. 
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Chapter 5: High resolution tomography 
 

The TEM techniques discussed in the previous chapters are based on strain analysis of projection images 

or diffraction patterns along specific crystallographic zone axes. To calculate strain along the three 

cartesian coordinates, in principle two orthogonally prepared samples are necessary i.e., along the cross 

section and the long section (Figure 3). Even though with this approach, we extract strain information 

along the x,y and z coordinates, it is not a true representation of 3D strain because of the inability to 

decipher the strain distribution along the projection direction. So far, there hasn’t been a technique to 

measure strain in 3D for Si-Ge semiconductor devices. In this chapter, we approach this problem by 

attempting high resolution (atomic) tomography which is a technique capable of providing a three 

dimensional reconstruction of the sample/crystal under consideration, as such enabling the visualisation 

of the atomic arrangement through the crystal. This potentially provides us with a complete 3D strain 

analysis of the sample and this chapter will explore this potential. One of the main challenges for this 

technique is the sample preparation because unlike nanocrystals which are studied in literature[92,93], 

semiconductor devices require FIB prepared samples. Such samples are prone to ion-beam induced 

damage resulting in a thick amorphous sidewall (~25 nm), inhibiting imaging high-resolution atomic 

features. Hence, sample preparation methods to overcome this limitation are described in section 5.2.1. 

In the next section, we will present a high resolution tomography experimental protocol starting from 

image acquisition to alignment and 3D reconstruction. Once a 3D reconstruction is obtained, 3D GPA will 

be implemented to analyse strain directly in 3D and the measured strain values will be compared with 

diffraction-based techniques like NBED and Bessel diffraction. The proof-of-concept results obtained by 

high resolution tomography-based 3D strain analysis on Si-Ge test/blanket structure will be discussed 

along with the advantages and limitations. 

5.1. Introduction to high resolution electron tomography 
 

Modern aberration corrected TEM provides the capability to image individual atomic columns of the 

specimen with a spatial resolution well below 0.1  nm. In semiconductor metrology, the acquired TEM 

images are mostly projection images of the crystal specimen along one of the crystallographic zone axis. 

Hence, they lack the ability to visualise the individual atomic arrangement along the projection direction 

or the thickness of the sample. “Electron tomography” can overcome this problem by computing a 3D 

reconstruction of the specimen from various projection images acquired along different tilt angles. 

Electron tomography in combination with HAADF STEM, for which the image contrast depends on the 

composition (approximately Z2 with Z being the atomic number) and thickness, satisfies the projection 

requirement [94]. The projection requirement states that each projection image of a tilt series for electron 
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tomography should be a monotonic projection of a physical property of the sample under investigation 

[95,96]. On the other hand, TEM imaging does not necessarily satisfy the projection requirement for the 

crystalline samples due to diffraction contrast arising when the sample is orientated along a zone axis, 

which is not a monotonic variation as a function of thickness or atomic number [97]. Ever since the 

demonstration of electron tomography in combination with HAADF STEM by Midgley and Weyland [94], 

electron tomography has become a major characterisation method in material science [92,93,98–101] for 

example, characterisation of core-shell heteronanocrystals [102,103]. 

 

5.1.1. Basic theory and principle of electron tomography 
 

In 1917, mathematician Johan Radon laid out the theory of projections [104]. According to the theory, the 

projection of an object function 𝑓(𝑥, 𝑦) can be described by a line integral along the projection direction. 

 ( , ) ( , )
L

F t f x y ds =    (58) 

 

where, 𝑑𝑠 is the differential element along the projection direction. The Radon transform converts a 

cartesian coordinate object function in (𝑥, 𝑦) into Radon coordinates [104] (𝑡, 𝜉), with 𝑡 being the distance 

of the projection line from the origin and 𝜉 is tilt angle with respect to 𝑥. A number of these projection 

images (Radon transformed images) can be back-projected using algorithms like FBP (Filtered-Back 

projection) [105], resulting in the reconstruction of the original 2D/3D object. In essence, the analytical 

reconstruction techniques like FBP require a continuum of slices of the Fourier space to ascertain the 

object information. However, in experimental tomography, a limited number of slices/ tilt angles are 

obtained for example, due to the limited tilt range of the sample holder and this leads to a “missing 

wedge” [88]. In practice, the 2D projection images are analogous to slices in the Fourier space and each 

slice is oriented perpendicular to the projection direction. Due to the limited number of projection 

directions, the Fourier space is not entirely sampled, resulting in the “missing wedge”. For example, for a 

tilt range of -70° to 70° results in a missing wedge of 40°. Missing wedge artefacts greatly influence the 

reconstruction quality, leading to resolution loss especially in the direction perpendicular to the tilt axis 

[94]. In the next section, we will introduce algebraic reconstruction techniques that provide an improved 

reconstruction by exploiting a model based approach and the optional ability to incorporate prior 

knowledge of the object or the data acquisition. 
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5.1.2. Algebraic reconstruction algorithm 
 

Algebraic reconstruction techniques (ART) provide a more accurate reconstruction for the limited tilt 

series images (e.g. -70° to 70°) in comparison to analytical techniques like Filtered-Back projection (FBP) 

[105] and in a computationally efficient manner. ART relies on iterative reconstructions where the initial 

reconstruction starts with a computed back projection of the experimental images, similar to FBP. Next, 

the initial reconstruction is forward projected to simulate projection images. Ideally, the simulated 

projection images should be in agreement with the experimentally acquired projection images. However, 

in reality there is a discrepancy due to the limited number of projection angles and the noise in the 

acquired images. This discrepancy is also referred to as “projection distance” and is minimised iteratively 

until a minimum is reached [106]. ART can be discretized mathematically into a set of linear equations: 

 𝐴𝑥 = 𝑏 (59) 

 

where, 𝑏 is the set of projection images,  𝐴 is a sparse matrix whose values 𝐴𝑖𝑗  represent the relative 

contribution of the voxel 𝑖 to the 𝑗𝑡ℎ projection ray or the sinogram and 𝑥 is the 1D array forming the 

unknown object.  The easiest manner to determine 𝑥 is to find the inverse of 𝐴. However, a typical 

tomography experiment consists of a limited number of projection images and the number of unknowns 

𝑥 outnumbers the number of known projections 𝑏 by far. Thus, the system of linear equations in eq. 59 is 

underdetermined and the matrix 𝐴 is ill-posed. Hence, instead of computing the inverse of the matrix 𝐴, 

the reconstruction is achieved by minimizing the norm of the projection distance, i.e. ‖𝐴𝑥 − 𝑏‖ in an 

iterative manner.  

ART sequentially updates the reconstruction by considering one projection image at a time 

[107,108]. A modified approach was proposed by Gilbert where, instead of sequentially updating the 

reconstruction, all the projection images are used to optimize the reconstruction at once. This modified 

approach is referred to as the SIRT (Simultaneous Iterative Reconstruction Technique) [109]. SIRT 

drastically improves the reconstruction in the presence of noisy projection images. For SIRT, the updated 

value of 𝑥𝑗 (an element in 𝑥) in the 𝑘𝑡ℎ iteration is given by 

 

𝑥𝑗
𝑘 = 𝑥𝑗

𝑘−1 +

∑ (
𝐴𝑖𝑗(𝑝𝑖 − ∑ 𝐴𝑖𝑙𝑙 𝑥𝑙

𝑘−1

∑ 𝐴𝑖𝑙𝑙
)𝑖

∑ 𝐴𝑖𝑗𝑖
 

(60) 

 

To date, SIRT remains the most popular reconstruction algorithms in the field of electron tomography in 

materials science and is also applied for 3D reconstructions throughout this thesis. Since algebraic 

reconstruction methods use a model based approach for the data and account for imperfections in the 
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data, they provide better reconstruction in comparison to analytical methods, especially given the limited 

number of tilt or projection images. Even though ART and SIRT are computationally heavy in terms of 

processing time, the workload is partly compensated with the emergence of GPUs (graphical processing 

unit) and parallel computing, which have enabled efficient implementation of the necessary forward and 

back projections such that the computational load remains limited. The ASTRA toolbox [110–112] is one 

such open source libraries providing the necessary services. The ASTRA toolbox is a MATLAB and PYTHON 

toolbox of high performance GPU primitives for 3D and 2D tomography. It is GPU accelerated through 

CUDA (Compute Unified Device Architecture) and directly callable from MATLAB, enabling higher 

reconstruction speeds in comparison to the CPU counterparts.  

5.2. Strain tomography of Si-Ge semiconductor material 
 

So far the techniques investigating strain in semiconductor devices as discussed in previous chapters are 

measuring strain in 2D projection images and high resolution tomography potentially provides a novel 

approach to measure 3D strain in Si-Ge semiconductor materials. Even though high-resolution 

tomography has been a successful technique for 3D characterisation of metallic nanoparticles 

[92,93,103,113,114], it is a challenge for Si-Ge materials due to the FIB sample preparation and the lower 

atomic number of Si(Ge) (resulting in lower HAADF imaging contrast) in comparison to e.g Au or Ag. 

Therefore, we propose a number of steps for HR tomo experimentation on semiconductor materials like 

1) A dedicated needle shaped sample preparation using FIB and a final low keV polishing in order to reduce 

the amorphous FIB side-wall damage (~25 nm) 2) Needle shaped symmetrically-thick samples (section 

5.2.1) are mounted on the Fischione 2040 (Appendix 3) double tilt tomoholder. This is because the holder 

provides dual axis freedom (rotation and tilt) for alignment and tiliting along different cyrstallographic 

zone axes during tomographic tilt series acquisition 3) Molybdenum grids are used instead of conventional 

Cu TEM grids. This is because the clamping mechanism of the Fischione 2040 holder induces a slight 

bending of the grid when using conventional copper grids, resulting in precession motion instead of pure 

tilt during tomography tilt series acquisition. However, molybdenum grids proved to be much stiffer and 

resistant towards bending.  

To investigate the ability to determine the 3D-strain distribution with electron tomography we 

used a blanket structure as a test sample (Appendix A2.1). A test/blanket structure is chosen for the 

experiment instead of the actual device (16 nm finFET), since a blanket structure is exhibited to be 

homogeneously strained in the in-plane direction and dimensions exceeding upto 100 µm on the wafer. 

The increased size of the blanket makes it easier to prepare symmetrical needle FIB structure (~45 nm in 

diameter) and thus, such sample is an ideal candidate for the proof of concept experiment and is discussed 

in detail in section 5.2.1.  
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Figure 29 illustrates the workflow for high resolution tomography to acquire 3D reconstruction from a 

transmission electron microscope. The different steps will be discussed in more detail below. 

 

 

Figure 29 3D strain measurement work flow 

5.2.1. TEM sample preparation 
 

In situ lift out in a focussed ion beam/ scanning electron microscope (FIB/SEM) is a common method to 

prepare TEM samples from the bulk. In order to extract high resolution atomic features at various tilt 

angles, it is necessary to obtain relatively thin samples (< 50 nm). Needle shaped samples are prepared 

for the high resolution tomography experiment. Needle shaped samples are symmetric around the 

rotation axis and the thickness variation across different projection directions is ideally constant. This is 

in contrast to a conventional planar lamella or a square shaped lamella where the thickness increases 

rapidly as a function of tilt angle (impacting the high resolution features) and thus limiting the tilt range 

of the projection images resulting in increased missing-wedge [115]. Thus needle shaped samples enable 

higher tilt range in comparison to square or planar lamella where the tilt range is usually restricted to (< 

±45°) and thus limiting the resolution degradation especially in the direction perpendicular to the tilt axis 

due to the missing-wedge.  

Figure 30b and Figure 30c show the needle sample prepared from the blanket structure. 
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Figure 30 a) Overview of the blanket structure made up of layers of strained Ge (sGe), Si0.3Ge0.7 on Si substrate b) 
SEM image showing the overview of the needle sample c) TEM image near the tip taken along the [110] zone axis 

d) FFT of the needle sample image in c) indicating the presence of high resolution atomic features and the quality of 
the sample for high resolution imaging 

FIB prepared needle samples are prone to ion beam induced damage creating a thick layer (~25 nm) of 

amorphous material surrounding the sample. This thick layer of amorphous damaged material is 

detrimental when trying to obtain high resolution features due to diffuse scattering from the amorphous 

region [116]. Hence, low keV polishing (accelerating voltage ~2 keV) at the end of the sample preparation 

was performed to reduce the amorphous damage layer to less than 5 nm [117]. 

For this purpose, the ion beam is scanned in a ring shaped pattern, targeting the amorphous 

sidewalls of the needle. It is crucial to have a precise placement of the ring pattern on top of the needle 

for a symmetric reduction of the amorphous damage (Figure 31a). One relies on alignment markers or 

edges for such alignment for FIB instruments that lack spatial resolution especially at low keV acceleration 

voltage, and hence perfectly placing the ring pattern on top of the needle is challenging. This indirect 

approach for alignment could lack the precision for placement leading to non-symmetric removal of 

amorphous sidewall in some cases (Figure 31b). 
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Figure 31 a) A low kV sidewall polishing is performed by scanning the ion beam in a ring pattern. The pattern needs 
to be placed precisely on top of the needle, otherwise it can result in non-symmetric removal of amorphous damage 
as shown in b) with the amorphous layer on the right side of the needle considerably thicker (~18 nm) than the on 

the left portion (~2 nm) and thus hampering the acquisition of high resolution images at various tilt angles. 

 

5.2.2. Tilt series acquisition 
 

HRSTEM images were taken at angles ranging from -70° to +70°. Although, it must be noted that needle 

shaped samples in principle, provide a complete 360° tilt range when using an on-axis tomography holder 

(Fischione 2050). However, the on-axis holder lacks the flexibility to align perfectly in zone axis, which is 

an essential requirement for high resolution imaging and tomography. Hence dual axis holder (Fischione 

2040) is used for alignment purpose, however on the other hand the the tilt range in this holder is limited 

to ±70°. The acceleration voltage was set to 300 kV for maximum resolution. Since the total acquisition 

time for the tomography experiment can range from 1-2 hours (dose required for all tilt images and 

repositioning and refocussing the sample at every tilt angle), it is essential to work with lower beam 

currents and the overall dose to reduce beam damage. Hence, we selected a beam current of 35 pA 

(measured screen current).  

Since HRSTEM imaging of the projection images are prone to scan distortions in the slow scan 

direction (chapter 4), series of fast acquisition images were taken which are later averaged and corrected 

for slow scan distortions and sample drift using rigid and non-rigid image registration methods [50]. Please 

note that the field of view is rather limited (~50 – 55 nm) due to the time required for large field of view 

imaging and the required number of pixels in the image. The pixel dwell time chosen for fast acquisitions 

was 0.4 µs and for a total of 4096 x 4096 pixel image, the resulting frame time was approximately 6.7 s.  
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5.2.3. Image and tilt axis alignment 
 

Due to imperfections of the goniometer stage, relatively small nanoscale shifts of the specimen occur in 

the tilt series images. Hence, the recorded images need to be corrected for shifts and registered prior to 

the reconstruction. The most common procedure to estimate image shifts is by calculating the phase 

correlation between a reference image and a shifted image. Phase correlation between two images is 

calculated by taking the inverse Fourier transform of the normalised cross-spectrum [118]. It is in essence 

the same as cross correlation, but the cross correlation is computed on real space images while phase 

correlation is computed in the Fourier space resulting in a different computation path. The peak position 

of the phase correlation matrix is used to determine the relative shifts between the images (Figure 32c).  

 

Figure 32 Tilt series images at a) 40° and b) 42°. Phase correlation between images a) and b) and the peak maximum 
indicates the relative shift between the two images. Ideally the peak should be centered for well aligned images. 

Also for the tomographic reconstruction algorithm, the computational tilt axis needs to be aligned with 

the experimental one. Any possible misalignment could lead to streaking artefacts in the reconstruction 

resulting in lowering the reconstruction quality and further hampering the quantification. 

 

5.3. Result 
 

5.3.1. 3D reconstruction 
 

Once all the tilt series images are aligned, they are used as input for the 3D reconstruction algorithm. In 

this thesis, we use the SIRT reconstruction algorithm.  A combination of ASTRA toolbox with MATLAB 

scripting is used for alignment and reconstruction.  
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Figure 33 a) 3D reconstruction of the tip of the needle consisting of strained Ge and Si0.3Ge0.7 strain relaxed buffer 
(SRB) b) Enlarged area  of the interface clearly illustrating the high resolution atomic features c) The 3D 

reconstruction gives access to the atomic arrangement inside the specimen, which is visualised through slices 
acquired through the reconstructed volume d) 3D Fourier transform of the reconstructed volume in b) where the 

individual reflections correspond to the lattice fringes in the reconstruction. 

Figure 33a shows the tomographic reconstruction of the tip of the needle. The full structure is 

reconstructed at a maximum of 1024 x 1024 x 1024 pixel resolution. The size of the reconstruction 

depends directly on the RAM size and the GPU capability. The RAM size for the current analysis is 64 GB. 

As a first approximation, considering the space complexity of 3D GPA increasing linearly as a function of 

the 3D array size and for a full 4k resolution reconstruction, would require a RAM size of 4TB.  Hence given 

the limited RAM size, here we attempt a 2k pixel resolution reconstruction and for this purpose a 

subregion near the Ge and Si0.3Ge0.7 interface (Figure 33b) is cropped along the z direction. Hence the field 

of view is downgraded while maintaining 2k pixel resolution and cropping along the z direction is allowed 

because it is parallel the rotation axis and perpendicular to all the projection directions. Since z is 

perpendicular to all the projection directions, cropping the projection images along this direction for a 

subsequent 3D reconstruction does not violate the projection requirement [119]. The 3D reconstruction 

provides information of the atomic arrangement inside the tomographic specimen (Figure 30b). and is 

used to calculate strain along the thickness or the projection direction, which is lacking in the 2D 

techniques investigated in the previous chapters.  
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5.3.2. 3D strain 
 

 Strain is calculated by extending the GPA analysis to three dimensions. The displacement field 𝑢⃑⃑ 

along the three cartesian coordinates is  

 (

𝑢𝑥

𝑢𝑦

𝑢𝑧

) = −
1

2𝜋
(

𝑔1𝑥 𝑔1𝑦 𝑔1𝑧

𝑔2𝑥 𝑔2𝑦 𝑔2𝑧

𝑔3𝑥 𝑔3𝑦 𝑔3𝑧

)

−1

(

𝑃𝑔1

𝑃𝑔2

𝑃𝑔3

) 

 

(61) 

 

(𝑔1⃑⃑⃑⃑⃑, 𝑔2⃑⃑⃑⃑⃑, 𝑔3⃑⃑⃑⃑⃑) are the reciprocal vectors/reflections chosen in the Fourier space. The chosen reflections 

should not lie on a plane that is passing through the centre. Otherwise, it would make the matrix 𝐺 =

(

𝑔1𝑥 𝑔1𝑦 𝑔1𝑧

𝑔2𝑥 𝑔2𝑦 𝑔2𝑧

𝑔3𝑥 𝑔3𝑦 𝑔3𝑧

) singular and its inversion to not exist. This condition is similar to choosing reflections 

that are non-collinear in the case of 2D GPA. 

All the strain tensors can be calculated using the tomographic approach due to the three dimensional 

information of the crystal lattice. The strain tensors are calculated as:   

 

[

𝑒𝑥𝑥 𝑒𝑥𝑦 𝑒𝑥𝑧

𝑒𝑦𝑥 𝑒𝑦𝑦 𝑒𝑦𝑧

𝑒𝑧𝑧 𝑒𝑧𝑥 𝑒𝑧𝑧

] = −
1

2𝜋
(

𝑎1𝑥 𝑎2𝑥 𝑎3𝑥

𝑎1𝑦 𝑎2𝑦 𝑎3𝑦

𝑎1𝑧 𝑎2𝑧 𝑎3𝑧

)

(

  
 

𝜕𝑃1
𝜕𝑥

⁄ 𝜕𝑃1
𝜕𝑦⁄

𝜕𝑃1
𝜕𝑧

⁄

𝜕𝑃2
𝜕𝑥

⁄ 𝜕𝑃2
𝜕𝑦⁄

𝜕𝑃2
𝜕𝑧

⁄

𝜕𝑃3
𝜕𝑥

⁄ 𝜕𝑃3
𝜕𝑦⁄

𝜕𝑃3
𝜕𝑧

⁄
)

  
 

 

(62) 

 

where, (𝑎1⃑⃑⃑⃑⃑, 𝑎2⃑⃑⃑⃑⃑, 𝑎3⃑⃑⃑⃑⃑) are the three lattice vectors in the real space which have a reciprocal relation to 

(𝑔1⃑⃑⃑⃑⃑, 𝑔2⃑⃑⃑⃑⃑, 𝑔3⃑⃑⃑⃑⃑). (𝑃1, 𝑃2, 𝑃3) are the geometric phases associated with the selected reflections in the Fourier 

space.  

Figure 34, shows the strain map obtained by 3D GPA applied to the reconstructed cylindrical volume of 

the blanket structure in Figure 33b. The 𝑥, 𝑦 and 𝑧 directions are chosen such that they are parallel to 

[110], [11̅0] and [001]. The xy directions form the in-plane directions and z is along the axis of the 

cylinder or more specifically the growth direction.  
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Figure 34 Normal strain along the x,y,z direction of the cylindrical reconstructed 3D volume near the Ge and 
Si0.3Ge0.7. Qualitatively we see the strain/lattice mismatch along the x and y inplane directions to be negligible. This 

means that the Ge layer is conforming with the lattice parameter of Si0.3Ge0.7 in the xy directions due to epitaxial 
confinement. A tensile strain is observed in the vertical z direction due to poisson effect.   

 

we quantify the strain in the Ge channel with respect to bulk Ge and is tabulated in Table 4. The measured 

lattice mismatch between Ge and Si0.3Ge0.7 is used to calculate the strain in the Ge channel. The procedure 

is explained in detail in Appendix 5.  

By analysing the strain values, we notice that the Ge is compressively strained in the in-plane 

directions, since the lattice parameter of Ge is larger than that of Si0.3Ge0.7 and due to epitaxial growth the 

Ge layer is expected to conform with respect to Si0.3Ge0.7 SRB. Due to the compression in the in-plane 

directions, tensile strain is observed in the vertical direction due to the Poisson effect.  

Table 4 Strain comparison in the Ge layer of the blanket structure. The values quoted are the average strain values 
in the Ge region. The strain values for HR tomography is calculated after averaging the strain values in the 3D strain 
volume along the  projection direction [110]. This step is to opted for comparison with the diffraction techniques that 
are operating on the diffraction patterns obtained along the [110] projection direction. The error values are the 
standard deviations in the measured strain values in the Ge region. 

Technique 𝜀𝑥𝑥 𝜀𝑦𝑦 𝜀𝑧𝑧 

Nano-beam electron 

diffraction 

(-10.9 ± 0.7) x 10-3 (-9 ± 0.9) x 10-3 (3.3 ± 0.6) x 10-3 

Bessel diffraction (-11 ± 1) x 10-3 (-10 ± 1) x 10-3 (3 ± 1) x 10-3 

High-resolution 

tomography 

(-8 ± 4) x 10-3 (-6 ± 4) x 10-3 (5 ± 4) x 10-3 
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In order to directly compare with the existing diffraction techniques such as NBED and the Bessel 

diffraction that are operating on a projection scheme, strain measured from the high-resolution 

tomography is also calculated in projection. We opt this procedure by averaging the 3D strain from the 

reconstruction volume (Figure 34) along a particular projection axis or zone axis i.e., in this case the [110] 

zone axis. Please note that the strain variations observed in Figure 34 is significantly higher (~0.02 to 0.05) 

than the quoted standard deviation values in Table 4 for HR tomography. This is because the strain is 

averaged along the [110] projection in order to compare with the projection techniques (NBED/Bessel) 

and this can explain the discrepancy in standard deviation. Even though qualitatively the techniques 

match in terms of directions of strain, quantitatively, we observe a discrepancy between the measured 

average strain values.  

The lower strain values in the 𝜀𝑥𝑥 and 𝜀𝑦𝑦 for HR tomography could possibly be related to the sample 

relaxation in the needle sample due to the reduced thickness of the sample ranging from 40 – 50 nm. The 

measurements for NBED and Bessel diffraction on the other hand, are performed on two perpendicular 

cross-section and long-section lamellae. The 𝜀𝑥𝑥 and 𝜀𝑦𝑦 are along the width of the lamellae (around 1-2 

µm) and hence smaller relaxation effects are believed to occur. However, 𝜀𝑧𝑧 in the case of NBED and 

Bessel diffraction is affected indirectly due to the relaxation through the thickness/ projection direction 

of the lamellae, which is impossible to measure for these techniques. On the other hand, the 𝜀𝑧𝑧 for HR 

tomography is influenced by the sample relaxation in both the x and y directions and hence can explain 

the difference with respect to diffraction techniques. Therefore, a direct comparison would not be feasible 

without considering the differences in the thickness of the samples and the associated relaxation effects. 

This would require further relaxation analysis using Finite-element methods [120] and will not be 

discussed in this thesis. Moreover, future investigations should be performed in order quantify the 

experimental accuracy of the HR tomography technique through measurement on reference samples with 

known values of lattice mismatch for example, bulk Ge grown on a Si substrate. The strained samples on 

the other hand undergo relaxation and can influence the measurement of true bulk strain, but measuring 

accuracy on the unstrained system Ge on top of Si provides a ground truth for evaluating performance of 

the technique independent of the relaxation effect. 

5.4. Conclusion 
 

In this chapter, we explain the principles and the workflow for data acquisition and reconstruction for 

high-resolution tomography. We establish the proof concept of acquiring 3D reconstruction on the Si-Ge 

semiconductor samples and the subsequent 3D strain analysis, thus allowing the measurement of all the 
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strain tensors from a single sample leading to visualization of strain through the thickness/projection 

direction of the sample. There is discrepancy of the quantitative measured strain values from high-

resolution tomography with respect to diffraction techniques, even though they agree qualitatively in 

terms of the strain directions. Potential mechansims for these discrepancies are associated with strain 

relaxation in symmetrically thinned (~45 nm) needle shaped TEM samples. In general, high-resolution 

tomography is a promising technique to measure and characterise 3D strain in samples that are already 

small and do not require FIB preparation for example Au/Ag nanocrystals. In those samples, the strain 

state is the actual strain state of interest, including the relaxation effect. The cropping approach followed 

here due to limited RAM size for test/blanket structures may be problematic when analysing real devices 

where cropping is not an option, and hence one requires a higher RAM size (~512 GB for 2k resolution) or 

advanced approaches like big-data analytics [121]. With the future advancements in the mechanism of 

sample holders, providing higher degrees of freedom including all three aspects: 1) dual axis tilt with 2) 

in-plane rotation along with 3) the possibility to acquire a full 360° tilt range proves to be very robust 

against missing-wedge. These advancements can unlock the full potential of the technique and although 

strain relaxation is currently the inhibiting factor for routine strain measurements in semiconductor 

industry, using thicker FIB needle (~200 nm) samples can be one of the solutions to reduce the relaxation 

effect. However, in this case high resolution atomic features are also degraded at various tilt angles. On 

the other hand, 3D diffraction tomography can be performed using thicker samples and combining with 

4D STEM (involving nano-probe mode like NBED) and reconstructing nanoscale 3D diffraction pattern at 

every voxel is an interesting arena to explore in the future.  

Contributions:  

My contributions for this chapter are experimentatal design and experimentation, extending the 
implementation of GPA to three dimensions and strain analysis. The needle shaped TEM samples were 
prepared by Stijn Van den broeck, EMAT. The 3D reconstructions are made using MATLAB software 
package developed by Dr. Ivan Pedro Lobato Hoyos. The chapter also benefitted from experimental design 
contributions from Prof.Dr. Thomas Altantzis and Dr. Thais Milagres de Oliveira, and review from  
Prof.Dr. Sara Bals, Prof.Dr. Johan Verbeeck and Prof.Dr. Wilfried Vandervorst. 
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Chapter 6: Raman strain measurement 
 

This chapter contains large excerpts from the accepted paper for publication: V. Prabhakara, T. Nuytten, 

H. Bender, W. Vandervorst, S. bals and J. Verbeeck, “Linearized radially polarised light for improved 

precision in strain measurements using micro-Raman spectroscopy” [Optics Express 

https://doi.org/10.1364/OE.434726] 

[First author contributions include design of radially polarised light setup and experimentation, strain 

analysis, numerical simulation and writing the manuscript, T.N. has contributed to the strain analysis, 

design of radially polarised light setup and manuscript review. The rest of the authors have contributed 

to the evaluation and review of the manuscript] 

Raman spectroscopy is a non-invasive measurement technique with high sensitivity to mechanical stress 

and does not require any special sample preparation procedures in comparison to characterization 

involving TEM techniques as discussed in the previous chapters. Thus, it is attractive for inline strain 

measurement in the semiconductor industry. At present, Raman strain measurements are routinely 

carried out on semiconductor devices as it is cost-effective, fast and non-destructive. In this chapter, we 

begin by providing the theoretical basis for Raman stress – strain measurement. In the next section, we 

explore the different polarisation geometries of the laser light in the Raman setup and show how this 

degree of freedom provides flexibility in the selectivity of the method.  For this purpose we investigate 

linear, radial and the combination resulting in linearised radial polarization as these may provide different 

electric field distributions crucial for exciting the longitudinal optic (LO) and transverse optic (TO) phonons 

which are crucial for strain analysis. In the next section, we will discuss the experimental results of strain 

measurement as applied on a test structure and 16 nm finFET arrays. We also highlight the benefits of the 

linearised radially polarised light in terms of improved precision in comparison to the conventional linear 

polarised incoming light.  

6.1. Raman stress – strain measurement 
 

Raman spectroscopy is a non-destructive tool to characterize a variety of material parameters like for 

instance mechanical stress in crystalline materials. Raman scattering is an inelastic process where the 

incident photons (1 in 10 million)  scatter at a different energy/frequency in comparison to the incident 

photon. The difference in the energy levels is called the Raman shift and depends on the vibrational 

energy levels unique to the material under study. Moreover, Raman spectroscopy also provides an 

indirect way to measure strain in semiconductor materials. Raman strain measurement relies on 

identifying the shift in the observed phonon peaks (of strained and unstrained materials) which can be 

associated with the stress present in the material as the amount of shift is directly dependent on the 

phonon deformation potentials [122,123].  

https://doi.org/10.1364/OE.434726
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 The polarisation dependence of light for Raman spectroscopy is described below. The Raman 

scattering efficiency 𝐼 is proportional to the incident light polarisation and the outgoing light polarisation 

and is given by [124,125] 

 𝐼 = 𝐶 ∑|𝑒𝑜𝑢𝑡
𝑇 𝑹𝒋𝑒𝑖𝑛|

2

𝑗

 (63) 

where,C is a constant and Rj is the Raman tensor for the 𝑗𝑡ℎ phonon, 𝑒𝑜𝑢𝑡 and 𝑒𝑖𝑛 are the outgoing and 

incoming polarisation vectors. The subscript T corresponds to the transposed vector. The Raman tensors 

are obtained from group theoretical considerations which are used to calculate the polarization selection 

rules [126]. In zinc blende-type or diamond-type point group semiconductors (silicon, germanium), the 

Raman tensors in the cartesian coordinate system x = [100], y = [010] and z = [001] are given by 

 
𝑹𝒙 = [

0 0 0
0 0 𝑑
0 𝑑 0

] ,  𝑹𝒚 = [
0 0 𝑑
0 0 0
𝑑 0 0

] ,  𝑹𝒛 = [
0 𝑑 0
𝑑 0 0
0 0 0

] 
(64) 

 

Where d indicates the non-zero Raman polarizability elements and can be different for LO and TO  

phonons, i.e. 𝑑𝑇𝑂 ≠ 𝑑𝐿𝑂 [127]. For the backscattering configuration with z being the light propagation 

direction, the longitudinal optical (LO) phonons vibrate in the z direction and the transverse optic (TO) 

phonons vibrate in the x and y directions [127]. Hence, there is one LO and two TO phonons in the Si and 

Ge crystals resulting in a total of three active Raman peaks at k = 0 (central point of the Brillouin zone). 

The three phonon modes are degenerate in the bulk crystal due to the crystal symmetry but the 

introduction of strain alters the symmetry and lifts this degeneracy [73]. Stress measurements using 

Raman spectroscopy are performed by measuring the shift of the center of these phonon peaks in 

comparison to their location in the unstrained material. The relation between the shift in the phonon 

peaks 𝛥𝜔𝐿𝑂−𝑇𝑂 relative to the position in the degenerate bulk and the normal stresses 𝜎𝑥,𝑦 is given by 

[35] 

 
𝛥𝜔𝐿𝑂 =

1

2𝜔0

(𝑝𝑺𝟏𝟐  +  𝑞(𝑺𝟏𝟏 + 𝑺𝟏𝟐))(𝜎𝑥 + 𝜎𝑦) 
(65) 

 

 
∆𝜔𝑇𝑂1

= 
1

2𝜔0
[(

1

2
(𝑺𝟏𝟏 + 𝑺𝟏𝟐)(𝑝 + 𝑞) + 𝑞𝑺𝟏𝟐 +

𝑟

2
𝑺𝟒𝟒) 𝜎𝑥

+ (
1

2
(𝑺𝟏𝟏 + 𝑺𝟏𝟐)(𝑝 + 𝑞) + 𝑞𝑺𝟏𝟐 −

𝑟

2
𝑺𝟒𝟒)𝜎𝑦] 

(66) 

 

 
∆𝜔𝑇𝑂2

= 
1

2𝜔0
[(

1

2
(𝑺𝟏𝟏 + 𝑺𝟏𝟐)(𝑝 + 𝑞) + 𝑞𝑺𝟏𝟐 −

𝑟

2
𝑺𝟒𝟒) 𝜎𝑥

+ (
1

2
(𝑺𝟏𝟏 + 𝑺𝟏𝟐)(𝑝 + 𝑞) + 𝑞𝑺𝟏𝟐 +

𝑟

2
𝑺𝟒𝟒)𝜎𝑦] 

(67) 
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Where, Sij are the components of the compliance matrix, p,q and r are the phonon deformation potentials, 

and 𝜔0 is the stress-free value for the Raman shift. The measured stress values are used to calculate the 

strain using Hooke’s law of elasticity, within the linear elastic regime (as applicable for Si and Ge in typical 

semiconductor applications) [41]. 

 

Figure 35 Schematic illustration of the orientation of a typical semiconductor sample i.e. oriented along the 𝑥𝑠, 𝑦𝑠  
and 𝑧𝑠 with respect to the cartesian coordinate system (xyz). 

The semiconductor devices in our study are oriented in the 𝑥𝑠 = [110], 𝑦𝑠 = [11̅0] and 𝑧𝑠 = [001] crystal 

coordinate system (Figure 35) and it is of interest to consider the crystal coordinate system instead of the 

Cartesian, as it then becomes straightforward to interpret the calculated stress values directly in the 

relevant crystal coordinate system. From eq.63-64, we can derive the polarisation requirements for the 

incoming and the outgoing light in exciting particular phonon modes (Table 5). Since the Raman scattering 

experiment is done in the backscattering configuration, we consider 𝑧𝑠 = [001] as the light propagation 

direction. 𝑥𝑠, 𝑦𝑠, 𝑧𝑠 are represented as x, y and z for simplicity. The experimental configuration is denoted 

in the Porto notation (excitation direction (excitation polarization analyzer direction) Raman scattered 

light direction). For example, the notation 𝑧(𝑥𝑦)𝑧̅ denotes that 𝑧 and 𝑧̅ are the directions of propagation 

of the exciting (incoming) and Raman scattered (outgoing) light, and 𝑥 and 𝑦 are the polarization 

directions of the exciting and Raman scattered light respectively. 

Table 5 Raman phonon selectivity for different experimental configurations considering x = 110, y = -110 and z = [001]  

Experimental 
configuration 

(Porto notation) 

LO TO1 TO2 

𝑧(𝑥𝑥)𝑧̅ 𝑑2 0 0 

𝑧(𝑦𝑦)𝑧̅ 𝑑2 0 0 

𝑧(𝑧𝑥)𝑧̅ 0 0 𝑑2 

𝑧(𝑧𝑦)𝑧̅ 0 𝑑2 0 

𝑧(𝑧𝑧)𝑧̅ 0 0 0 
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𝑧(𝑥𝑦)𝑧̅ 0 0 0 

𝑧(𝑦𝑥)𝑧̅ 0 0 0 

 

The identification of TO and LO phonons is crucial for measuring the stresses as given by eqs. 65–67 and 

it is important to assess the phonon selectivity for the experimental backscattering configuration. 

Considering the phonon selectivity for different experimental configurations (Table 5), the light 

polarization is transverse and restricted to the x and the y axis and hence in the backscattering 

configuration, one can excite only LO phonons. The introduction of high numerical aperture (NA) objective 

lenses and oil immersion lenses provides a high convergence angle and increases the z component of the 

electric field near the focal plane and thus enables the excitation of the TO phonons that are traditionally 

forbidden for the backscattering configuration [74]. Now, considering the backscattering experimental 

mode with the oil immersion lens (high numerical aperture(NA) of 1.4) and linearly x-polarised light 

(polarised in x direction), the incoming light will have primarily the x- and some y- and z-polarised 

components due to the depolarisation effect [128,129]. So, to excite the TO phonons (TO mode), the 

analyzer is set to the y-direction (perpendicular to the incoming light polarization) and with a high NA 

aperture, we encounter 𝑧(𝑥𝑦)𝑧̅, 𝑧(𝑧𝑦)𝑧̅ and 𝑧(𝑦𝑦)𝑧̅ scenarios. The 𝑧(𝑥𝑦)𝑧̅ configuration is Raman 

inactive, while 𝑧(𝑧𝑦)𝑧̅ excites the TO1 phonon. The small y component present in highly convergent 

incident laser light results in 𝑧(𝑦𝑦)𝑧̅ and in combination with non-perfect analyzer optics gives rise to a 

noticeable excitation of the LO phonon. Thus, in practice, when we experimentally attempt to measure 

the TO mode, we excite both the TO1 and LO phonons. In the LO mode configuration, the analyser is set 

parallel to the x-direction i.e. parallel to the polarisation of the incoming light source. In this scenario, we 

encounter 𝑧(𝑥𝑥)𝑧̅, 𝑧(𝑦𝑥)𝑧̅ and 𝑧(𝑧𝑥)𝑧̅ given the high NA oil immersion lens. The 𝑧(𝑦𝑥)𝑧̅ configuration is 

Raman inactive. The TO2 which is excited by 𝑧(𝑧𝑥)𝑧̅ is concealed by the dominant LO component from 

𝑧(𝑥𝑥)𝑧̅ due to a highly intense x-component of incoming light (further details are provided in the electric 

field simulation section 6.3). Hence, with backscattering Raman spectroscopy, we can in principle excite 

one LO phonon and one TO phonon allowing the measurement of biaxial in-plane stresses in the Si and 

Ge semiconductor materials as will be discussed below. However, as we will see, this setup suffers from 

low selectivity as LO and TO contributions can not be fully separated from each other. 

6.2. The deconvolution problem 
 

Figure 36 illustrates the experimental Raman spectra taken on a blanket structure (Appendix A2.1) 

consisting of a thick Si0.3Ge0.7 layer grown on a Si substrate (Figure 36 inset). Notice that the TO and LO 

components of the Ge peak in the TO mode overlap each other strongly leading to the broad Ge peak. 

Though one can use the prior knowledge from the LO mode spectrum (that predominantly consists of the 
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LO phonon) to estimate the peak shape of the LO-contribution, separating LO/TO unambiguously remains 

very difficult. The required process to disentangle these peaks would become more reliable if one could 

vary the intensity of the TO component more (relative to the LO component) in the overlapping spectrum. 

To achieve this, we  explore the use of radially polarised light. Radially polarised light has a strong 

and centrally focused longitudinal component of light compared to linearly polarised light. This boosts the 

intensity of the TO peaks in the Raman spectra, relative to the LO peak, which would allow us to separate 

LO and TO in a more reliable way thus providing insight into the detailed biaxial stress distributions. The 

radial polarisation in this experiment is achieved by using an S-waveplate (manufactured by Wophotonics, 

Lithuania) which directly converts the incoming linearly polarised light to radially polarised light and is 

positioned in between the attenuator and the objective lens (Appendix A1.2). 

 

 

Figure 36 Experimental Raman spectra on the  SiGe blanket structure consisting of the strained Ge region. The 
spectra are normalized in intensity with respect to the Ge peak. Note the broad Ge peak in the TO mode clearly 

indicating the presence of both TO and LO peaks. The dotted lines indicate the expected theoretical peak positions 
of TO and LO in the strained Ge showing the difficulty to resolve them as separate peaks in the experimental setup. 

 

In the next section, we will compare the effect of using the different Raman excitation source geometries 

(i.e. linearly, radially and linearised radially polarised light) through numerical simulations with the 

purpose to investigate their potential effect on enhanced selectivity for the detection of TO phonons. 
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6.3. Numerical simulation of the electric field components 
 

6.3.1. Linearly and radially polarised light 
 

Radially polarised light has a strong and centrally focussed longitudinal component of light compared to 

linearly polarised light and has been a topic of interest in the last few decades [130–135]. The strong 

centrally focused longitudinal component of light boosts the intensity of the TO peaks in the Raman 

spectra in the TO mode, which are usually accompanied by the LO peak. The electric field distribution 

(field strength) for the radially polarised light is given by [136]: 

 𝐼𝑥(𝜌, 𝑧)

=  −
𝑖𝐴

𝜋
∫ ∫ 𝑐𝑜𝑠1/2𝜃 𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 𝑐𝑜𝑠(𝜑)𝐼𝑜(𝜃)𝑒𝑖𝑘(𝑧𝑐𝑜𝑠𝜃+𝜌𝑠𝑖𝑛𝜃𝑐𝑜𝑠(𝜑−𝜑𝑠)𝑑𝜑𝑑𝜃

𝛼

0

2𝜋

0

 

(68) 

 

 𝐼𝑦(𝜌, 𝑧)

=  −
𝑖𝐴

𝜋
∫ ∫ 𝑐𝑜𝑠1/2𝜃 𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 𝑠𝑖𝑛(𝜑)𝐼𝑜(𝜃)𝑒𝑖𝑘(𝑧𝑐𝑜𝑠𝜃+𝜌𝑠𝑖𝑛𝜃𝑐𝑜𝑠(𝜑−𝜑𝑠)𝑑𝜑𝑑𝜃

𝛼

0

2𝜋

0

 

(69) 

 

 
𝐼𝑟(𝜌, 𝑧) =  −

𝑖𝐴

𝜋
∫ ∫ 𝑐𝑜𝑠1/2𝜃 𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 𝑐𝑜𝑠(𝜑

𝛼

0

2𝜋

0

− 𝜑𝑠)𝐼𝑜(𝜃)𝑒𝑖𝑘(𝑧𝑐𝑜𝑠𝜃+𝜌𝑠𝑖𝑛𝜃𝑐𝑜𝑠(𝜑−𝜑𝑠)𝑑𝜑𝑑𝜃 

(70) 

 

 
𝐼𝑧(𝜌, 𝑧) =  −

𝑖𝐴

𝜋
∫ ∫ 𝑐𝑜𝑠1/2𝜃 𝑠𝑖𝑛2𝜃𝐼𝑜(𝜃) 𝑒𝑖𝑘(𝑧𝑐𝑜𝑠𝜃+𝜌𝑠𝑖𝑛𝜃𝑐𝑜𝑠(𝜑−𝜑𝑠)𝑑𝜑𝑑𝜃

𝛼

0

2𝜋

0

 
(71) 

 

where, 𝐴 is a constant that is dependent on the incoming laser beam intensity.  𝐼𝑥, 𝑦 are the electric field 

transverse components,  Ir and Iz are the radial (𝑟 = √𝑥2 + 𝑦2) and longitudinal components, ρ, 𝜑𝑠 and 

z are the radial, azimuthal and vertical cylindrical coordinates with respect to the origin in the focal plane; 

x,y, and z are the Cartesian coordinates in the focal plane,  θ  is the angle a sub-ray makes with the optical 

axis and θ is integrated from 0 to the convergence angle 𝛼(acceptance angle), 𝜑 is the azimuth angle 

subtended by the sub-ray onto the focal plane and is integrated from 0 to 2π (Figure 37). 
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Figure 37 Schematic illustration of the geometry of light interaction on the focal plane   

𝐼𝑜(𝜃) is the Bessel-Gauss apodization function as described in [137,138]: 

 

 
𝐼0(𝜃)  = 𝑒𝑥𝑝 [−𝛽2 (

𝑠𝑖𝑛𝜃

𝑠𝑖𝑛𝛼
)
2

𝐽1 (2𝛽
𝑠𝑖𝑛𝜃

𝑠𝑖𝑛𝛼
)] 

(72) 

 

Where 𝛽 is the ratio of pupil radius and beam waist. Likewise, the electric field distribution for the linearly 

polarised light in the cartesian coordinate system has been extensively discussed in [139]. The intensity 

distribution of electric field components for the linearly polarised light considering the same notations as 

for the radially polarised light is given by 

 

 𝐼𝑥 =  −𝑖𝐴[𝐼0 + 𝐼2𝑐𝑜𝑠(2𝜑)] 
𝐼𝑦 =  −𝑖𝐴𝐼2𝑠𝑖𝑛(2𝜑) 
𝐼𝑧 =  −2𝐴𝐼1𝑐𝑜𝑠(𝜑) 

 
 

(73) 

The quantities 𝐼𝑛, with n = 0,1,2 are integrals of nth order Bessel function 𝐽𝑛 of the first kind 

  

 
𝐼0(𝜌, 𝑧) = ∫ 𝑐𝑜𝑠1/2𝜃 𝑠𝑖𝑛𝜃(1 + 𝑐𝑜𝑠𝜃)𝐽𝑜(𝑘𝜌𝑠𝑖𝑛𝜃) 𝑒𝑖𝑘𝑧𝑐𝑜𝑠𝜃𝑑𝜃

𝛼

0

 
(74) 

 

 
𝐼1(𝜌, 𝑧) = ∫ 𝑐𝑜𝑠1/2𝜃 𝑠𝑖𝑛2𝜃𝐽1(𝑘𝜌𝑠𝑖𝑛𝜃) 𝑒𝑖𝑘𝑧𝑐𝑜𝑠𝜃𝑑𝜃

𝛼

0

 
(75) 

 

 
𝐼2(𝜌, 𝑧) = ∫ 𝑐𝑜𝑠1/2𝜃 𝑠𝑖𝑛𝜃(1 − 𝑐𝑜𝑠𝜃)𝐽2(𝑘𝜌𝑠𝑖𝑛𝜃) 𝑒𝑖𝑘𝑧𝑐𝑜𝑠𝜃𝑑𝜃

𝛼

0

 
(76) 

 

To gain insight into the electric field distributions for the specific case of our experiments, we performed 

numerical simulations using the parameters of our experimental setup i.e. the laser excitation wavelength 

of 633 nm, a convergence angle (equal to acceptance angle for the backscattered configuration) of 70°, a 
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beam waist of 0.68 mm, a working distance of 0.13 mm, a numerical aperture of 1.4 (using an oil 

objective), a focal length of 0.129 mm and a pupil radius of 0.18 mm. The results of these calculations are 

summarised in Figure 38.  

 

Figure 38 Normalized (with respect to incoming beam intensity) electric field intensity distribution of a) Radially and 
b) Linearly  polarised light at the focal plane. 

The units for the electric field are in Volt/m, but the absolute values depend on the laser power. Hence 

the normalised intensity with respect to the incoming beam intensity is shown for the purpose of electric 

field distribution visualisation, where the constant 𝐴 in equations describing the electric field distribution 

in 𝑥, 𝑦, 𝑧 is the normalisation factor with respect to the incoming beam intensity. Compared to the electric 

field distribution of the linearly polarised light, we can conclude that the radially polarised light has a 

strong centrally focused longitudinal component of light and the transverse x and y components form the 

two side lobes (Figure 38 a). Vice versa, the linearly polarised light has a strong centrally focused 

component in the direction of polarisation x and the y, z components are distributed away from the center 

(Figure 38 b). Similarly, the relative intensities of the electric field components are tabulated in Table 6. 

The intensity in general is calculated as the sum of the amplitude square of the electric field. The relative 

intensity of a component is calculated as the intensity of that particular component divided by the total 

intensity. It can clearly be seen from the table that for radially polarised light, the Ez component is twice 

as high in comparison to linearly polarised light. Since it is this component that is responsible for the 
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excitation of the TO phonon in TO mode acquisition [𝑧(𝑧𝑦)𝑧̅], our calculations show that for our 

experimental setup, we can expect a higher TO phonon intensity in the TO mode. 

Table 6 Relative intensity contributions of electric field components for linearly and radially polarised light at the 
focal plane 

Polarization Ex Ey Ez 

Linear in x 0.67 0.02 0.31 

Radial 0.195 0.195 0.61 

 

Finally, the normalized intensity distribution of the Ex, Ey and Ez components is calculated as a function 

of the radial distance from the centre, by radial integration and normalisation to the total intensity in the 

distribution. This gives the normalised intensity distribution as a function of the diametric distance (Figure 

39). The spatial resolution is calculated as the diameter of the disc that contains 68.5% of the total 

intensity (or one standard deviation from the center). The results are summarised in Table 7 and from 

here it can be concluded that the radially polarised light provides a higher spatial resolution for both the 

longitudinal and transverse components and hence provides a tighter focus of the laser beam in the focal 

plane.  

 

Figure 39 Normalised intensity distribution of electric field components on the focal plane. The spatial resolution is 
the diametric distance or the diameter of the disc within which 68.5% of the total intensity lies. 
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Table 7 Comparison of obtainable spatial resolution for linearly and radially polarised light. The spatial resolution is 
calculated as the diametric distance or the diameter of the disc which contains 68.5% of the total intensity 

Polarization Spatial resolution [nm] 

Ex Ey Ez 

Linear in x 455 818 728 

Radial 364 364 545 

 

We also calculate the relative intensities of the components as a function of the defocus distance (Figure 

40). We notice a local enhancement of the longitudinal component of light close to the focal point 

(defocus = 0 μm) as expected for a high NA objective lens. The enhancement of the longitudinal 

component is very high in the case of radially polarised light in comparison to the linearly polarised light 

in line with the previous calculations. The Ex and Ey profiles remain identical for the radial setup. 

 

Figure 40 Relative intensity distribution of electric field components as a function of defocus [μm] (defocus zero 
being the exact focal distance) for linearly (in x) and radially polarised light. 

 

Hence from Figure 40, it can be concluded that radially polarised light provides a strong longitudinal 

component of light Ez in the focal plane (defocus = 0) in comparison to the linearly polarised light. The Ez 

remains high within a tolerable range of ±1.5 µm from the focal plane and decreases drastically away from 
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the focal plane. Since Ez is responsible for exciting the TO component, we can expect a higher TO phonon 

intensity in the TO mode within the defocus range of ±1.5 µm. 

6.3.2. Linearised radially polarised light 
 

Despite the reduction in the transverse components for the radially polarised light (as per the calculations 

in section 6.3.1), experimentally the TO phonon intensity appeared a lot weaker than the LO phonon in 

the TO mode (Figure 45 b) resulting in a higher ambiguity in the identification of the TO peak and highly 

unreliable stress measurements. The reason is speculated to be due to 𝑑𝑇𝑂 ≠ 𝑑𝐿𝑂.  For the 𝑧(𝑧𝑦)𝑧̅ 

configuration that results in the TO1 excitation (Table 5), the Ey component of the incoming radially 

polarised light needs to be suppressed further in order to reduce the undesired LO phonon signal in the 

TO mode. In that regard, we have used a linearised radially polarised setup [78] by placing a linear 

polariser after the radial polariser to further suppress the intensity of the Ey component of light 

(perpendicular to the transmission axis of the linear polariser) in the conventional radially polarised light 

at the focal plane. This helps to filter out or reduce the undesired component of light that is leading to LO 

phonon excitation while targeting the TO mode. We also calculate numerically the relative intensity 

distribution of the electric field components of the linearised radially polarised light to evaluate the 

degree of reduction in the Ey (with x being the linear-polariser transmission axis) and also the effect on 

the spatial resolution from this modified setup.  

The transmittance 𝑇 of a linear polariser is given as: 

 𝑇(𝜑) = (𝑇1 − 𝑇2)𝑐𝑜𝑠2𝜑 + 𝑇2 (77) 

 

where, 𝜑 is the angle between the polarization of light and the transmission axis of the linear polariser, 

𝑇1 is the maximum transmittance value when the incoming light is parallel to the linear polariser 

transmission axis and 𝑇2 is the minimum transmittance when the incoming light is perpendicular to the 

linear polariser transmission axis. Using eq.77 in eqs.68-71 results in the electric field distribution 

equations for the linearised radially polarised light: 

 𝐼𝑥(𝜌, 𝑧)

=  −
𝑖𝐴

𝜋
∫ ∫ 𝑇(𝜑)𝑐𝑜𝑠

1
2𝜃 𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 cos (𝜑)𝐼𝑜(𝜃)𝑒𝑖𝑘(𝑧𝑐𝑜𝑠𝜃+𝜌𝑠𝑖𝑛𝜃𝑐𝑜𝑠(𝜑−𝜑𝑠)𝑑𝜑𝑑𝜃

𝛼

0

2𝜋

0

 

(78) 

 

 

 𝐼𝑦(𝜌, 𝑧)

=  −
𝑖𝐴

𝜋
∫ ∫ 𝑇(𝜑)𝑐𝑜𝑠1/2𝜃 𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 𝑠𝑖𝑛(𝜑)𝐼𝑜(𝜃)𝑒𝑖𝑘(𝑧𝑐𝑜𝑠𝜃+𝜌𝑠𝑖𝑛𝜃𝑐𝑜𝑠(𝜑−𝜑𝑠)𝑑𝜑𝑑𝜃

𝛼

0

2𝜋

0

 

(79) 
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𝐼𝑟(𝜌, 𝑧) =  −

𝑖𝐴

𝜋
∫ ∫ 𝑇(𝜑)𝑐𝑜𝑠1/2𝜃 𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 𝑐𝑜𝑠(𝜑

𝛼

0

2𝜋

0

− 𝜑𝑠)𝐼𝑜(𝜃)𝑒𝑖𝑘(𝑧𝑐𝑜𝑠𝜃+𝜌𝑠𝑖𝑛𝜃𝑐𝑜𝑠(𝜑−𝜑𝑠)𝑑𝜑𝑑𝜃 

(80) 

 

 
𝐼𝑧(𝜌, 𝑧) =  −

𝑖𝐴

𝜋
∫ ∫ 𝑇(𝜑)𝑐𝑜𝑠1/2𝜃 𝑠𝑖𝑛2𝜃𝐼𝑜(𝜃) 𝑒𝑖𝑘(𝑧𝑐𝑜𝑠𝜃+𝜌𝑠𝑖𝑛𝜃𝑐𝑜𝑠(𝜑−𝜑𝑠)𝑑𝜑𝑑𝜃

𝛼

0

2𝜋

0

 
(81) 

 

To understand the benefits linearisation brings to the conventional radially polarised light setup we look 

at the electric field distributions from both the radially polarised and the linearised radially polarised light 

setup. Figure 41 shows the normalised electric field distribution of the radial component Er (𝐸𝑟 =

√𝐸𝑥
2 + 𝐸𝑦

2) at the focal plane for both the radially polarised light and the linearised radially polarised light 

(with transmission axis of the linear polariser parallel to x - axis). The simulation parameters  for the linear 

polariser include  𝑇1 =  0.83  and extinction ratio 𝜌𝑃 =
𝑇1

𝑇2
= 800 (in accordance with the specification for 

visible wire-grid polarisers). Analysing Figure 41 shows that the radial component of the radially polarised 

light is radially symmetric and possesses a doughnut-shaped distribution. Linearised radially polarised 

light on the other hand has a skewed distribution where a higher intensity is concentrated in the direction 

of the transmission axis of the linear polariser (x-axis). We will show later in this section how this 

configuration affects the relative electric field distributions favoring the reduction in the Ey component. 

 

Figure 41 Normalized intensity distribution of the radial electric field Er for a) radially polarised light and b) 
linearised radially polarised light. The linear polariser transmission axis is parallel to the x axis. 

Now, the electric field distributions of the x,y,z cartesian coordinates are shown in Figure 41. Here again, 

we observe a centrally focused longitudinal component in comparison to the transverse components. The 

transverse components form the side lobes with field intensities concentrated away from the center.  
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Figure 42 Normalised electric field distribution of the linearised radially polarised light at the focal plane. 

The interest lies in the relative intensity contributions of the three electric field components (Table 8) Ex, 

Ey and Ez. The Ey component is greatly suppressed in comparison to the Ey component for radially 

polarised light (refer Table 6). This is because of the introduction of the linear polariser whose 

transmission axis is parallel to the x-axis. The longitudinal component is still higher and comparable to the 

radially polarised light setup. The relative intensity in Ex is higher in linearised radially polarised light due 

to a higher transmission in the x-direction. 

 

Figure 43 Normalised intensity distribution of electric field components of the linearised radially polarised light. The 
spatial resolution is the diametric distance within which 68.5% of the total intensity lies. 

Table 8 Relative intensity and obtainable spatial resolution for linearised radially polarised light. The spatial 
resolution is calculated as the diametric distance which contains 68.5% of the total  intensity. 

Parameter Ex Ey Ez 

Relative intensity 0.33 0.06 0.61 

Spatial resolution [nm] 394 576 545 
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The benefit of the linearised radially polarised light over the radially polarised light is the reduction in the 

Ey which is mainly responsible for the increased LO contribution in the TO mode (𝑧(𝑧𝑦)𝑧̅). The Ex 

contribution, although higher than in the radially polarised light, is still half of the Ex contribution in the 

linearly polarised setup. This should lead to a reduction effect in the TO mode due to the transmission 

axis of the analyzer placed in the y - direction which has a very high extinction coefficient (𝜌𝑃 > 800). 

Thus, a higher TO/LO ratio is expected for the linearised radially polarised light for our experimental setup. 

The spatial resolution of the linearised radially polarised light is comparable to the radially polarised setup 

in the Ex and Ez and a higher spatial spread of the Ey component is seen with the introduction of the linear 

polariser whose transmission axis is set parallel to x-axis. 

The relative intensity as a function of the defocus distance (Figure 44) for the linearised radially 

polarised light follows a similar trend as the radially polarised light for Ex and Ez, with a local enhancement 

of the longitudinal component Ez close to the focal plane (defocus = 0) with a tolerable defocus range 

±1.5 µm. Ex is relatively higher in the linearised radially polarised light due to the transmission axis of the 

linear polariser being aligned parallel to the x-direction and consequently Ey is greatly suppressed in 

comparison to the radially polarised light and with this suppression we can expect a higher TO/LO ratio 

for the linearised radially polarised setup. In the next section, we will discuss the experimental results 

after applying all the three polarisation geometries (linear, radial and linearised radial) on the blanket/test 

structure and compare the stress measurements on the blanket and the 16 nm finFETs. The calculated 

strain from the Raman stress measurements are compared with the TEM diffraction based strain 

measurements. 

 

Figure 44 Relative intensity distribution of electric field components as a function of the defocus distance [μm] 
(defocus zero being the exact focal distance) for linearised radially polarised light. 
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6.4. Experimental results and discussion 
 

The Raman spectrum obtained in the TO configuration on a blanket structure is shown in Figure 45. we 

show the spectra obtained using linearly polarised, radially polarised and linearised radially polarised light 

in Figure 45a, Figure 45b and Figure 45c where it is clear that 𝑧(𝑧𝑦)𝑧̅ favours the TO1 mode excitation 

(Table 5).  

 

Figure 45 Raman spectrum of the Si-Ge blanket structure in the TO mode a) linearly polarised light , radially 
polarised light and c) linearised radially polarised light. Notice the strong LO component observed experimentally 

for the radially polarised light and the strong suppression brought after linearisation as observed from the 
linearised radially polarised light. Note the shift in the peak position with respect to the expected position for 

unstrained bulk Ge and the higher peak intensity of the sGe TO peak for the linearised radially polarised light. We 
observe lower intensity of plasma peak in the case of radially polarised light setup in comparison to the linearly 

polarised light setup. We suspect the reason could be associated with the higher intensity of longitudinal 
component of incoming light at the focal plane in comparison to the linearly polarised incoming light and thus 

resulting in a higher Raman scattered light intensity in comparison to the plasma peak. 

Due to the depolarisation effect and non-perfect optics, the LO peak will still be detectable and needs to 

be separated from the TO peak. For the 𝑧(𝑧𝑦)𝑧̅ configuration that favours the TO1 excitation (Table 5), 

the LO component observed experimentally for the radially polarised light (Figure 45b) is very strong and 

impacting severely on identification of the TO peak and thus the reliability of the stress measurements. A 

strong suppression of the LO is brought after linearisation due to reduction in the Ey component as 
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observed for the linearised radially polarised light (Figure 45c). We can clearly observe the difference in 

the expected peak positions for bulk, unstrained Ge (dashed line in Figure 45a,b and c) versus the position 

for the strained Ge (sGe). 

Voigt profiles are used to fit the TO and LO peaks in Ge. The Si0.3Ge0.7 peak is fitted (Levenberg-

Marquardt least square) using an asymmetric function [140] (Appendix 4) which was found to give a better 

fit in comparison to a single Gaussian or a set of Gaussian and Lorentzian functions. Note that although 

the peak parameters for this peak are not used in our strain analysis it does lead to an optimal fitting for 

the other modes. The Rayleigh scattered plasma peaks from the He-Ne laser are used as reference peaks 

to account for any instrumental drifts in the overall peak positions and these are fitted using Gaussian 

profiles. 

The experimental procedure for measuring the stress is as follows: First the LO mode spectrum is 

acquired in the 𝑧(𝑥𝑥)𝑧̅ configuration, and the parameters of the LO peak (as fitted with a Voigt profile) of 

sGe are obtained. Similarly, the peak parameters of the asymmetric function fit for Si0.3Ge0.7 are obtained. 

These parameters are fixed while fitting the TO spectrum that is recorded in TO mode (implying use of a 

different combination of polarisers and analysers in the experiment). This reduces the number of free 

parameters for the non-linear fitting or optimization algorithm and increases the accuracy of the fitting 

routine. The same parameters for the Si0.3Ge0.7 SRB (strain relaxed buffer) are used in both the TO and LO 

spectrum due to the fact that strain is relaxed in the SRB meaning that the TO and LO peaks are degenerate 

[see eqs. 65-67]. We also fix the TO peak width to be the same as LO peak width. The peak/ line widths of 

the phonons are affected by the defects and/or impurities (doping) resulting in the asymmetric behaviour 

(as observed for the Si0.3Ge0.7) [141]. However, the stress introduced into the near defect-free 

semiconductor Ge channel would result in negligible variations to the line widths while predominantly 

influencing the shift in the peak position, justifying the usage of the same peak/line widths for TO and LO 

peaks in Ge [142]. The peak position is a free parameter necessary for the stress calculation and is the 

variable in the optimization. Finally, eqs. 65-66 are used to solve for the two in-plane stresses 𝜎𝑥and 𝜎𝑦. 

The TO/LO ratio (the TO/LO ratio has been calculated by individually measuring the areas of the TO and 

LO peaks) as calculated from multiple measurements for the linearly polarised light setup was 1.1 ± 0.2 

while for the linearised radially polarised setup it was 1.6 ± 0.3. The error values quoted are the standard 

deviations of the ratios over 10 measurements at multiple locations near the center of the blanket 

structure and can vary depending on the SNR in the data. Hence an initial calibration of the laser intensity 

was made on a bulk Ge sample so that a good SNR is obtained while accounting for negligible thermal 

shifts in the phonon peaks. The data quality (or SNR) is assessed by calculating the uncertainty in the 

estimated peak position from Levenberg-Marquardt optimization for the bulk Ge Raman spectrum fitted 

with a Voigt profile.   
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Figure 46 Stress measured on the blanket structure on different locations near the center of the blanket structure 
using a) linearly polarised light setup and the b) linearised radially polarised light setup. Note the clear indication of 

biaxial nature of stress in these structures. Measurement index indicates the measurements done on the same 
positions for both the setups while scanning an area near the center of the blanket structure 

The Ge TO peaks show a higher peak intensity for the linearised radially polarised setup (Figure 45c) in 

comparison to the linearly polarised setup due to the increase in the relative intensity of the longitudinal 

Ez component as summarised in the numerical simulation section. Figure 46 illustrates the stress 

measured on the blanket structure using linearly polarised (Figure 46a) and linearised radially polarised 

(Figure 46b) light. The measurements are done on the same positions for both the setups while scanning 

an area near the center of the blanket structure. The average stress in the x and y directions are 

summarised in Table 9.  

Table 9 Stress values measured using linearly polarised and linearised radially polarised incoming light setup on the 
Ge layer of the blanket structure. 

Polarization Stress 𝜎𝑥[GPa] Stress 𝜎𝑦[GPa] 

Linear in x −1.47 ± 0.05 −1.48 ± 0.05 

Linearised radial −1.45 ± 0.03 −1.45 ± 0.03 

 

The error values on the stress measurements quoted here from both the linearly polarised and the 

linearised radially polarised setups are the standard deviations of the stress measurements in Figure 46. 

Please note that the statistics for these Raman measurements are different from the statistics of the TEM 

measurements because the TEM measurements are essentially done on a singe TEM sample consisting of 

a single fin while Raman measurements are done on an ensemble of fins. These Raman measurements, 

as expected, indicate biaxial in-plane compressive stress of equal magnitude in both planar directions in 

the blanket structure. The linearised radially polarised setup shows better precision (calculated as 

standard deviation in the stress values) in the stress calculation in comparison to the linearly polarised 

setup due to the increase in the longitudinal component of the incoming light which is expected to reduce 

the uncertainty in detecting the TO peak. However, in order to quantify experimental stress/strain 
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accuracy for both the Raman setups, measurements are to be performed on a sample with known stress 

values or by inducing known uniaxial/biaxial stresses on a bulk sample through application of calibrated 

external forces[124,143,144].  

To confirm these results, TEM strain measurements using diffraction-based techniques like nano-

beam diffraction [28,29,61,140] and Bessel diffraction [33] (section 2.1.2) are performed, which are 

known to provide very good accuracy and precision for nano-scale strain measurements. The 

measurements are done on two perpendicular cross-section TEM lamellae prepared along the x and y 

directions. The lattice mismatch is calculated with respect to a reference Si substrate in the xz and yz 

planes (Figure 47), where the results are later used to calculate strain in the Ge region with respect to 

bulk unstrained Ge (Table 10). The TEM diffraction experiments are performed using a Thermo Fisher 

Titan3 aberration-corrected microscope operating at 300 kV. The convergence angle used for NBED was 

~0.2 mrad and ~6 mrad for Bessel diffraction. The precision measured as the standard deviation of strain 

over the reference Si area on the two perpendicular lamellae under the same illumination conditions is 7 

x 10-4 for NBED and 9 x 10-4 for Bessel.  

Now we can compare the overall strain as measured with Raman and TEM in Table 10. The strain 

values reported from the Raman measurements are calculated from the measured stress values using the 

theory of elasticity and Hooke’s law [42,145] with the known values of the compliance matrix for Ge 

[146]. Analysing the normal strain values in the three perpendicular directions from TEM and Raman 

(Table 10) we find a close correspondence between the biaxial compressive normal strain in the x and y 

directions. However, the observed average tensile strain in the z direction (𝜀𝑧𝑧) from TEM is lower than 

the calculated value from the Raman data.  

The difference could be explained by the strain relaxation inherent to the thin TEM lamella 

preparation (< 200 nm thickness). The relaxation is predominantly along the thickness direction versus 

the width of the lamella, as the latter is much larger (~1 to 2 μm), and it is clear that this relaxation will 

influence the tensile strain in the z direction. This predominant relaxation through the thickness of the 

lamella is believed to lead only to tensile strain relaxation in the z direction and hence, it is not possible 

to measure directly as in the case of projection techniques like NBED and Bessel difraction. Hence, two 

perpendicular cross section lamellae are needed (section 1.2) to evaluate normal strains along the three 

crystal coordinates x = [110], y = [−110] and z = [001]. With this comparison it can be concluded that the 

strain relaxation along the width of the TEM lamella (~ 1 -2 µm) is less pronounced in comparison to 

relaxation through the thickness of the TEM lamella (~150 - 200 nm) and the normal strain measured 

along the width is an indicative of the true bulk strain value. However, the exact modelling of the 

relaxation effect requires more complicated analysis using finite element method (FEM) simulations of 
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the device structure [84] and will not be discussed in this thesis. Some studies in literature have shown 

that even for samples as thick as 300 nm, the strain relaxation at the free surface of the TEM lamella is 

prominent and cannot be neglected and the stress/strain relaxation increases drastically as the thickness 

decreases [147,148].  

 

Figure 47 Strain maps on the blanket structure from NBED and Bessel diffraction. The strain maps shown are from 
two perpendicular cross section lamellae in the xz and yz planes on the blanket structure. The line profiles drawn 

are averaged horizontally over a distance of 16 nm. 

Table 10 Strain values in the three perpendicular directions in strained Ge region with respect to bulk Ge as reference. 
The values obtained from  Raman are calculated from the measured stress values using Hooke’s law and stress-strain 
relations in the elastic regime. The 𝜀𝑧𝑧values from the TEM measurements are an average of the individual 
measurements in the xz and yz planes from the two perpendicular cross section lamellas. The uncertainty values are 
a measure of standard deviation from the observed strain values in the data. 

Technique 𝜀𝑥𝑥 𝜀𝑦𝑦 𝜀𝑧𝑧 

Bessel diffraction (-11 ± 1) x 10-3 (-10 ± 1) x 10-3 (3 ± 1) x 10-3 

Nano-beam diffraction 
(NBED) 

(-10.9 ± 0.7) x 10-3 (-9 ± 0.9) x 10-3 (3.3 ± 0.6) x 10-3 

Raman linearly 
polarised setup 

(-10.2 ± 0.3) x 10-3 (-10.1 ± 0.3) x 10-3 (7.5 ± 0.2) x 10-3 

Raman linearised 
radially polarised 

setup 
(-10.2 ± 0.2) x 10-3 (-10.5 ± 0.2) x 10-3 

(7.6 ± 0.1) x 10-3 

 

 

We also compare the two variants of Raman spectroscopy utilized, namely using the oil immersion lens 

with linearly polarised incoming light and the linearised radially polarised incoming light as applied for 

measurement on 16 nm-wide finFET structures (Figure 48). For the purpose of comparison of the two 

variants, the TO/LO ratio has been calculated by individually measuring the areas of the TO and LO peaks. 

The ratios are calculated over multiple measurements and the linearly polarised light yields a TO/LO ratio 



100 
 

of 0.6 ± 0.2 while linearised radially polarised light yields 1.2 ± 0.3. This again clearly illustrates that the 

linearised radially polarised light provides a higher TO/LO ratio in comparison to linearly polarised light 

and translates directly to the improved precision in the stress measurements as discussed below. 

The stress measurements were performed on the 16 nm finFET structure as shown in Figure 49. 

Here, the stress 𝜎𝑦 measured along the length of the finFET channel is higher in comparison to 𝜎𝑥, 

reflecting the fact that these structures are designed to exhibit uniaxial stress along the channel direction. 

The average stress measured using linearly and linearised radially polarised light setup is summarised in 

Table 11.  

 

Figure 48 Raman spectra obtained on a 16nm fin using oil immersion lens from a linearly polarised and a linearised  
radially polarised setup. The plasma lines are associated with the Rayleigh scattering of laser light and are 
positioned respectively at 180.2 cm-1, 286.2 cm-1 and so on and are fitted using the Gaussian profile [149] 

 

Table 11 Stress values measured using  linearly polarised and linearised radially polarised incoming light setup on 
the 16 nm fin Ge channel. The error values on the stress measurements quoted here are the standard deviations 
obtained from multiple measurements. 

Polarization Stress 𝜎𝑥[GPa] Stress 𝜎𝑦[GPa] 

Linear in x −0.45 ±  0.05 −2.29 ±  0.05 

Linearised radial −0.48 ±  0.02 −2.26 ±  0.02 

 

Note that while the absolute values for the stress measured using both techniques agree well, there is a 

clear difference in standard deviation between the two, already testifying to the advantage of using a 

radial polariser in the setup. The measured standard deviations in the stress values are attributed to the 

different TO/LO ratios and in this regard, the linearised radially polarised setup clearly outperforms the 

linearly polarised setup. The same curve fitting procedure was used for the fins as in the case of blanket 
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structures, but it was observed that the Si0.3Ge0.7 peak in TO-mode does not match with that in LO-mode 

for the fin structures. This suggests that the Si0.3Ge0.7 is not completely relaxed as a strain relaxed buffer 

(SRB), and some residual stress is present in this layer too. TEM measurements are also taken with the 

two perpendicular cross section samples as shown in Figure 50. Here, we refer to the TEM sample cut 

along the xz plane of the finFET as the “cross-section lamella” and the sample cut along the yz plane as 

the “long-section lamella”. The  𝜀𝑦𝑦 and 𝜀𝑧𝑧 line profile plots are not equal in the Si0.3Ge0.7 region as 

identified by both NBED and Bessel diffraction, which gives additional evidence for the assertion that the 

Si0.3Ge0.7 region is not completely stress and strain free. The lattice mismatch measured between Si and 

fully relaxed Si0.3Ge0.7 is 𝜀𝑆𝑖𝐺𝑒−𝑆𝑖 = 0.0297 and analysing the line profiles for 𝜀𝑦𝑦 and 𝜀𝑧𝑧 , it can be noticed 

that 𝜀𝑦𝑦 is lower than 𝜀𝑆𝑖𝐺𝑒−𝑆𝑖 indicating that SiGe region is compressively strained resulting in 𝜀𝑧𝑧 >

𝜀𝑆𝑖𝐺𝑒−𝑆𝑖 ,tensile strain due to Poisson effect.  

 

Figure 49 a) Schematic showing the building block of the finFET array where the finFETs are 16nm wide and are 
distanced apart by a constant pitch of 200 nm. The building blocks are spatially repeated next to each other to form 
an array of 16nm finFET nanodevices. In Raman measurements, two to three building blocks are probed depending 

on the spatial resolution or the electric field distribution of light. b) Stress measured at different locations on the 
length of the structure using oil immersion lens and linearly polarised setup and the linearised radially polarised 

setup. Note the clear indication of uniaxial stress in these structures. 

The residual stress/strain could be developed during to the shallow trench isolation (STI) process after 

thermal oxidation (~1000°C) [150]. Although the results from the previously investigated TEM techniques 

(chapter 3 and 4) show some evidence for residual strain in Si0.3Ge0.7 with the 𝜀𝑦𝑦 and 𝜀𝑧𝑧 line profiles for 

the 16 nm fin, the differences remain within the accuracy limits of the techniques and are therefore 

difficult to ascertain. The reason for the small difference between 𝜀𝑦𝑦 and 𝜀𝑧𝑧 could be speculated to the 

Si reference region used for calculating the lattice mismatch i.e., the Si reference region considered for 

the calculation is surrounded by STI for the previously investigated TEM techniques. This would mean that 

the Si reference considered for the calculations is speculated to be already in a residual strain state as 

opposed to the calculations presented in Figure 50, where the Si reference (for lattice mismatch 

calculation) is away from the STI and free from the thermal stress effect. Finally, we report the measured 
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strain values from TEM techniques and the calculated strain values from Raman for the Ge channel in the 

fin in Table 12. We observe that the strain is almost relaxed in 𝜀𝑥𝑥 due to the reduced width of the fin, a 

compressive strain 𝜀𝑦𝑦 along the length of the fin and a tensile strain 𝜀𝑧𝑧 along the vertical or the growth 

direction [001] is observed due to the Poisson effect. Note that the 𝜀𝑧𝑧 values seen from TEM 

measurements are close to the calculated values from Raman, suggesting a reduced impact of relaxation 

effects. The apparently smaller relaxation effect for 16 nm fins in comparison to blankets can be 

understood by the fact that strain is already almost relaxed in 𝜀𝑥𝑥. For the TEM sample along the long 

section of fin used to measure 𝜀𝑧𝑧 in our experiment (Figure 50), i.e. along the yz plane, the relaxation 

due to sample thinning would have a lower contribution in 𝑥 (through the thickness) since 𝜀𝑥𝑥 is almost 

relaxed prior to sample preparation.     

 

Figure 50 Strain measurement on a 16nm fin. The 𝜀𝑥𝑥, 𝜀𝑦𝑦and 𝜀𝑧𝑧 maps are drawn from two perpendicular cross 

section TEM lamellae. The line profiles are drawn vertically over the maps and are averaged horizontally over 16 
nm. 

The precision of the TEM techniques was also analysed for the measurements on the finFET (standard 

deviation on the reference Si region under identical acquisition conditions away from the STI region) and 

was found to be 9 x 10-4 for both NBED and Bessel techniques. The 𝜀𝑦𝑦 and 𝜀𝑧𝑧 strain maps show a higher 

standard deviation in comparison to the precision analysed for the same measurement. This could be 

accounted for by the amorphous SiO2 surrounding the FinFET. For the long section TEM sample in the yz 

plane (used to measure 𝜀𝑦𝑦 and 𝜀𝑧𝑧), the amorphous SiO2 overlays with the crystal structure along the 

path of the travelling electrons (or through the thickness of the lamella) during measurement, while this 

situation is avoided for a cross section TEM lamella (xz plane). This results in an electron beam passing 

through both amorphous SiO2 and the crystal structure for a long section TEM lamella resulting in more 

diffuse scattering from the amorphous region [151] and thus can explain the higher standard deviation in 
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𝜀𝑦𝑦 and 𝜀𝑧𝑧 strain maps. The strain values from the TEM measurements agree within the accuracy limits 

of the techniques (Table 10 and Table 12) which, as measured on a bulk Ge sample (Appendix A2.2) with 

known lattice parameters, is equal to 1-2 x 10-3. The Raman measurements average over a much larger 

area (approximately 1 𝜇𝑚2) than the TEM measurements and hence have lower standard deviations over 

their measurements. In summary, TEM measurements provide a more nanoscopic view into the strain 

distributions on the sample but require sample preparation and are more susceptible to strain relaxation 

along the thinner side of the lamella. 

Table 12 Strain values from the three perpendicular directions in the strained Ge region for the fin structure. The 
values obtained from the Raman are calculated from the measured stress values using Hooke’s law and stress-strain 
relations in the elastic regime. The uncertainty values are a measure of standard deviation from the observed strain 
values in the data. 

Technique 𝜀𝑥𝑥 𝜀𝑦𝑦 𝜀𝑧𝑧 

Bessel diffraction (-4.1 ± 0.8) x 10-3 (-14 ± 2) x 10-3 (6 ± 3) x 10-3 

Nano-beam diffraction 

(NBED) 
(-3.5 ± 0.9) x 10-3 (-16 ± 1) x 10-3 (6 ± 2) x 10-3 

Raman linearly 

polarised setup 
(-2.8  ± 0.4) x 10-3 (-16.5 ± 0.4) x 10-3 (7.1 ± 0.2) x 10-3 

Raman linearised 

radially polarised 

setup 

(-3.0 ± 0.2) x 10-3 (-16.4 ± 0.2) x 10-3 (7.1 ± 0.1) x 10-3 

 

6.5. Conclusion 
 

We investigated the use of Raman spectroscopy for the measurement of strain in semiconductor nano-

devices, in particular when using two different types of incoming light polarisations, namely the linearly 

polarised light and linearised radially polarised light. Linearised radially polarised light is shown to provide 

a higher TO/LO ratio which improves the sensitivity in determining the TO peak, which in turn leads to 

more precise stress measurements. The Raman measurements are compared with TEM diffraction 

techniques and a good agreement in the strain values is seen within the accuracy limits of the TEM 

techniques except for the strain in the z-direction where the relaxation within the TEM lamella leads to 

lower strain values. The Raman technique provides a fast and efficient way for measuring stress-strain 

while requiring no additional sample preparation steps. As the strain measurements in Raman are 

averaged over many fins, a more statistically relevant averaged value is obtained whereas, the TEM 

techniques provide a more nanoscopic view of the strain distribution within a device with spatial 

resolutions down to 2 nm as illustrated with the analysis of a 16 nm finFET. The introduction of a linearised 
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radially polarised setup is straightforward as it only requires installing an s-waveplate and a linear polariser 

directly in the incoming laser path of a traditional micro-Raman setup operating with a linearly polarised 

laser source. We demonstrate through this work that linearised radially polarised light provides an 

optimised Raman measurement both in terms of spatial resolution and in stress/strain precision.  
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Strain comparison 
 

In this section, we compare the strain measurements from TEM techniques and the Raman spectroscopy 

technique. The comparison has been done on the blanket/test structure and the 16 nm finFET nanodevice. 

Figure 51a shows the strain comparison made on the blanket structure. The average strain value in the 

Ge region is plotted in the bar chart and the error bars correspond to the standard deviation of the 

measured strain. Two orthogonal cross section TEM samples (Figure 51 c and d) are prepared to measure 

strain along the three normal directions i.e. 𝜀𝑥𝑥, 𝜀𝑦𝑦 and 𝜀𝑧𝑧. 𝜀𝑧𝑧 is calculated from both the samples and 

an average of 𝜀𝑧𝑧 is calculated from both the samples due to the expected in-plane (xy plane) strain 

homogeneity from the test sample. For high-resolution tomography, a single needle-shaped sample is 

used to extract three dimensional strain information. 

 

Figure 51 a) Strain comparison from TEM and Raman spectroscopy techniques. The bar chart indicates the average 
strain value in the Ge region and the error bars are the standard deviation of strain in the Ge region b) Schematic of 
the blanket/test structure on which the strain comparison is made c) Two orthogonal TEM lamellae for diffraction 
based techniques NBED and Bessel diffraction d) Needle shaped sample for high-resolution tomography strain 
analysis. 

Analysing the strain values, we can conclude a biaxial compressive in-plane strain in the x and y directions, 

as expected for the blanket structure. There is disagreement in 𝜀𝑧𝑧 for the Raman techniques and the TEM 
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diffraction techniques. This can be related to the strain relaxation along the thickness direction of the TEM 

sample which results in tensile strain relaxation along the z direction. However, the strain values match 

within the error bars in x and y, indicating reduced relaxation along the width of the lamella which is ~1-

2 µm.  

Higher error bars are observed for high-resolution tomography, and since we test the proof of 

concept in our current investigation, further analysis is necessary for improving precision for 3D strain 

analysis. However, observing the average strain values one can notice disagreement in 𝜀𝑥𝑥 and 𝜀𝑦𝑦 in 

comparison to TEM diffraction based techniques. The cause for disagreement can be linked to the strain 

relaxation across all directions for a needle shaped sample which is symmetrically thin with diameter ~45 

nm. Therefore, from the comparison on the blanket/test structure we can conclude that TEM samples can 

be prone to strain relaxation especially across the  thinner directions of the sample. However, relaxation 

effects are greatly reduced across the width of the TEM lamellae (Figure 51c). 

 

Figure 52 a) Strain comparison on the 16 nm fin from TEM and Raman techniques b) schematic of the 16 nm fin c) 
Two orthogonal TEM samples used for TEM analysis (xz plane is termed “cross-section” and yz plane is termed “long-
section” sample). 

We also compare strain measurements from TEM and Raman techniques on the 16 nm fins as shown in 

Figure 52a. Again, two orthogonally prepared TEM lamellae (xz plane is termed “cross-section” and yz is 
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termed “long-section” sample) Figure 52c is used to measure strain in 𝜀𝑥𝑥, 𝜀𝑦𝑦 and 𝜀𝑧𝑧. By, analysing the 

strain values in Figure 52a, we can observe that strain is relaxed in the x direction and this can be 

understood from the decrease in the device dimension along the x direction. A compressive uni-axial 

strain along the length of the fin 𝜀𝑦𝑦 is observed as expected for the 16 nm finFET. The compressive strain 

in the y-direction results in an elongation along the z-direction (free surface) due to the Poission effect. 

Additionally, we can notice that the strain values in 𝜀𝑧𝑧 match within the error bars for both the TEM and 

Raman techniques. In this case, the long-section sample (yz plane) is used to analyse strain 𝜀𝑦𝑦 and 𝜀𝑧𝑧. 

For the long-section sample, the strain along the thickness direction (x-direction) is almost relaxed prior 

to sample preparation. Hence, the TEM sample preparation induced relaxation along the x-direction 

would have minimal effect for strain relaxation in 𝜀𝑧𝑧, explaining the close match between the TEM and 

Raman techniques. One can notice a higher error bar in 𝜀𝑧𝑧 for the moiré -demodulation technique, which 

is associated with the slow-scan artefacts as discussed in section 3.5. The average value in 𝜀𝑧𝑧 is also 

deviating from the other TEM techniques due to lower precision combined with limited number of data 

points on which it is averaging.   



108 
 

  



109 
 

Summary and general conclusions 
 

In this thesis, we investigate strain measurement techniques on semiconductor nanodevices. Strain 

measurement techniques are vital for the semiconductor industry due to the advantages of incorporating 

strain into transistor channels that greatly boosts the mobility of the charge carriers and hence the 

transistor performance. The techniques need to be fast, inline, and able to provide spatial resolution at 

the nanoscale. Inline techniques like Raman spectroscopy and X-ray diffraction are routinely used for 

semiconductor strain measurements since they are fast, precise and provide extended field of view strain 

mapping in the micrometer to millimeter range. However, these techniques lack the nanoscale spatial 

resolution for strain mapping on individual nanodevices for the latest nodes of semiconductor devices. 

TEM-based techniques provide the best spatial resolution for nanoscale strain analysis with the capability 

for extended spatial resolution up to a single or a few unit cells.  

The investigation was started by evaluating some of the existing TEM based techniques and 

Raman spectroscopy and presented them in chapter 2. The TEM techniques need special thin samples (≤ 

150 nm) for strain analysis and are prone to strain relaxation across the thinner region. The TEM 

techniques are broadly classified into imaging-based and diffraction-based techniques. The diffraction 

techniques (including DFEH) provide very good precision (2 x 10-4 – 6 x 10-4), accuracy (1 x 10-3 – 2 x 10-3), 

spatial resolution (2 – 5nm) and field of view (0.2 – 1 µm). However, these techniques are relatively 

expensive in terms of data size requirement and relatively slow (data acquisition and analysis time). Even 

though the imaging techniques are advantageous in terms of cost effectiveness and speed (with potential 

real time processing capabilities), there are a number of limitations associated with the TEM imaging 

techniques. For example, HRSTEM is limited by the field of view (< 50 nm) and STEM moiré by the strain 

spatial resolution (in the order of 10s of nm) which results in a compromise between strain sensitivity and 

spatial resolution. Additionally, imaging techniques working in the STEM mode are prone to slow scan 

artefacts due to sample drift, electromagnetic interference or vibration and from the “flyback effect”. 

After identifying some of these aforementioned limitations of the imaging techniques and given their 

potential for fast and cost effective analysis, we propose new methodologies and analysis protocols for 

overcoming these limitations. 

In chapter 3, a significant improvement in the STEM moiré setup is presented by adding a novel 

quadrature demodulation scheme that decouples the field of view choice from the moiré sampling 

requirements while offering a far more flexible solution. The newly proposed methodology has enabled 

selective enhancement of spatial frequencies (positive/negative part) while strongly suppressing the rest 

of the components in the FT. This enables the GPA mask to potentially extend up to the entire Fourier 

space of the image and substantially improve the spatial resolution (upto a single unit cell). However, in 
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reality increasing the mask size would also lead to an increase in noise in the strain map. Hence, an inverse 

relation between spatial resolution and precision keeps representing a serious limitation for high spatial 

resolution measurements with adeqaute precision. For example, the precision obtained (fast-scan 

direction) was 1 x 10-3 for a spatial resolution of 3 nm, degrading to 3.5 x 10-3, while targeting a spatial 

resolution of 1 nm. The accuracy of the technique was measured at 2 x 10-3 and the field of view 250 – 

300 nm.  Scan artefacts are observed in the slow scan direction due to sample drift that can happen during 

the acquisition. The technique also boosts the sensitivity enabling to more precisely probe the strain 

values. 

Slow scan artefacts are predominant in STEM scanning mode and lead to reduced precision. The 

image corrections methods for HRSTEM typically operate on a series of fast scanned (0.4 – 0.6 µs dwell 

time) images with lower field of view (< 50 nm). Many other correction routines typically require multiple 

acquisitions and hence are time consuming (require higher electron dose). In order, to obtain reliable and 

precise strain information in the slow scan direction, a new scanning strategy called “Block-scanning” is 

proposed in chapter 4. The precision obtained for a 3 nm spatial resolution is 1 x 10-3 in the fast scan 

direction and 3 x 10-3 in the slow scan direction. Even though the precision obtained in the slow scan 

direction is slightly lower than the fast scan direction, the technique is superior to the conventional raster 

scan as up to three-fold reduction in slow-scan artefacts is demonstrated. The accuracy is measured to be 

~2 x 10-3 and the technique also provides a wider and flexible field of view (~200 nm) provided that atomic 

resolution is maintained at every sub-image/block.  

 The state-of-the art and newly-proposed TEM techniques are measuring strain on a projection 

direction along the [110] zone axis assuming that strain is uniform through the thickness of the TEM 

sample/ lamella. Hence one requires two perpendicular cross-section lamellae for measuring strain in 

three perpendicular directions. This means that these two samples also experience different relaxations 

depending on their thickness and demands overall extra sample preparation time due to the need for two 

samples. Here again, one lacks the ability to decipher strain through the thickness of the samples as it is 

not a true 3D measurement. In order to measure the true 3D strain distribution of the semiconductor 

nanodevice, high-resolution tomography is explored. The experimental procedure and results are 

presented in chapter 5. We show the proof of concept for 3D strain measurement on a SiGe blanket/test 

structure. The strain is measured on a test/blanket structure and even though 3D visualiation and 

quantification of strain has been achieved, the measurements suggest notable strain relaxation due to 

thin needle-shaped sample (< 50 nm) preparation. This makes strain tomography for semiconductor 

samples problematic as the requirement for sample thickness leads to extensive relaxation and renders 

the result unrepresentative for the actual strain state of the original embedded device. Potentially for 

much smaller transistors this could be less of a problem when strain in the surrounding matrix is already 
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relaxed (for example, 𝜀𝑥𝑥 is almost relaxed in the case of a 16 nm FinFET). We see no obvious solution for 

this dilemma. A totally different use case would be that of individual nanoparticles that also show strain 

relaxation, only this time the relaxation is what naturally occurs in these particles and is what we actually 

want to characterise. 

 In chapter 6, the Raman strain measurement technique has been presented. We explore 

linearised radially polarised light as the incoming light to achieve higher TO/LO phonon intensity ratio 

which mitigates the deconvolution problem and has been demonstrated to yield better precision in 

comparison to the conventional linearly polarised setup. The improvements can be understood based on 

numerical simulations of the relative electric field intensities which demonstrate that higher TO/LO ratio 

is obtained in this configuration. The results are compared against the TEM based diffraction techniques 

like NBED and Bessel diffraction. The results from TEM and Raman match in 𝜀𝑥𝑥 and 𝜀𝑦𝑦 within the 

accuracy limits of the TEM techniques  (1-2 x 10-3). The discrepancy in 𝜀𝑧𝑧 is assigned to the strain 

relaxation through the thickness of the TEM sample that indirectly affects the strain relaxation along the 

growth direction or 𝜀𝑧𝑧. Although FEM simulation of the relaxation could  accompany the TEM results, a 

unique answer will be hard to obtain taking into account the uncertainty on the material properties of all 

the materials in a complex device  

From a metrological standpoint, samples with different thicknesses produced from the same 

wafer might result in varying results depending on the thickness variation among the samples. The 

differences would be minimal for normal strains along the width of the lamellae i.e. 𝜀𝑥𝑥 and 𝜀𝑦𝑦 and this 

observation is made after comparing TEM and Raman on the test/blanket structure where 𝜀𝑥𝑥 and 𝜀𝑦𝑦 

match within the accuracy limits of the TEM techniques. However, a systematic study for reproducilibilty 

involving characterisation of strain on multiple sets of samples with varying thicknesses would be 

necessary to fully uncover some of the observations made from this study.  

The precision obtained from Raman techniques are better than TEM techniques as demonstrated 

on the 16 nm finFETs and the blanket structure. Raman averages over multiple devices and is an asset as 

it improves the statistical significance of the results as long as the inter device variation is kept small, 

which is the goal of the semiconductor industry. The TEM techniques on the other hand provide a more 

nanoscopic view of the strain distribution within a device with spatial resolutions down to 2 nm or less. 

Even though the TEM techniques suffer from sample preparation induced strain relaxation, they are 

currently the only techniques capable of strain spatial resolution (even less than 1 nm) for closer 

inspection and strain/defect analysis at the nanoscale. On the other hand, an inline technique like Raman 

spectroscopy serves for faster analysis and can be routinely used for production-scale quality control and 

assurance.  
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Finally, the highlights of the improvements or contributions made from this thesis to the attributes of the 

state-of-the art strain measurement techniques are tabulated below in Table 13. In Table 14, the 

performance metrics of the new techniques proposed in this thesis are tabulated. The precision and 

accuracy are calculated for the given spatial resolution. As demonstrated throughout the thesis, the 

precision degrades with an increase in spatial resolution and these parameters are interdependent. 

Table 13 Comparison of the parameters of the state-of-the art techniques (Before) and the improvements made 
through this thesis (After). 

Technique Parameters Before After Remarks 

STEM moiré Spatial resolution ~ In the 

order of 

10s of nm 

≤ 2 nm Through the application 

of a novel moiré 

demodulation scheme 

HRSTEM Strain Precison 

(Slow scan 

direction) 

~ 9 x 10-3 ~ 3 x 10-3 Through the application 

of Block-scanning 

Field of view ≤ 50 nm ~ 200 nm 

High resolution 

tomography 

3D strain - Calculation of 3D 

strain tensor and 

strain visualization 

though the sample 

Proof of concept for 

calculation of all the  

strain tensors from a 

single sample or 

measurement.  

(Strain relaxation is 

problematic for 

semiconductor 

application) 

Raman 

spectroscopy 

Strain Precision 3 x 10-4 2 x 10-4 Through the usage of 

linearised radially 

polarised light. 

Stress precision 0.05 GPa 0.02 GPa 
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Table 14 Precision and accuracy performance metric for the given spatial resolution for the newly investigated 
techniques in this thesis. The experimental accuracy for HR tomography and Raman are not investigated due to the 
lack of reference sample systems and needs to be considered for future investigations. Warning: the accuracy values 
quoted here are measured on a strain relaxed Ge on top of Si. However, when measuring strained TEM samples, 
strain relaxation due to sample preparation has to be taken into account. Thus, the accuracy values quoted here are 
the best attainable values from these techniques. 

Technique Precision Accuracy Spatial resolution 

Moiré demodulation 3 x 10-3 2 x 10-3 1.5 nm 

Block scanning 1 x 10-3 2 x 10-3 3 nm 

High-resolution 

tomography 

l4 x 10-3 - 2 nm 

Raman spectroscopy 

(Linearised radially 

polarised setup) 

2 x 10-4 - 
Multiple fins (5-

10), 0.5 – 1 µm 

 
l Calculated along [11̅0] projection direction.  



114 
 

  



115 
 

Samenvatting en algemene conclusies 
 
In dit proefschrift onderzoeken we deformatie meettechnieken in halfgeleider nano apparaten. 

Deformatie meettechnieken zijn vitaal voor de halfgeleider industrie omwille van de voordelen die 

deformatie geven in transistor kanalen. De deformatie stimuleert de mobiliteit van ladingsdragers  wat 

ervoor zorgt dat de performantie van de transistoren ook verbeterd. De technieken moeten snel, inline 

gebeuren en nano schaal spatiale resolutie hebben.  Inline technieken zoals Raman spectroscopie en x-

ray diffractie worden routinematig gebruikt voor halfgeleider deformatiemetingen omdat deze techniek 

snel, precies en een gezichtsveld variërend van micro tot millimeter hebben. Het nadeel van deze 

technieken is dat hun spatiale  resolutie onvoldoende is voor deformatiemetingen op individuelen nano 

apparaten. TEM gebaseerde technieken hebben wel de spatiale  resolutie voor nanoschaal deformatie 

analyse met het vermogen om spatiale  resolutie te hebben van een enkele of meerdere eenheidscellen.  

 

Het onderzoek startte door het evalueren van enkele bestaande TEM gebaseerde technieken en 

Raman spectroscopie. Deze resultaten worden getoond in hoofdstuk 2. De TEM technieken gebruiken 

speciale dunne monsters (<150 nm) voor deformatie analyse en zijn dus vatbaar voor deformatie relaxatie 

over de dunne regio. De TEM technieken kunnen voornamelijk in twee verschillende methodes opgedeeld 

worden: beeldvorming en diffractie. The diffractie technieken (inclusief DFEH) hebben een zeer goede 

precisie (2x10-4 - 6x10-4), nauwkeurigheid (1 x 10-3 – 2 x 10-3), spatiale  resolutie (2-5 nm) en gezichtsveld 

(0.2-1 um). Deze technieken zijn wel relatief duur in termen van data grootte en de data acquisitie en 

analyse tijd is relatief lang. Daartegenover zijn deze technieken voordelig in termen van kosten efficiency 

en snelheid (met potentieel tot live data verwerken) maar er zijn ook een paar nadelen. Zoals HRSTEM is 

gelimiteerd in de grootte van het gezichtsveld (<50 nm) en voor STEM moiré moet er een compromis 

gemaakt worden tussen spatiale  resolutie en deformatie gevoeligheid. Verder hebben beeldvorming 

technieken werkende in STEM modus invloed van scan artefacten omwille van monster drift, 

elektromagnetische interferentie, vibraties en door het terugvliegen van de elektronenbundel tijdens het 

scannen. Na het identificeren van de limitaties van deze technieken en hun potentieel tot snelle en 

kosteneffectieve analyse, stellen we nieuwe methodologieën en analyses voor om deze limitaties te 

overwinnen. 

 

In hoofdstuk 3 is een significante verbetering van de STEM moiré opstelling besproken. Deze 

opstelling voegt een nieuwe kwadratuur demodulatie techniek toe die het gezichtsveld ontkoppeld met 

de moiré bemonstering. Dit zorgt voor een meer flexibele oplossing. The voorgestelde methodologie zorgt 

ervoor dat er een selectieve verbetering optreed van bepaalde spatiale  frequenties (positief/negatief 

deel) terwijl andere Fourier componenten sterk gereduceerd worden. Dit zorgt ervoor dat het GPA masker 
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potentieel tot de gehele Fourier ruimte genomen kan worden wat de spatiale  resolutie verbeterd tot en 

met een enkele eenheidscel. Hoewel door het masker zo groot te nemen, zal er meer ruis optreden in de 

deformatie map. Er blijft dus een omgekeerde relatie tussen resolutie en precisie  wat voor een serieuze 

limitatie zorgt voor hoge spatiale  resolutie metingen met voldoende precisie. Bijvoorbeeld, de precisie 

verkregen (snelle scan richting) was  1 x 10-3  voor een spatiale  resolutie van 3 nm, dit wordt 3.5 x 10-3 

voor een resolutie van 1 nm. De nauwkeurigheid van de techniek was 2 x 10-3 en het gezichtsveld 250 – 

300 nm. Scan artefacten omwille van monster drift was waargenomen tijdens de metingen. Deze techniek 

versterkt ook de gevoeligheid wat voor meer precieze deformatie metingen zorgt.  

 

Trage scan artefacten zijn dominant in de STEM scan modus en zorgen voor een verlaagde precisie. 

Correctie methodes om deze artefacten te verwijderen voor HRSTEM hebben meerdere snel gescande 

(0.4-0.6 µs ) beelden nodig met een klein gezichtsveld (<50nm). De meeste correctie methodes hebben 

meerdere beelden nodig en zijn dus tijdrovend en hebben een hogere dosis nodig. Om deze problemen 

te overkomen en toch een precieze deformatiemeting te hebben van de trage scan richting, een nieuwe 

scan strategie was bepaald waarin blok scannen was voorgesteld. Dit wordt besproken in hoofdstuk 4. 

The precisie van deze methode was  1 x 10-3 in de snelle scan richting en 3 x 10-3 in de trage scan richting 

met een spatiale   resolutie van 3 nm. Hoewel de precisie in de trage richting nog altijd lager is dan voor 

de snelle scan richting, deze methode is superieur aan de conventionele methodes waar de precisie drie 

keer slechter is. De nauwkeurigheid van de methode is  ~2 x 10-3  en de techniek heeft een groter 

gezichtsveld (200 nm) maar hiervoor moet er wel in iedere gescande blok atomaire resolutie beschikbaar 

zijn.  

 

De voorgestelde TEM technieken meten deformatie in een geprojecteerde richting langs de [110] 

zone as waar dan verondersteld wordt dat de deformatie uniform is door de dikte van het TEM monster. 

Men heeft dus twee metingen nodig van een andere zone as om de deformatie te meten in drie richtingen. 

Dit betekent dat twee monsters ook een andere relaxatie vertonen wat afhangt van de dikte en dat er 

ook meer tijd gespendeerd wordt aan de preparatie van de monsters. Zelfs met twee metingen heeft men 

niet de volledige driedimensionale meting.  Om de echte driedimensionale deformatie van een nano 

apparaat te meten is dus de methode van hoge resolutie tomografie onderzocht. De experimentele 

procedure en resultaten zijn besproken in hoofdstuk 5. Hierin tonen we de proof-of-concept voor 

driedimensionale deformatiemetingen op een SiGe test structuur. De gemeten deformatie stelt dat er 

opmerkelijke deformatie relaxatie optreedt in het dunne naald monster. Dit zorgt ervoor dat deformatie 

tomografie voor halfgeleider monsters problematisch is omdat door het dunne monster te veel relaxatie 

optreedt en dit maakt de resultaten niet representatief voor de echte deformatie van het originele 

apparaat. De tomografie werkt mogelijks voor kleinere transistors waar deformatie gerelaxeerd is door 
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de omliggende matrix. Bijvoorbeeld 𝜀𝑥𝑥 is bijna volledig gerelaxeerd voor een 16 nm finfet. Tot op het 

heden hebben we nog geen enkele manier gevonden om dit probleem op te lossen. Een totaal ander 

gebruikssituatie is voor nanodeeltjes waar ook deformatie relaxatie optreedt. Dit gebeurt op een 

natuurlijke wijze en is hetgeen wat we willen karakteriseren.  

 

In hoofdstuk 6 wordt de Raman deformatie techniek beschreven. Hierin wordt de lineaire radiaal 

gepolariseerd licht gekozen als invallend licht wat ervoor zorgt dat de intensiteit ratio van de TO/LO 

fononen wordt vergroot wat het deconvolutie probleem vergemakkelijkt. Verder heeft deze methode ook 

een betere precisie vergeleken met conventionele lineaire gepolariseerd licht. De resultaten worden 

vergeleken met diffractie TEM technieken zoals NBED en Bessel diffractie. De resultaten van TEM en 

Raman komen overeen in het nauwkeurigheidsinterval voor 𝜀𝑥𝑥 en 𝜀𝑦𝑦  . Het verschil in 𝜀𝑧𝑧  komt door 

de deformatie relaxatie omwille van de dikte van het TEM monster dat invloed heeft op de groeirichting 

𝜀𝑧𝑧. FEM simulaties van de relaxatie zijn moeilijk om uit te voeren omdat complete kennis van de materiaal 

eigenschappen nodig is om dit te beschrijven.  

 

Vanuit een metrologisch standpunt kunnen monsters van dezelfde wafer met een andere dikte, 

andere resultaten voortbrengen. Het verschil is minimaal voor normale deformatie langs de breedte van 

het monster dus 𝜀𝑥𝑥 en 𝜀𝑦𝑦. Dit was geconfirmeerd door de deformatie van de Raman met de TEM 

technieken te vergelijken waar beide methodes dezelfde waardes van 𝜀𝑥𝑥 en 𝜀𝑦𝑦 bekomen binnen de 

nauwkeurigheden van beide methodes. Om dit te verifiëren moet deze meting gedaan worden voor 

monsters met verschillende diktes.  

 

De precisie verkregen van de Raman technieken zijn beter dan TEM zoals gedemonstreerd voor 

de 16 nm Finfet. Raman neemt het gemiddelde over meerdere apparaten wat een voordeel oplevert voor 

de statistische significantie van de resultaten zolang dat de variatie van de apparaten miniem blijft. De 

TEM technieken geven een betere  spatiale   resolutie tot 2 nm of minder. Hoewel TEM problemen heeft 

met de monster preparatie, wat deformatie relaxatie induceert, blijven deze technieken de enige 

methodes om deze resolutie te bereiken wat nodig is om defecten en deformatie te onderzoeken op 

atomaire schaal. Aan de andere kant, Raman spectroscopie is sneller en kan makkelijker gebruikt worden 

in productie processen voor controle. 

 

De hoogtepunten van de verbeteringen of bijdrage gemaakt in deze thesis van de deformatie 

meettechnieken zijn getabuleerd in Tabel 13. In Tabel 14 is de performantie van de nieuwe technieken 
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getabuleerd. De precisie en nauwkeurigheid zijn berekend voor een gegeven spatiale resolutie. Zoals 

gedemonstreerd in deze thesis, neemt de precisie af als de spatiale resolutie verbeterd.   

 
Tabel 15 Vergelijking van parameters van voor en na de verbeteringen besproken in deze thesis 

Techniek Parameters Voor Na Opmerkingen 

STEM moiré Spatiale resolutie ~ In de 

grootte 

orde van  

10s voor  

nm 

≤ 2 nm Door de applicatie van 

een nieuwe moiré 

demodulatie techniek 

HRSTEM Deformatie 

precisie (trage 

scan richting) 

~ 9 x 10-3 ~ 3 x 10-3 Door de applicatie van 

het blok scannen 

Field of view ≤ 50 nm ~ 200 nm 

Hoge resolutie 

tomografie 

3D strain - Berekening van de 

3D deformatie tensor 

en deformatie 

visualisatie door  het 

monster  

Proof-of-concept voor 

de berekening van de 

deformatie tensor van 

een monster of meting. 

(Deformatie relaxatie is 

een probleem voor 

halfgeleider applicaties) 

Raman 

spectroscopie 

Deformatie 

precisie 

3 x 10-4 2 x 10-4 Door gebruik van lineair 

radiaal gepolariseerd 

licht. Stress precisie 0.05 GPa 0.02 GPa 
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Tabel 16 Precisie, nauwkeurigheid en spatiale resolutie voor de nieuwe onderzochte technieken in deze thesis. De 
experimentele nauwkeurigheid voor HR tomografie en Raman zijn niet onderzocht omdat er geen referentie monster 
beschikbaar was. Dit werk kan gedaan worden in de toekomst. 

Techniek Precisie Nauwkeurigheid Spatiale resolutie 

Moiré demodulatie 3 x 10-3 2 x 10-3 1.5 nm 

Blok scannen 1 x 10-3 2 x 10-3 3 nm 

Hoge resolutie 

tomografie 

m4 x 10-3 - 2 nm 

Raman spectroscopie 

(Lineaire radiale 

polariserende opstelling) 

2 x 10-4 - 
Meerdere  fins (5-

10), 0.5 – 1 µm 

 
m Berekent langs [11̅0] projectie.  
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Outlook 
 

The thesis explores and proposes new methodologies and techniques for TEM and Raman spectroscopy 

for enhanced performance for strain measurement applications at the nanoscale. The techniques 

employing customised scan strategies like “Block-scanning” and “moiré demodulation” can be 

incorporated into the existing STEM microscope by any microscope vendor by changing only the scan unit 

in terms of hardware and the software to control it [81,82].  

 The analysis for moiré demodulation is very fast and has the potential to be made real-time. The 

current implementation of block-scanning processing with Python [152] takes approximately twice the 

time compared to commercially available NBED software like Epsilon [153], hence there is room to further 

improve the processing speed by implementing parallel computing or switching to system level 

programming languages like C++. Apart from strain measurement purposes, the block-scanning technique 

also has the potential to investigate defects (by imaging the entire region with the block scanning fashion 

and not skipping any regions in between the sub-images, to avoid the risk of skipping over interesting 

defect areas), interface analysis and crystallographic mapping at the local scale using sophisticated image 

processing algorithms on the high resolution features inside each block, which have high endurance 

against slow scan artefacts and sample drift. 

 For the high resolution tomography, the TEM holders can be improved by extending the degrees 

of freedom by including alpha-beta tilt along with rotation. This would make the alignment procedure 

more precise for every experiment as the TEM grids are currently prone to a small degree of bending 

induced by the clamping mechanism in the holder. The ability for 360° tilt range for the tomography 

sample through improved/modified TEM holders can prove to be more robust against any missing-wedge-

induced reduction of high-resolution contrast in the 3D reconstruction. On the other hand, 3D diffraction 

tomography can be performed using thicker samples and combining with 4D STEM (involving nano-probe 

mode like NBED) and reconstructing nanoscale 3D diffraction pattern at every voxel is an interesting area 

to explore. 

 Although TEM techniques provide the best strain spatial resolution for 2D and 3D strain mapping, 

they suffer from sample preparation-induced strain relaxation. Thus, the measurements can vary from 

the true state of strain in the bulk sample especially along the thinner side of the TEM sample. Hence, the 

need for nanoscale strain mapping techniques that are non-invasive is very crucial. Electron back-

scattered diffraction (EBSD) is one of the promising non-invasive techniques to measure the strain with a 

lateral spatial resolution of upto 1 nm in the latest SEMs [154]. The penetration depth depends on the 

beam energy and ideally for semiconductor nanodevices in our study, penetration depths of less than 30 
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nm is necessary to measure the lattice parameter of the Ge channel region. However, reducing the beam 

energy to lower the penetration depth will also impact the spatial resolution and difficult to achieve the 

targeted spatial resolution of 1 nm. Thus, it is challenging to achieve targets of both spatial resolution and 

penetration depth at the same time and hence novel approaches are required to tackle this problem. 

 Tip-enhanced Raman spectroscopy is another non-invasive technique that has the capability for 

enhancing the spatial resolution beyond the diffraction limit of light. The technique provides spatial 

resolution upto one order higher [155,156] than the conventional far field Raman spectroscopy as 

investigated in this thesis. However, implementation of the polarised Raman spectroscopy would be 

rather challenging for semiconductor applications where the plasmonic coupling between the tip and the 

material becomes crucial. In general, measuring the tri-axial stresses using the traditional back-scattering 

configuration is also a challenge so far due to the difficulty in exciting the weakly scattered TO2 phonon 

which is usually accompanied by a very strong LO phonon. Hence, further exploration is necessary in terms 

of expanding the capabilities for triaxial stress measurements using Raman spectroscopy in the 

backscattering setup or off-axis polarisation setup through novel approaches or methodologies.  
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Appendix 
 

Appendix 1 Experimental methods 
 

A1.1 Instruments used for strain analysis 

 

In this section, we attempt to give an overview of the two basic instruments used in this thesis for strain 

analysis: 1) Transmission electron microscope (TEM) and 2) Confocal micro-Raman spectroscope. Next we 

will describe the working principle of the instrument and their different modes. 

A1.1.1 Transmission electron microscope 
 

A transmission electron microscope (TEM) is one of the electron microscopy tool capable of  providing 

spatial resolution down to the atomic scale. Modern aberration correction TEMs have enabled to visualise 

individual atomic columns of crystalline materials and have become indispensable for nanoscale research 

and development. TEM requires special thin samples (<50 nm approximately) called lamellae which are 

prepared using focussed ion beam (FIB) technology. In general, a beam of electrons passes through a TEM 

sample and an image is formed after interaction of the electron beam with the sample. The TEM used for 

the analysis is the Thermosfischer Titan3 microscope operating at 300 kV high tension or acceleration 

voltage.  

 

Figure 53 Schematic of TEM opertation in two modes: 1) TEM and 2) STEM 

The illumination system of a transmission electron microscope (Figure 53) consists of multiple 

components namely the gun lens, condenser lenses C1, C2 and C3, minicondenser lens (MC) and objective 

lenses (obj1 and obj2). There are two primary modes of imaging: 1) parallel illumination for transmission 
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electron imaging (TEM) and 2) probe illumination for scanning transmission electron microscopy imaging 

(STEM). The functionality of the different illumination lenses is important to understand these imaging 

modes in TEM and special modalities required for strain measurement techniques like Nanobeam electron 

diffraction (NBED). 

A 1.1.1.1 Gun Lens: 
 

The electron sources commonly used in electron microscopes are based on a thermionic source or field 

emission or a combination of those. Field emission sources provide more monochromatic electron beam 

in comparison to thermionic sources. The gun lenses are placed near the electron source and they are 

used to change the position of the first cross over or the image of the source. Increasing the strength of 

the gun lens changes the position of the crossover and demagnifies the image of the source and in turn 

reduces the beam current [157].  

A 1.1.1.2 Condenser Lenses C1, C2 and C3: 
 

The crossover between C1 and C2 can also be varied and is called the spot number. This is also used to 

vary the beam current. Higher spot numbers reduce the beam current and vice versa. A near parallel 

illumination is preferred in the TEM mode where the sample is illuminated over a wide area. The 

interaction of the electron beam with the sample is captured by the camera placed below the specimen 

for the TEM. The sample acts as a thin phase object and the phase changes in the transmitted electron 

beam gives phase contrast imaging in TEM. The position of the crossover between C2 and C3 can be 

changed and this changes the diameter of the beam and through this the illuminated area on the sample. 

C2 and C3 work together to maintain a parallel illumination on the TEM and is taken care of by the 

software.  

The position of the cross over between C2 and C3 is adjusted to change the convergence of the 

probe in the case of STEM. This in turn affects the magnification. Here, again C2 and C3 act together to 

maintain the focus of the probe on the sample.  

A 1.1.1.3 Objective lens and mini-condenser lens: 
 

The specimen is placed in between the two objective lenses called the upper objective and the lower 

objective lenses. The upper objective lens is essential in STEM to create a convergent probe; however, it 

causes difficulties in TEM especially illuminating smaller and larger areas. This is compensated by adding 

a mini-condenser lens in front of the upper objective lens. The mini-condenser lens increases the 
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illuminated area up to five times in the TEM mode when the mini-condenser lens is on as opposed to 

when it is off. Similarly, the convergence angles are five times smaller in the probe mode (focussed probe 

is larger) when the mini-condenser lens is active. The mode of operation in which the mini-condenser lens 

is ‘on’ is called the ‘microprobe’ and when it is ‘off’ it is called the ‘nanoprobe’. Hence, during the normal 

operation, TEM operates in the microprobe and STEM in the nanoprobe. There are special modes of 

operation where STEM operates in microprobe with lower convergence angles and near parallel 

illumination useful for techniques like NBED (section 2.1.2.1). 

A1.1.2 Image acquisition in TEM and STEM: 
 

The image of the specimen is projected onto a fluorescent screen or a CCD camera using a system of 

projection lenses [158]. In TEM, the diffraction pattern is formed on the back focal plane of the lower 

objective lens. The objective aperture used in this plane permits selected diffracted electron beams to 

pass through while limiting the others. Bright field imaging is performed by imaging the non-diffracted 

central beam while dark field imaging is done by blocking the central beam or selecting the high angle 

diffracted beams. 

 

Figure 54 Dark field and bright field imaging detection in STEM  

In STEM, an annular detector is placed below the specimen that captures the scattered electrons. The 

unscattered electrons are captured by a detector placed in the centre as shown in Figure 54. The annular 

detectors facilitate the Dark field imaging in STEM. The high angle annular dark field (HAADF) detector 

images incoherently scattered electrons and the contrast is directly proportional to the atomic number zn 

(with n very close to 2) of the elements and hence is also called z-contrast imaging [159]. The technique 

is highly sensitive to the variation in the atomic number and is also suitable for imaging slightly thicker 

samples (~ 200 nm) in comparison to TEM imaging (~50 nm) [160]. The high angle scattered electrons are 

Rutherford scattered and undergo elastic scattering. The scattering is linked predominantly to electron-

nucleus interaction and are mostly incoherent. 
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A1.2 Micro-Raman spectroscopy 

 

Raman spectroscopy is a very powerful tool to characterize a variety of material parameters like for 

instance mechanical stress in crystalline materials. It is used primarily to study the vibrational energy 

levels in a crystal using laser light as an excitation source. Raman spectroscopy in combination with 

confocal optical microscope has enabled increased spatial resolution upto a micrometer [161]. The micro-

Raman spectroscopy for our experiments are conducted using Labram HR from HORIBA. 

 

Figure 55 Basic schematic of the micro-Raman setup 

Figure 55 shows the basic schematic of the micro-Raman spectroscopy. A linearly polarised He-Ne laser 

light is used with a wavelength of ~633 nm. An attenuator is used to limit the intensity of the incoming 

laser, in order to mitigate the shift in wavenumber of detected phonons from the sample due to 

temperature variations induced by the laser [162]. The laser is focussed on the specimen using a high 

numerical-aperture (NA) objective lens. The Raman scattered light is collected by the same objective lens 

that is operating in the backscattering configuration. An analyser is used in the outgoing path to collect 

particular polarisation of the Raman scattered light. Since, Raman spectroscopy is dependent on the 

polarisation of incoming and outgoing light, the analyser selects particular phonon modes of interest. The 

detection system consists of a monochromator (usually a diffraction grating) that disperses the collected 

radiation onto a CCD camera detector, which allows detection of a large spectral range [163].  
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Appendix 2 Samples 
 

A2.1 Blanket/test structure 

The blanket/test structure consists of a thick Si0.3Ge0.7 layer (~200 nm) grown on a Si substrate ( Figure 

56). The Si0.3Ge0.7 layer is expected to be completely relaxed and acts as a strain relaxed buffer (SRB). A 

theoretical study by Dah-Min and David Hwang  [11] on the relaxation of epitaxially grown materials 

shows that above a “critical thickness” the epitaxially strained material relaxes by the formation of misfits 

and dislocations near the interface. For the specific case of Si0.3Ge0.7 on top of Si with misfits ~3% the 

critical thickness is ~30-60 nm; and for the blanket sample with Si0.3Ge0.7 layer ~200nm, one can expect a 

complete relaxation of the layer. A thin layer of Ge (~27 nm) is epitaxially grown on top of the SRB and is 

expected to be compressively biaxially strained due to the lattice mismatch between Si0.3Ge0.7 and Ge.  

 

Figure 56 a)  Schematic of the blanket/test structure b) cross sectional TEM sample showing the different layers of 
the blanket structure 

 

A2.2 Ge on Si TEM sample 

Figure 57 shows the TEM lamella of Ge on top of Si substrate. The Ge layer is ~500 nm in thickness. The 

critical thickness for strain relaxation of the Ge layer epitaxially grown on Si (~4 % lattice mismatch) is ~10-

50 nm [11]. Due to the very high thickness of the Ge layer, we can expect complete relaxation of the layer 

with the formation of misfit dislocations near the interface. This relaxed or unstrained sample system is 

used to assess the accuracy of various TEM techniques throughout the thesis. 
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Figure 57 TEM lamella of Ge on top of Si substrate 

  



131 
 

Appendix 3 Tomography sample holder 
 

Tomography needle shaped sample is attached to a TEM grid and mounted on a Fischione 2040 holder 

(Figure 58). 

 

 

Figure 58 Fischione 2040 dual axis tomography holder © Fischione Instruments 

 

The dual axis tomography holder provides a tilt range of ± 70°. This is beneficial to reduce the effects of 

missing wedge in the reconstruction. It also features an inplane rotation, up to 360°. This dual axis 

mechanism allows for precise orientation of the sample along the zone axis which is essential for 

high/atomic resolution tomography. A flexiClamp spring type clamping mechanism secures the 

specimen/grid onto the specimen cup while also maximising the specimen visibility at higher tilt angles. 

Unfortunately, the clamping mechanism induces a slight bending of the grid when using conventional 

copper grids, which can induce precession motion instead of pure tilt during tomography series 

acquisition. Hence, molybdenum grids are used for our experiment which proved to be much stiffer and 

resistant towards bending.    
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Appendix 4 Asymmetric function for SiGe Raman spectrum fitting 
 

The asymmetric function 𝐼 as a function of the peak position 𝜔 in [cm-1] is given by 

 𝐼(𝜔) =
1

2

[1 −  𝑠𝑖𝑔𝑛 (𝜔 − 𝜔0) 𝐼0]

(
𝜔 − 𝜔0

𝑊1
)
2
+  1

+
1

2

[1 −  𝑠𝑖𝑔𝑛 (𝜔 − 𝜔0) 𝐼0]

(
𝜔0 − 𝜔

𝑊2
)
2
+  1

  

Where, 𝐼0 is the peak intensity, 𝑊1 and 𝑊2 are the HWHM (half-width at hald maximum) at the low 

frequency and high frequency side, 𝜔0 is the peak position and 𝑠𝑖𝑔𝑛 is the signum function of a real 

number.   
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Appendix 5 Conversion from lattice mismatch to strain 
 

The TEM strain measurements operate by measuring the lattice mismatch between a strained material 

and a reference material (usually Si substrate for semiconductors). So the lattice mismatch between 

strained material (mat) and any reference material (sub) is given by: 

 𝜀𝑚𝑎𝑡−𝑠𝑢𝑏  =
𝑎𝑚𝑎𝑡 − 𝑎𝑠𝑢𝑏

𝑎𝑠𝑢𝑏
 (82) 

 

Where, 𝑎𝑥𝑥 is the lattice parameter of the material 𝑥𝑥.  

Now, the strain with respect to the bulk unstrained material is given by: 

 𝜀𝑚𝑎𝑡−𝑏𝑢𝑙𝑘  =
𝑎𝑚𝑎𝑡 − 𝑎𝑏𝑢𝑙𝑘

𝑎𝑏𝑢𝑙𝑘
 (83) 

 

From eqs. 82-83, we can deduce the conversion, i.e., 

 𝜀𝑚𝑎𝑡−𝑏𝑢𝑙𝑘  =
𝑎𝑠𝑢𝑏

𝑎𝑏𝑢𝑙𝑘

(1 + 𝜀𝑚𝑎𝑡−𝑠𝑢𝑏) − 1 (84) 

 

Hence, eq.84 gives conversion from the measured lattice mismatch from TEM 𝜀𝑚𝑎𝑡−𝑠𝑢𝑏 to strain with 

respect to the bulk unstrained material. The lattice parameter of the materials under consideration can 

vary depending on the directions in the crystal coordinate system. For example, 𝑎𝑆𝑖[110] = 0.384 𝑛𝑚 and 

𝑎𝑆𝑖[100] = 0.543 𝑛𝑚.  
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Appendix 6 Moiré technique experimental sampling frequency 

determination  
 

Determining the experimental sampling frequency is crucial for the accuracte determination of the 

amplification-factor and thus the overall strain measurement. The determination is straightforward and 

is explained in detail below.  

The digital frequency (𝑆𝑝𝑎𝑡𝑖𝑎𝑙 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑟𝑦𝑠𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦⁄ ) for the moiré 

technique is given by eq.34, i.e., 

 

 
𝑔𝑟𝑒𝑓,𝑚 = 

𝑔𝑟𝑒𝑓

𝑓𝑚
− 𝑛 

 

(85) 

Where, 𝑔𝑟𝑒𝑓 =
1

𝑎𝑟𝑒𝑓
 is the spatial frequency of the reference material (usually Si substrate), 𝑓𝑚 is the 

experimental sampling frequency and 𝑛 is the moiré window from which the frequency is being 

translated.  Now, 𝑎𝑟𝑒𝑓 and n are known and the task now remains to calculate 𝑔𝑟𝑒𝑓,𝑚 , and 𝑔𝑟𝑒𝑓,𝑚 can be 

calculated from the FT of the experimental moiré image which further enables the direct determination 

of the experimental sampling frequency 𝑓𝑚.  

The example below, shows the calculation of 𝑔𝑟𝑒𝑓,𝑚 from a hypothetical FT consisting of a single 

frequency/reflection centered at (𝑔𝑢, 𝑔𝑣).  

 

Figure 59 A hypothetical FT 

𝑔𝑟𝑒𝑓,𝑚 is now calculated as: 

 
𝑔𝑟𝑒𝑓,𝑚(𝑢, 𝑣) =  (

𝑔𝑢 − 𝑜𝑢

𝑁
,
𝑔𝑣 − 𝑜𝑣

𝑁
) 

 

(86) 
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where, N is the number of pixels in the image. Using eq.86, it is now straight-forward to calculate the 

experimental 𝑓𝑚 and subsequently calculate the experimental amplification-factor 𝛼 =
1

1−
𝑛𝑓𝑚
𝑔𝑟𝑒𝑓

.  



139 
 

Scientific contributions 
 

Journal articles 

1) V. Prabhakara, D. Jannis, A. Béché, H. Bender, J. Verbeeck, Strain measurement in semiconductor 

FinFET devices using a novel moiré demodulation technique, Semicond. Sci. Technol. 35 (2020) 

34002. https://doi.org/10.1088/1361-6641/ab5da2. 

 

2) V. Prabhakara, D. Jannis, G. Guzzinati, A. Béché, H. Bender, J. Verbeeck, HAADF-STEM block-

scanning strategy for local measurement of strain at the nanoscale, Ultramicroscopy. 219 (2020) 

113099. https://doi.org/10.1016/j.ultramic.2020.113099. 

 

 

3) V. Prabhakara, T. Nuytten, H. Bender, W. Vandervorst, S. bals and J. Verbeeck, “Linearized radially 

polarised light for improved precision in strain measurements using micro-Raman spectroscopy” 

[Optics Express https://doi.org/10.1364/OE.434726] 

 

Oral presentations 

1) “Advanced moiré strain measurement technique using smart scanning strategies”, The 21st 

International Conference on Microscopy of Semiconducting Materials (MSM-XXI)" organized in 

Cambridge, UK (April 2019) 

 

2) “TEM strain analysis in semiconductor Nanodevices”, EMAT Friday lecture, Antwerp (June 2018) 

 

3) “Strain measurement techniques in Si-Ge semiconductor devices”, IMEC strategic day (November 

2019) 

 

4) “TEM strain measurement techniques in Si-Ge semiconductor materials”, EMAT Friday lecture, 

Antwerp (June 2021) 

 

 

 

 

https://doi.org/10.1088/1361-6641/ab5da2
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Poster presentations 

1) “Strain measurement techniques in SiGe semiconductor nanodevices” - 2nd Summer School on 

Defects in Semiconductors ,University of Ghent, Belgium, Sep 2018. 

 

2) “Strain measurement in Semiconductor FinFET devices using Moiré and a novel quadrature 

demodulation technique” - RBSM meeting 2019, Louvain-la-neuve, Belgium, September 2019. 

 

3) “Strain measurement in Semiconductor FinFET devices using Moiré and a novel quadrature 

demodulation technique” - WOG meeting on Image Reconstruction, Ghent, Belgium, September 

2019. 

 

4) “HAADF STEM block scanning strategy for the nanoscale measurement of strain in semiconductor 

FinFETs” – EMAT poster session (Virtual), October 2020. 
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