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ABSTRACT

The era of behavioral big data has created new avenues for data science research, with many new contributions stemming
from academic researchers. Yet, data controlled by platforms has become increasingly difficult for academic researchers
to access. Platforms now routinely use behavior modification techniques to manipulate users’ behavior, leaving academic
researchers further isolated in conducting important data science and computational social science research. This isolation
results from researchers’ lack of access to human behavioral data, and crucially, to both the data on machine behavior that
triggers and learns from the human data and the platform’s behavior modification mechanisms. Given the impact of behavior
modification on individual and societal well-being, we discuss the consequences for scientific knowledge creation and the roles
and responsibilities of academic data scientists. Finally, we consider how current and future regulatory actions may enable
academic data scientists to conduct meaningful research on platform environments in the realm of behavior modification.

Platform-based Data Science Research
A vibrant and growing community of data science academics is involved in methodological and applied research related to
behavioral big data (BBD). BBD refers to very large and rich multidimensional data sets on human and social behaviors,
actions, and interactions, which have become available to companies, governments, and researchers1. The availability of BBD
is the result of our extensive use of digital technologies in almost every facet of our daily lives. Such data are captured and
collected by internet and social media platforms, mobile apps, internet-of-things (IoT) gadgets, and more. They are the “digital
breadcrumbs” we leave behind as we go about our lives online.

We use the term digital platform (or simply platform) to refer to multi-sided markets aimed at the commodification of
user activities, web, and app content that rely on network effects and reduced transaction costs2, 3. Platforms are implemented
as programmable digital architectures geared towards the systematic collection, algorithmic processing, circulation, and
monetization of user data. One way in which this user data, mostly BBD, is leveraged by platforms is by predicting user
characteristics and behavior and shaping user actions through personalized interventions4. For example, Facebook uses BBD to
predict and modify a user’s likelihood of clicking a push notification5. BBD has been successfully used for prediction in a wide
range of applications: What you “like” on Facebook has been shown to be predictive not only of your IQ, political preference,
and openness6, but also your product interest and even financial default behavior7.

Academic and industry researchers acquire and analyze BBD for purposes of extracting knowledge, making scientific
discoveries, and for developing and evaluating new or existing data science methodologies. The combination of “behavioral”
and “big” creates challenges and opportunities for both applied and methodology-developing data science researchers8, 9.

The present work examines how the increasing reliance on behavior modification techniques by platforms, especially
reinforcement learning-based (RL) algorithms, impacts the practice of academic data science research. RL is a third paradigm
of machine learning (ML)—different from supervised and unsupervised approaches—which adopts Markov decision processes
to model the sequential interactions of a learning agent and its environment (i.e., platform users)10. RL agent-induced changes
in user behavior represent a novel form of behavior modification (BMOD), classically defined as “an observable, replicable
and irreducible component of an intervention designed to alter or redirect causal processes that regulate behavior”11. BMOD
techniques derive from principles of behaviorist psychology and include nudging, herding, and operant conditioning, among
others4. Such techniques, when integrated into digital platforms, are commonly termed persuasive technology12, but are often
no longer “observable, replicable and irreducible.” Behavioral interventions range in their transparency: some are theoretically
observable to users (e.g., chatbots, suggestions by recommender systems, and app notifications) while others are less so13 (e.g,
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A/B testing, feed filtering and comment moderation on social networks14, and deceptive interface design choices15). Platforms
employ BMOD to provide personalized services, increase user engagement, “hook” users by habit formation16, generate further
BBD, and more.

Potentially dangerous intended and unintended social and political outcomes arise from platforms employing BMOD.
BMOD powerfully combines multiple cognitive, social, and algorithmic biases17 resulting in filter bubbles18, polarization19,
malicious third parties taking advantage of platform BMOD algorithms (e.g. via “adversarial attacks”20 and social bots21),
manipulation of public opinion (“sowing discord”22) and elections23, and participation in social movements24. Compounding
these problems, tangled network dynamics make it difficult to ascribe responsibility to a single actor, human or otherwise25.

Our central claim is that while BMOD used by platforms has a potentially enormous impact on individuals and societies,
academics are effectively barred from investigating it. Researching the nature, causes, and effects of scientifically and socially
important topics, and developing and evaluating data science methodology for conducting such research, is increasingly difficult
for anyone except researchers at platforms. Without access to data on both the human behaviors and related machine behaviors,
and sufficient access to (or information on) the causal BMOD mechanisms, academic research becomes both more complicated
and constrained26, possibly leading to disciplinary stagnation. The resulting academic isolation threatens to stifle valuable
contributions to public policy and regulation at a time when evidence-based, not-for-profit stewardship of global collective
behavior is more important than ever27.

The role of academic data science research in advancing knowledge
Academic data science researchers contribute to advancing scientific and practical knowledge in different ways. Methodological
data science contributions might use a dataset for illustration, but the dataset could be interchangeable. In contrast, an applied
data science contribution is dataset/application-dependent, where the methodology can be interchangeable. We focus on data
science academics working on platform-related methods or applications.

Methodologists develop, propose, and study methodologies applied to behavioral and social data related to platforms. These
include a range of methods for the entire “data pipeline,” from study design and data acquisition, all the way to deployment.
Examples include data acquisition policies28, methods for handling missing values in predictive tasks29, adjusting for self-
selection in large-scale human impact studies30, and identifying heterogeneous treatment effects31. Further examples include
evaluating the impact of behavioral data size and richness on predictive ability32; proposing and comparing model explainability
approaches33 and alternatives34; developing sampling designs from networked data35 and unbiased treatment effect estimators
in adaptive experiments36; and translating legal notions of discrimination into automated algorithmic solutions37.

The applied academic data science community advances knowledge of algorithms for analyzing, predicting, and modifying
human and social behavior on platforms, and on the implications of applying such methods. This is done by applying data
science models, algorithms, and approaches for purposes such as marketing and risk management6, 32, 38, 39. Some work
has uncovered the ability of predictive algorithms, such as predictive text in search queries, to capture surprising and more
truthful responses than traditional data collection methods such as surveys40. Other work has studied the appropriateness of
predictive text in email41. Key platform functionality can rely on image recognition and word embedding algorithms. A study
showing discriminatory behavior of facial recognition algorithms42 has led to improvements of such algorithms. A related
area of research has developed techniques to de-bias word embeddings43, which can exacerbate gender stereotypes when
used in predictive text (i.e., auto-complete) applications. Such work has led to new knowledge in the behavioral and social
sciences, including political science44, sociology45, 46, and psychology47. Besides these more established disciplines, data
science academics can also play a role in advancing the state of knowledge of machine behavior48, an emerging field focusing
on the empirical study of behaviors of “intelligent machines” used in automated decision-making.

Industry-academia collaborations as knowledge enablers
The academic community’s rich contributions have often resulted from collaborations with “traditional” industries that collect
BBD, such as telecoms, retailers, insurance companies and healthcare organizations, and more recently with platforms such
as search engines, social media, dating websites, and messaging apps. These collaborations have helped academics identify
relevant data science challenges and opportunities in real settings. And importantly, they have also provided them access to
such data (via purchase, collaborative studies, or otherwise). Nevertheless, while the amount of data collected has grown
exponentially, academic data scientists have access to a far smaller proportion of existing data than ever before49.

In typical collaborations, academics obtain a one-shot cross-sectional large behavioral dataset from the company. For
example, using a large dataset of call detail records of customers of a telecom company during a given period, indicating who
called whom, researchers showed the ability to predict product interest38 and churn50. In the case of an intervention, the data
might include multiple snapshots in time (e.g. before the intervention, during the intervention, and after the intervention).
One example is a controversial collaboration between Facebook and academic researchers, where a large-scale randomized
experiment on Facebook users revealed that emotional states can be transferred to others via emotional contagion, leading
people to experience the same emotions without their awareness51. Another example is the collaboration between academic
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researchers and a major online dating site, where a large-scale randomized experiment revealed that anonymous browsing
harms users’ matching ability, especially for women, by eliminating the anonymous user’s ability to send a “weak signal” to
potential mates by visiting their profile pages45.

Industry-academia collaborations that involve conducting randomized experiments require the ability to intervene in the
platform according to best research practices. Yet research choices such as what is measured, who and what is manipulated,
and how the experiment is deployed are governed by practical business and deployment considerations. Complete academic
freedom in the deployment and intervention, even in a simple randomized experiment, such as an A/B test, might already be
practically infeasible. For example, the deployment of an A/B test will be limited to a sample of users from a certain area
or background based on the industry partner’s reach and business considerations; the experiment would be limited to a very
short, specific time period (e.g., holiday season) which in itself might impact the study generalizability. This issue of limited
access and platform-driven constraints becomes amplified with multiple interventions, and even more extreme in the case of
BMOD that involves ongoing personalized interventions. Platform insiders face a similar issue when trying to evaluate policies
for RL-based personalized systems—without access to “live” data and real interactions, platform data scientists must resort
to clever ways of repurposing logged offline data52. What is already difficult for company insiders thus becomes virtually
impossible for academic outsiders.

Researchers who do not have collaborations with platforms resort to collecting BBD from websites and online forums
(e.g. via web scraping and APIs), using existing public data repositories (e.g. UCI Machine Learning Repository, Kaggle,
ImageNet), obtaining “grey-market” datasets53, or using online labor markets, such as Amazon Mechanical Turk. Researchers
turn to online labor markets for tasks that range from labeling data through experiments and surveys on crowd workers, to
collecting data on crowd workers’ social media posts with their consent. Both Facebook and Twitter, for instance, offer such an
API. These APIs make it easy to retrieve data in an ethical (and legal) manner. However, APIs come with restrictions: Twitter
provides both public and premium APIs, which vary in the number of tweets and number of days and years you can go back to
retrieve tweets. In the wake of the Cambridge Analytica incident, Facebook has become extremely strict in providing access to
its API, even for academic researchers54, thereby (ironically) leading to less transparency about the value and use of their BBD.

The second author experienced this hurdle first-hand. In a joint study with political scientists, Facebook “like” data was
obtained, with consent, from over 6,500 Flemish (Belgian) persons between March and June, 2018, using the public Facebook
Graph API55. Participants were additionally asked to complete 12 survey questions about their media consumption and political
preferences. Subsequent data science analyses found novel insights from this BBD: alternative rock music is predictive for
being a left voter, whereas right voters seem to prefer techno music44. Followup research questions by reviewers naturally
emerged, which required either asking participants additional questions or repeating the experiment in a different country or
after a certain political event. Unfortunately, given the company’s new policies, none of these research extensions were possible.
Starting from August 2018, Facebook no longer provided us with access to the Facebook “like” data through their API56. A
change to Facebook’s data sharing policy thus effectively curtailed this research project.

High caliber industry-academic partnerships, such as Harvard’s Social Science One, encounter major difficulties as
well. While Facebook committed to sharing more than a petabyte of data with researchers through this initiative, internal
disagreements and issues resulted in the initiative’s co-founder leaving the project57. Although the Social Science One project
eventually culminated in a large amount of Facebook data being released for research purposes, these data appear to permit
only “broad group-level or time series trends and relationships of interest”58. We address the tension between data granularity
and privacy and its relation to BMOD research in the Recommendations section.

In summary, academics face major obstacles in obtaining observational BBD and conducting experiments in collaboration
with platforms. Crucially, however, these obstacles are multiplied as platforms increasingly deploy BMOD strategies on their
users. We describe these new challenges in the following section.

Academic Data Science Research in the Realm of Behavior Modification

From collecting passive footprints to modifying user behavior
Cross-sectional datasets are useful for purposes of developing and evaluating predictive and descriptive analytics. They are
also useful for simple intervention methods, such as A/B tests or factorial design experiments. However, the BBD industry,
now dominated by platforms such as Google, Facebook, Amazon, Uber and their Chinese counterparts Baidu, Tencent, etc.,
has moved to a new stage of action, beyond mere prediction and A/B testing. A more interactive mode of user engagement is
now used, where humans’ feedback and reactions are the trigger for subsequent platform actions, creating human-to-machine,
machine-to-human, and human-to-human feedback loops and chains of actions, reactions, and interactions. For example, a
user’s posts on Facebook might determine which news items the platform displays to him/her. The user’s reaction to the news
recommendation (clicking, sharing, or posting a reaction) then leads to further actions by the platform, as well as by the user’s
platform “friends,” and so on.
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Figure 1. Human users’ behavioral data and related machine data used for BMOD and prediction. Rows represent users.
Academic researchers typically can access only publicly-visible user data.

Personalized interventions on platforms are increasingly governed by adaptive data-driven (i.e., RL) algorithms rather than
by fixed business rules or managerial decisions59. For example, recommender systems used by popular commercial platforms
such as TikTok, Pandora, Instagram and YouTube require vast amounts of interactive BBD—based on BMOD—in order to
select an optimal recommendation policy for a given user60, 61. LinkedIn uses multi-armed bandits (MABs), a simplified type of
RL, for automating ad placement decisions62 and Yahoo! uses it for personalized news recommendations63. RL formalizes
human-machine interaction histories as sequences of state, action, reward "trajectories” generated in online (i.e., learning while
interacting in real-time with users) or offline (i.e., learning from previously collected user interactions) contexts10. The RL
agent’s goal is to intervene in its environment of human users to learn an optimal policy maximizing the accumulation of
designer-specified rewards (e.g., clicks). Although platforms have only recently begun to apply RL to interact with and control
digital environments of human users, researchers have demonstrated empirically that RL agents can induce humans to exhibit a
variety of “target behaviors” selected for by algorithm designers64. A growing literature now details how RL-based systems can
fail—often due to poorly specified reward functions—and how these failures may have social consequences65.

Understanding what these algorithms do, how to improve them, where potential harms lie, and which scientific questions
can be answered in this new realm are critical areas for academic contributions. While industry has excellent data scientists and
research groups, their incentives and goals (e.g. optimizing algorithmic performance) are different from those of academics. It
is therefore crucial to have diverse academic research communities closely involved27. Yet, with this new mode of operation,
many data science academics find themselves in new, isolated terrain. Figure 1 illustrates this new realm.

New needs for conducting scientific research
Conducting meaningful scientific research in the new realm of behavior modification requires direct access not only to the
platform’s human data, but crucially to strategies and behaviors of the algorithms interacting with the humans. The strategic use
of algorithms to modify human behavior in a dynamic fashion means that studying human and/or algorithm behavior in this
ecosystem requires access not only to the human BBD, but also to the related machine BBD—the machine’s triggering and
resulting behaviors.

The use of BMOD by platforms can interfere with research efforts by masking, changing, and even overriding effects of
interest. For this reason, there is a growing niche of research focused on developing unbiased training and evaluation procedures
using ideas drawn from causal inference36, 66. As noted, in observational studies, users’ BBD alone is insufficient for answering
causal questions about human behavior and possible feedback loops between human behaviors and algorithm learning and
actions. For example, an experiment evaluating the effect of anonymous browsing on matching outcomes in online dating
found that anonymous browsing reduces matches by masking visits of anonymous browsers to profile pages45. Yet, if the site’s
recommender system uses the anonymous users’ browsing information, it might recommend the anonymous users to those
whose profiles they stealthily visited, thereby countering the researchers’ intervention.

To assess clashes and interactions between the researchers’ interventions and the platform BMOD, researchers would
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therefore require sufficient information about the BMOD mechanism itself. Such information would include what user data the
BMOD has access to, the RL algorithm type and parameters (states, rewards, policy type, etc.), and what types of actions the
BMOD can initiate. For example, studying the effect of an intervention on social media requires not only a user’s behavior
(e.g., dwell time, posts, likes) but also the machine’s notifications, recommendations, ads, etc., which function as unobserved
confounders of observed effects26. A good example comes from a recent study investigating “the effect of message ad content
on subsequent customer engagement” on Facebook which required the authors to make educated guesses about how Facebook’s
newsfeed Edgerank algorithm worked in order to to adjust for newsfeed algorithm’s effect. The authors admit that a “perfect”
solution to the selection problem is unlikely to be achieved without full knowledge of Facebook’s targeting rule67. In reality,
sufficient information about the BMOD mechanisms is unlikely to be available—even to the platform data scientists. While
explaining the difficulties involved in developing an "offline" evaluation method for YouTube’s RL-based recommender system,
YouTube’s own data scientists write, “there are multiple agents in our system, many of which we do not have control over61.”
Therefore, given the unavailability of the needed information about the BMOD mechanism, academics need access to the
BMOD system in order to have any hope of “reverse engineering” the parts of the system relevant to the study of interest.

Access to machine data and the BMOD mechanism is also needed for methodological research: for studying and improving
existing BMOD mechanisms. This includes developing BMOD-related methods such as “interpretability/explainability”
algorithms (e.g., “why you’re seeing this ad”) used in developing “counterfactual” explanations of predictions from supervised
models68 and from RL systems69. Access to user data, machine data, and the BMOD mechanism is also needed for developing
new methods to be deployed on platforms, which are likely to interact with platform BMOD. One example is developing
text mining algorithms (e.g. for sentiment analysis or anomaly detection) that would be influenced by predictive text options
displayed to the user while typing, thus inserting “anchoring bias”13 into the observed data. Another example is developing link
prediction—such an algorithm would be affected by a platform’s existing link prediction BMOD, its feed filtering BMOD, and
potentially other BMOD (e.g. due to integration of networks, such as LinkedIn and Office 36570.) A researcher’s knowledge
of BMOD mechanisms could be helpful in deciding which questions are potentially answerable on that platform. BMOD
information could also help researchers evaluating the historical performance of algorithms by guiding them in choosing
periods of data where comparable BMOD mechanisms were in place. For example, professional networking platforms routinely
send users notifications encouraging them to fill out missing “job skills” on their profiles. These personalized nudges create
feedback loops affecting other BMOD mechanisms: adding data in response to the messaging BMOD leads the platform’s job
recommender system to generate new recommendations. A researcher comparing such recommender systems with batches
of historical data from different time periods, without accounting for such BMOD actions, might then come to a conclusion
about their relative performance for the wrong reasons71. In effect, the evaluation reveals more about the system’s underlying
data-generating dynamics than the algorithm’s performance. This issue similarly applies to the case of the dating site experiment
mentioned earlier. If researchers could verify the BMOD mechanism (i.e., the recommender system proposing matches to
users) recommended “anonymous browsers” to users, they might adapt their experimental design accordingly, temper their
causal claims, or abandon the idea altogether.

While data on human and machine behavior and the underlying BMOD algorithms are invaluable for advancing data
science, they are typically inaccessible to academic data scientists for a variety of reasons including consumer privacy, trade
secrets, proprietary content, and political sensitivities49. Much of the source code and data used for training algorithms is
proprietary48. Reverse engineering these systems to expose biases introduced by BMOD may be illegal in the US under the
Computer Fraud and Abuse Act (CFAA)8. Recently, however, a federal court ruled that the violation of websites’ terms of
service for the purpose of researching algorithmic discrimination is not criminal72. Nevertheless, problems of access still pose
barriers for academics interested in platform governance73 and algorithmic auditing14. In some cases, academic isolation has
forced researchers to engage in “guerrilla tactics” using novel but ultimately inefficient (and possibly illegal) methods, such as
creating bots and fake user profiles to probe and interact with platforms in hopes of making the “black box” more transparent74.

Lastly, a further set of research challenges arises as BMOD can potentially affect behavior outside of the platform
environment, by spillover of the BMOD effect to other platforms or offline, and through third parties who purchase platform
data and prediction products4 (predictions of user behavior). Studying human and machine behavior under BMOD therefore
requires richer BBD over longer periods and from sources outside the platform, especially as it is currently unknown to what
extent BMOD methods influence user behavior or extend to cognition more generally75.

Table 1 summarizes these key differences between conducting academic research with and without platform BMOD, under
three scenarios: (1) using observational BBD, (2) conducting randomized experiments (e.g. A/B tests), and (3) employing
research-driven BMOD. We can map each of the examples described earlier to a row in the table, based on the researcher’s
study type and the platform BMOD functionality. In general, the differences pertain to the levels of visibility, access, and
control that academic researchers have to both human and machine BBD and to platform BMOD mechanisms, as well as the
types of data science applications or methodologies that can be studied.
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Table 2. New challenges facing academic data science researchers

Challenge Description
More complex ethics reviews IRB members may not understand the complexities of algorithmic

methods, such as RL, increasingly used by platforms.
New publication standards A growing number of journals and conferences require proof of

impact in deployment, as well as ethics statements of potential impact
on users and society.

Reproducibility Research using BMOD data by platform researchers or with academic
collaborators cannot be reproduced by the scientific community.

Corporate scrutiny of research findings Platform research boards may prevent publication of research critical
of platform and shareholder interests.

New challenges facing data science academics
While it might be theoretically possible for an academic to simulate the BMOD mechanism and resulting user and machine
data52, 76, or create a mock version of the digital platform, both of these “solutions” are neither practical nor completely effective
in capturing the scale and networked-nature of real platform behavior. Industry-academia collaborations have therefore become
the only feasible way for academic researchers to access not only the BBD (of humans and machines), but also the BMOD that
platforms apply to their users. Yet very few platforms are willing to grant academics access to their human BBD, machine BBD,
manipulations, and even fewer are likely to apply the researchers’ intended manipulations to their users. A recent research
project by NYU researchers to collect machine behavior on ads presented to 6,500 volunteer FB users for studying political ad
targeting was thwarted by Facebook, despite the users’ consent77. The recent growth of industry-academic “Fellow programs”
(Facebook Research Collaboration, Google Faculty Awards, Amazon Machine Learning Research Awards, etc.) unfortunately
does not solve the access problem either, as most existing programs involve only funding, without granting access to either data
or to platform manipulation/testing systems.

Another problem relates to how ethical reviews for studies are conducted. The ethical implications of academic data
scientists’ work is typically scrutinized more closely than in industry, usually by university-level ethics boards (e.g., IRB
in the United States). In the IRB context, human subjects research is quite broadly defined, but one aspect of the definition
particularly relevant to data science is “manipulations of the subject or the subject’s environment that are performed for research
purposes”78. This broad definition (and we believe it is safer to interpret it as broadly as possible in the aftermath of Facebook’s
emotional contagion experiment51) would seem to encompass most if not all personalization efforts of platforms, including
A/B testing, uplift modeling, and even RL.79 While the idea of respecting and protecting human subjects is critical, many
ethics boards are tuned to evaluating biomedical and traditional behavioral studies, and are not yet familiar with BBD-type data
science research. This and a lack of access to BMOD mechanisms conflicts with IRB rules requiring ethics board members to
have the expertise to properly evaluate large-scale studies involving behavioral interventions on platforms.

Academic researchers also face the challenge of new and more demanding publication requirements. Scientific journals
and conferences increasingly require researchers to not only propose new methods, but to also illustrate their impact in actual
deployment. For example, the ACM SIGKDD International Conference on Knowledge Discovery and Data Mining solicits
research papers and applied data science papers. Applied data science papers further distinguish between deployed and
evidential papers. Papers in the deployed category “must describe implementation of a system that. . . is (or was) in production
use for an extended period of time.” Without a collaboration with a digital platform, this requirement is impossible to meet for
BBD-based empirical research that involves A/B testing or BMOD. Academics who do manage to collaborate with platforms
and conduct research based on behavior-modified data face challenges of scientific reproducibility, where their findings cannot
be reproduced by the scientific community.

Finally, recent events have raised concerns that platforms and corporations may try to restrict the publication of academic
data science research and industry-academia collaborative studies critical of their methodology and ethics80. As a senior
scientist at Google (who was subsequently fired) puts it, “If we are researching the appropriate thing given our expertise, and
we are not permitted to publish that on grounds that are not in line with high-quality peer review, then we’re getting into a
serious problem of censorship”81.

Implications
The lack of access to human and machine behavior data from BMOD-deploying platforms, and sufficient information on
the deployed BMOD mechanisms, isolates academic researchers and poses multiple challenges not only to the researchers
themselves, but also to scientific research, humans, society, and governance82.
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Academic isolation can potentially affect scientific research in multiple ways. Academic data scientists have voiced
concerns about problems in data infrastructure and sharing between industry and academia, IRB’s inexperience with BBD,
and the difficulty of reproducible research due to BMOD aimed at shaping user behavior to achieve platform goals8, 26, 83. In
addition to these points, we worry that the study of timely and crucial data science topics will dwindle in academia, resulting in
fewer ethically-approved studies in peer-reviewed publications. Published research might be dominated by studies conducted by
platform researchers, and only some will have passed internal company ethics committees (e.g. Facebook’s internal “research
ethics board”84). Although well-intentioned, “ethics washing”—as a convenient form of corporate self-regulation—can serve to
normalize risky new technologies and applications of BMOD85. Research by platform data scientists is also now frequently
published in non-peer-reviewed repositories such as arXiv and SSRN. Besides leading to findings of questionable validity due
to a lack of peer-review and reproducibility, the absence of standardized (e.g., IRB) ethics review could damage the reputation
of data science in the eyes of the general public, as the Cambridge Analytica scandal revealed. Without the broad trust of
public stakeholders, academic data scientists may struggle to receive the funding and resources necessary to carry out important
research, potentially motivating talented academics to trade their academic posts for positions in industry. A catch-22 situation
currently exists as academics lack the access needed to study the effects of BMOD at scale; yet this lack of evidence may be
used as a reason to withhold research funds or stymie legislation that would enable such research.

Academics with access to only human BBD and even machine BBD (but not the BMOD mechanism) are effectively
limited to studying interventional behavior on the basis of observational data. Besides increasing the risk of false and missed
discoveries, answering causal questions becomes nearly impossible. Independent academic researchers are therefore left
without the opportunity or funding for conducting scientifically meaningful research with social implications. The current
high-pressure system of academic incentives based on peer-reviewed publication arguably diverts researchers’ attention towards
less-relevant—even marginal—problems based on easier-to-collect data and simpler-to-implement projects. Platform data
scientists, unlike their academic counterparts, may have neither the time nor incentives to conduct long-term research without
immediate business impact. We are thus worried about misdirected research efforts and opportunity costs. On top of this, an
over-reliance on the few platforms with accessible BBD (e.g. Twitter83), and towards performance on a few heavily-reused,
industry-focused public datasets (e.g., MovieLens) may threaten the generalizability of research. Academics now operate in a
more complex legal environment when using data controlled by platforms (e.g., the second author’s experience and the NYU
Ad Observatory experience77). Academics must consider how their research may be subject to regulation (e.g., the GDPR) or
lawsuits by platforms claiming violation of their constantly evolving terms of service.

Finally, growing researcher isolation threatens to create a chilling effect on the production of scientific knowledge regarding
the consequences of large-scale, long-term BMOD on individuals and society. In terms of scientific training, academics will
need to redesign traditional data science curricula to include human subjects research ethics, BMOD and persuasion techniques,
and the skills and training needed to deploy large-scale online learning algorithms63. This includes a new focus on the kinds of
performance measures favored by industry-centered (e.g., dwell time and engagement) as opposed to academic research (e.g.,
recall@top10). Table 3 summarizes the ten implications mentioned.

Recommendations
Academic data science research in the BMOD era faces a growing number of barriers affecting the interests of an array of actors,
including governments, academic institutions, platforms, professional societies, individual data scientists and platform users. A
polycentric86 approach with rule-making authorities at multiple levels seems promising in addressing this complex situation,
due to its focus on mutual monitoring and adaptive learning over time. Emerging frameworks such as responsible innovation87

may also provide useful guidance in joining public sphere debate by citizens and academics with scientific responsibility for
new and risky technologies such as BMOD. Below we consider specific proposals for informal governance (bottom-up) and
formal regulatory (top-down) measures that could serve to reintegrate academics in data science research.

Platforms and Universities
Starting with bottom-up changes by platforms, several changes could reduce barriers to academic research. First, platforms
could incentivize data science teams to share results of internal experiments and studies by pursuing peer-reviewed publications.
Platforms could also trigger new research by offering data science challenges open to the public. The 2006 Netflix Prize contest
is an example of how such sharing can lead to breakthrough scientific research.

Better transparency in the use and results of BMOD experiments could go a long way toward addressing some of the
challenges and guesswork currently faced by academic data scientists doing both applied and methodological research. While
access to the platform’s code itself is likely to be ineffective and unfeasible, access to institutional information about the BMOD
can be extremely valuable. Researchers would benefit from knowing the purpose of the BMOD, which users are affected, what
types of manipulation or data logging policies are used, what types of algorithms, and linkage of BMOD with other functions,
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Table 3. Potential implications of academic isolation for scientific research

Implication Description
1. Unethical research is con-
ducted, but not published

Studies by platform data scientists may fail academic IRB review but still
be conducted. Results are not shared with the scientific community.

2. More non-peer-reviewed pub-
lications

Posting on pre-print repositories (e.g. arXiv) or blogs benefits platform data
scientists who do not have incentives for peer-reviewed publication. These
posts tend to “go viral” via the popular media faster than peer-reviewed
publications, due to breakthrough claims, platform reputation, and speed of
publication.

3. Misaligned research topics
and data science approaches

Isolation from platform BMOD mechanisms makes it difficult to identify
relevant algorithmic issues and implications, study the behavior of existing
systems, and develop and evaluate new data science algorithms. Instead, the
focus is on issues that can be studied in isolation, often “overfitting” to one
of the few publicly available datasets, using performance measures other
than those used by industry.

4. Chilling effect on scientific
knowledge and research

The lack of access to mechanisms diverts academic researcher efforts away
from studying platforms that employ BMOD; platform data scientists do
not have the time and incentives to conduct long-term research, which may
have no business motivation. This combination results in lack of scientific
knowledge and research in this crucial realm. Also, platforms may censor
academic research critical of current methods and approaches.

5. Difficulty in supporting re-
search claims

Opaque BBD mechanisms and strategies and in-access to machine BBD
make it difficult for researchers to test their hypotheses, replicate findings,
and evaluate interference of BMOD with effects of interest.

6. Challenges in training new re-
searchers

Misalignment of industry practices (BMOD techniques) and academic teach-
ing (non-BMOD data science techniques). Students in data science programs
may lack exposure and experience in modifying human behavior; they may
also be unfamiliar with the principles of human subjects research ethics
typically taught in the biomedical and social sciences.

7. Wasted public research funds Much academic work is funded by public sources, yet achieving general-
izable knowledge is hampered by a lack of access to causal mechanisms
behind BMOD. Government agencies distributing funds and IRB commit-
tees may not realize how lack of access limits the possibility of scientific
research. This could lead to a negative feedback loop where data scientists
then receive less funding, due to ungeneralizable findings.

8. Misdirected research efforts
and insignificant publications

Academic promotion and tenure pressures may divert academic researchers’
focus towards insignificant and practically-irrelevant research topics easier
to implement and publish.

9. More observational-based re-
search; research is slanted to-
wards platforms with easier data
access

Without access to BMOD mechanisms, academics resort to observational
BBD. Selection bias and increased risk of false and missed discoveries are
issues. Research also becomes slanted towards data from platforms with
easier data access (e.g., Twitter). Generalizability is questionable. Obtaining
observational data without platform consent runs risk of legal actions by
users (e.g., GDPR), platforms (scraping data, e.g., HiQ v. LinkedIn) and
governments (e.g., China).

10. Reputational harm to the
field

If researchers lack access to platform BMOD mechanisms, we risk growing
the divide between how the general public and media view data science (e.g.,
Netflix’s The Social Dilemma) and how practitioners see themselves. With
better access, academic data scientists could evaluate the social implications
of behavioral modification; yet researchers may disagree about the ethical
values guiding data science research. Without access to causal mechanisms,
other disciplines may not trust results based purely on observational BBD.
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such as prediction engines, etc. Intervention-level access would provide academic collaborators the ability to perform A/B tests
and even BMOD on subsets of users—with ethics board approval, of course.

Universities and funding agencies can further help by creating incentives for platforms to collaborate with academics, such
as reducing red tape and overhead charges. Academics can also learn important lessons. One is the importance of encouraging
discussions on these matters by writing Perspective articles that shed light upon these issues. Academic researchers lacking
access to BBD and platform BMOD mechanisms are encouraged to foster collaborations with research groups who do have
access, and for the latter to be open to such collaborations (to the extent this does not violate agreements with platforms or
any applicable laws), thereby expanding both research scope and access. International professional bodies that both academic
and industry data scientists belong to, such as the ACM or IEEE, may play a role in facilitating these collaborations and in
developing meaningful ethical guidelines for large-scale applications of BMOD88, 89. Academic decision makers involved in
editorial, promotion, and funding decisions should also realize that barriers to access constrain most academics, and that access
decisions lie with platforms who tend to favor select institutions. Nevertheless, academic decision makers should encourage
research aimed at fostering a better understanding of collective behavior on platforms, particularly BMOD interventions which
help inform public policy and regulation27.

Governments and Regulators
While the scope and social impact of BMOD on platforms make government regulation appear a natural solution to the
problems outlined above, BMOD combines three features that make it difficult to borrow ready-made solutions from medical,
pharmaceutical, or insurance industries, or for specific global hazards such as nuclear waste, cigarette smoking, or environmental
pollution. Besides massively impacting society, academic BMOD research cannot be done without the cooperation of for-profit
platforms. And further, unlike nuclear waste disposal or tax fraud, governments do not benefit from keeping BMOD research
confidential for reasons of public safety or public interest. Even if novel regulatory measures are undertaken, BMOD is a global
problem and—as with climate change—it is likely they will only have limited effect.

Despite these complications, academic data scientists still have an important role to play in BMOD governance. For
example, researchers without financial conflicts of interest could participate in the independent auditing, compliance, and
oversight of BMOD used by platforms. Various models of compliance monitoring and third-party assessment could be adapted
from credit scoring, drug development, or the FTC’s recent privacy compliance system used as part of a $5B settlement against
Facebook90. Federal funds could be allocated to academics to study the effects of BMOD at scale, similar to the way academics
are already developing and testing algorithms to detect deepfakes91.

In the European context, EU-wide regulation might also be a way to remove barriers to academic data science on platforms.
The EU’s current General Data Protection Regulation (GDPR) offers legal tools such as data protection impact assessments
(DPIAs) relevant to issues raised by large-scale BMOD. DPIAs are designed to achieve several goals including the systematic
description of data processing, assessing the necessity and proportionality of data processing, evaluating risks to fundamental
rights and freedoms, and mitigating risks through technological and organizational measures92. Academics thus could contribute
not only to auditing and testing of large-scale systems implementing BMOD, but also to developing methodologies for DPIAs.
A major caveat is that DPIA results are not required to be publicly disclosed93. For this reason, legal experts have suggested
giving third parties with algorithmic expertise (i.e., academic data scientists) information rights to assess the results of DPIAs
and convey the information to individual data subjects94.

The European Commission’s recently proposed 2021 Artificial Intelligence Act offers further opportunities for academic
data scientists to research, monitor, and evaluate large-scale BMOD systems. In fitting with the EU’s precautionary approach to
new technology95, systems posing “unacceptable” risk (e.g., social credit scoring and subliminal manipulation) will likely be
prohibited96. Currently, however, it is not clear where BMOD fits in the regulation’s three risk tiers: so-called “dark-patterns”
based on fixed A/B testing might be lower risk than adaptive BMOD by RL-based systems and thus subject to lower standards
of transparency and accountability. In any case, academics may act as experts tasked with monitoring “high-risk” systems—
systems posing “significant risks to the health and safety or fundamental rights”— through “third-party conformity assessment,”
or by participation in regulatory sandboxes where innovative large-scale BMOD systems can be developed and tested96.

The idea of using regulatory sandboxes to test BMOD systems before releasing them to market is an intriguing solution.
Regulatory sandboxes were originally devised as a way to provide Fintech startups in the UK and US with an opportunity to
compete against established banks and prove the safety and utility of novel financial products while being closely monitored by
regulators97. Evidence gathered in the sandbox testing stage can lead to better assessments of a new technology’s potential
impact on the market and on consumers98. While a promising idea, the concept still requires considerable practical and legal
clarification before becoming feasible. For one, it is not immediately obvious how regulatory sandboxes can promote greater
collaboration between individual platform and academic data scientists. In any case, we see the EU’s more top-down regulatory
approach as a potential boon for academic data science research in the age of BMOD in the way it does justice to complex
compromises between individual rights, novel yet potentially high-risk technologies, and regulatory innovation. Even for AI
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systems “intended to distort human behavior," the Act permits academic research "if such research does not amount to use of
the AI system in human-machine relations that exposes natural persons to harm and such research is carried out in accordance
with recognised ethical standards for scientific research”96.

Nevertheless, there is an inherent tradeoff between data privacy and data science research aimed at auditing BMOD
platforms99. For example, the GDPR’s rights to delete or modify one’s personal data can interfere with research focused on
understanding platform BMOD strategies over time. We realize there is no easy solution to the problems raised by platforms’
use of BMOD and encourage further development of data infrastructures and legal tools to promote fruitful industry-academic
collaboration, such as the Social Science One project. These kinds of projects may be our best bet in easing barriers to
socially-relevant data science research in the age of BMOD, but they will likely need substantial government buy-in and support
to succeed. While certainly not perfect, university IRB review is designed to deal with ethical issues inherent to human subjects
research, such as privacy, consent, and the fair distribution of benefits and burdens to research participants. As argued earlier,
the IRB process should be updated and streamlined for BMOD-related research on platforms. But all of this is moot without
access. Until things improve, profit-driven platforms, even with in-house ethics boards, cannot and should not be fully trusted
to make ethical BMOD-related research decisions while insulated from public scrutiny.

The collective scientific and social costs of academic isolation in the era of platform-based BMOD are too great to ignore.
Innovative regulation and changes in universities and professional bodies can help remove some, but not all, barriers. Creative
solutions will likely arise through open-minded and transparent deliberation by stakeholders in academia, industry, and
government. But we should not underestimate the efforts of determined and outspoken individuals100—from both industry and
academia—who will be indispensable in advancing meaningful and responsible platform-related data science research in the
new BMOD era.
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